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ABSTRACT Software fault prediction is a consequential research area in software quality promise. In this
paper, we propose a semi-supervised deep fuzzy C-mean (DFCM) clustering for software fault prediction,
which is the cumulation of semi-supervised DFCM clustering and feature compression techniques. Deep is
utilized for the feature-based multi clusters of unlabeled and labeled data sets along with their labeled classes.
In our approach, for the training model, we simultaneously deal with the unsupervised data and supervised
data to exploit the obnubilated information from unlabeled data to labeled data to support the construction
of the precise model. We utilize DFCM clustering to handle the class imbalance problem and withal fuzzy
theory logic is very akin to human logic and it is facile to comprehend. We further ameliorate the prediction
performance with the coalescence of feature learning techniques-feature extraction and feature selection
(using random-under sampling) to generate good features and remove irrelevant and redundant features to
reduce the noisy data for classification. However, by the performance of the model results, the amalgamation
of deep multi clusters and feature techniques work better due to their ability to identify and amalgamation
essential information in data feature. The classification model is predicted on the maximum homogeneous
between the features of labeled and unlabeled data, the model is trained on the un-noisy data set obtained
by the deep coalescence of multi clusters and feature techniques. To check the efficacy of our approach,
we chose data sets from real-world software project (NASA & Eclipse), and then we compared our approach
with a number of latest classical base-line methods, and investigate the performance by using performance
measures such as probability of detection, F-measure, and area under the curve.

INDEX TERMS Semi-supervised learning, fuzzy C-Mean clustering, feature learning, software fault
prediction.

I. INTRODUCTION
Fault prediction is an paramount practice to ameliorate relia-

software fail is kenned as software fault prediction. Many
researchers have addressed this problem and sundry software

bility and quality of software entities. It aims at understanding
the co-dependencies among variables and processing. The
intricacies of software are incrementing day by day for sundry
reasons incrementing authoritative ordinances of infusion of
incipient technologies, reliability, and security by the users.
One possible way to deal with this problem is to prognos-
ticate consequential software quality features during prema-
ture phases of software development such as fault-proneness,
reliability, testability, endeavor, and maintainability. Identifi-
cation of software faults afore they authentically make the

techniques are available for fault prediction [1], [2], [3], [4],
[5], [6] and [7].

Supervised learning models are one of the best choices
for software fault prediction if only labeled data are pro-
vided for training model. Intuitively for the better accuracy
of prediction, we required large size of the labeled data for
training set [8], [9]. The performance of the prediction could
be dramatically reduced with a size of the training set is max-
imum decrementing. Consequently, for better accuracy one
drawback of supervised learning is that the size of training
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FIGURE 1. Process of Software Fault Prediction.

data set should be large as possible, but it is expensive and
time-consuming.

Supervised learning models use class labeled data rep-
resented as known fault data during the training phase.
However, there are cases when previous known faults data
are not inordinate available for training model, then to handle
this challenging problem, the semi-supervised approach can
be applied in these case. Fig 1 is a semi-supervised learning
approach because in the training phase uses labeled data rep-
resented as known faults data and unlabeled data represented
as unknown faults data

Bennett and Demiriz  [10], Joachims  [11],
& Belkin et al. [12] have proposed the semi-supervised
approach for classification. However, few researchers have
been used simultaneously to exploit the obnubilated infor-
mation from unlabeled data to labeled data [13], [14],
[15] & [16]. Many semi-supervised approaches are used for
fault prediction. However, most of them have been dealing
with balanced classes [9].

The reason of class imbalance problem occur where
some classes are highly underrepresented compared to other
classes. In these cases, classifier tends to make more errors on
small classes and may even ignore the complexity, although
minority class is always more of interest. This problem affects
the performance of the model. This problem has gained more
attention of researchers, lately. The K-nearest neighbor clas-
sifier (KNN) [17], [18] is one of the most popular learning
algorithms for imbalance classes. An object is assigned to the
class which is most frequent among the K-nearest neighbor.
At the time, numerous changes in KNN have been proposed
for improvement [19], [20]. There are many Fuzzy set theory
based algorithms [21], [22], [23], and [24] are proposed for
imbalanced classes.

This paper is the extension of our previous work [25],
in our previous work; we focused on the preprocessing data
technique by feature extraction for the classification of two
classes. However, the performance of the classification accu-
racy is affected with imbalanced classes.

In our approach, the aim to develop the new semi-
supervised approach in which both supervised data and unsu-
pervised data are utilized simultaneously during clustering
process, in which the obnubilated information is exploited
from unlabeled data to support the construction of good clas-
sifier. In the field of pattern recognition, the coalesce analysis
of labeled data and unlabeled data is very useful.

However, to the best of our knowledge, very few
researchers have utilized multi clusters to handle the class
imbalance problem [26], in which Germain Forestier, pro-
posed a semi-supervised learning method to produce new fea-
tures derived from the first step of data clustering by utilizing
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supervised and unsupervised data. They used unsupervised
classification to create new features to describe the labeled
samples by creating clusters that tend to maximize intra-
cluster similarity and intra-cluster dissimilarity. In our paper,
we utilized Deep Fuzzy C-Mean multi clustering to handle
the class imbalance problem and withal fuzzy logic are very
akin to human logic and it is facile to comprehend.

The prosperity of prediction model depends strongly on
the feature/attributes that are utilized as an input to design
the predictor. It is commonly believed, more features do
not indispensably avail identification of systems based on
input-output data. Utilization of many features convention-
ally increases the time and cost, and sometime it may result in
more hazard by making the system complex. Hence, dimen-
sionality reduction of feature that is usually done by two
ways, one is by feature extraction [27], [28] and second is
by feature selection [29], [30]. However, few researchers
have cumulated feature extraction and feature selection to
ameliorate data quality in software fault prediction.

Our main objective is to utilize this coalescence of fea-
ture reduction techniques to generate the good features from
clusters of all the subsets of supervised and unsupervised
data along with labeled classes. Feature selection (Random
under-sampling (RUS)) [31] is used to handle the problem of
imbalance number of the features in the subset of labeled and
unlabeled data set and also remove irrelevant and redundant
features to reduce the noisy data for classification. Feature
extraction through clustering techniques leads to many issues
such as explicated in [32], [33], and [34]. We could handle
these issues by feature selection (RUS) technique.

In this paper, we utilized “Deep’” because of two reasons,
one is used for deep correlation between supervised and
unsupervised data with multi clusters and second for the
deep correlation between Deep Fuzzy C-Mean clustering and
feature techniques to find the best input data for the classifier.
To best of our knowledge, the development of classifier is
based on human-understandable rules depend on the similar-
ity between the features of unlabeled and labeled along with
the labeled classes.

Feature technique is utilized to generate a good feature
and remover irrelevant and redundant features to reduce noisy
data for classification.

The main motivation of DFCM for the classification
of software fault prediction on the pre-processing step of
semi-supervised multi-clustering to create new features with
inhibited labeled data and abundant unlabeled data. A semi-
supervised data creates two clusters into unsupervised and
supervised that tend to maximize intra-cluster class and intra-
cluster features by using FCM clustering.

The contribution of the proposed method can be concluded
as follow.

1) To the best of our knowledge, we proposed the new
semi-supervised approach, which simultaneously deals
with the supervised data and unsupervised data during
clustering to exploit the hidden information from unla-
beled data.
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2) We proposed a novel algorithm using both Deep
Fuzzy C-Mean clustering and coalesce feature
selection techniques. Deep multi-clustering for the
class imbalanced problem and combine feature selec-
tion techniques redundancy control for classification.

This paper is organized as follows. In section II, we will pro-
vide a review of related work, Section III, deals with imple-
mentation strategy of the algorithm, Section IV, describes
experiment and results, section V, provides with the threats
to validity and section VI, provides with the conclusion.

Il. RELATED WORK

In this section, we briefly introduce the background of
software fault prediction, semi-supervised learning, class-
imbalance problem, feature learning and sampling technique.

Software fault prediction is very auxiliary to predict the
fault of software modules. Many researchers have used a wide
variety of machine learning techniques such as decision trees,
clustering and SVM [1], [3] & [4].

Semi-supervised learning is a machine learning technique
to improve the performance of the model; the model is trained
by utilizing few labeled with abundant unlabeled data. Semi-
supervised approach for software fault prediction is studied
by Nigam et al. [35], the algorithm utilized in speech process-
ing computational linguistics. Here, a set of untagged data
is used and steps of collocation labeling. Using this labeled
data is trained for partitioning, iteratively on the probability of
co-occurrence till the data grows and reduces the untagged
set. Once the grouping is complete, then classifier is used. The
algorithm is dependent on the collocational list of entries [35].

Liu et al. [7] proposed a two-stage data preprocessing
approach for software fault prediction. It is a two-stage
data preprocessing approach, which integrates both feature
selection and instance reduction, to improve the quality of
software fault prediction. He proposed NTC (NB) (Novel
threshold-based clustering algorithm using Naive Bayes clas-
sification model), which involves both reliance analysis and
redundancy control. He also applies random under-sampling
technique to keep the balance between the faulty and non-
faulty classes.

Riloff et al. [36] proposed the modification of self-training
algorithm for the semi-supervised approach for software fault
prediction. It is a two-step process one is a utilization of Mul-
tidimensional Scaling (MDS) and other is semi-supervised
learning algorithm for fitting the confidence intervals to fit
the estimated values.

Li et al. [37] proposed Constraint FCM method novel
semi-supervised fuzzy c-means algorithm. It uses data that
contain labeled tag and finds cluster center and optimize the
objective function of fuzzy c-mean of the labeled data using
EM algorithm.

Lu et al. [38] invested the performance of an iterative semi-
supervised software defect prediction approach on different
size of labeled rate, they approved if the rate of labeled data
is greater than 5% then the proposed approach performs better
than supervised learning approach
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In feature learning Coates er al. [39], apply several
off-the-shelf feature learning algorithms, by the analysis of
this results the clustering algorithms is extremely fast and
easy to implement with achievable high accuracy.

Lu et al. [40] proposed the semi supervised learning
approach for the defect prediction, embedded a preprocessing
strategy, Multi-dimension scaling (MDS), they shows that
the integration of the Fitting—the-confident-Fits (FTcF) with
MDS performs better than supervised learning algorithm.

Catal [41] analysis the performance of fault prediction
by compared four semi-supervised classification method for
including Class Mass Normalization (CMN) methods, Low-
Density Separation (LDS), Support Vector Machine (SVM)
and Expectation-Maximization (EM-SEM). According to
this comparison, when the data size is large, LDS algorithm
performs better compared to SVM.

Zhang et al. [42] used Non-negative Sparse Graph-
based Labeled Propagation approach (NSGLP) for soft-
ware defect classification and prediction. According to this
result, NSGLP performs better than LDS when the dataset is
unbalanced.

According to our knowledge, there have few researchers
used fuzzy set theory to software fault prediction been a few
attempts to use fuzzy set theory to predict software faults.
Pandey and Goyal [43] first constructed a decision tree using
ID3 and then from decision tree they generate ‘‘if-then rules,
which are used as fuzzy rules”. Chatterjee and Maji [44] also
use fuzzy if the fault in software requirement analysis phase.

It is known that good modeling tool is the cognation
between a learning method and feature representation learn-
ing. Dimensionally reduction in feature learning is usu-
ally done in two broad ways by feature extraction (gener-
ation of incipient features from subsisting ones) [27], [28]
and features selection [29], [30]. The data preprocessing
plays important role to improve the quality of software
datasets [45], [46], [47] which include feature selection and
reduction (or sampling). Khoshgoftaar et al. [51] combined
filter based feature ranking methods and random under-
sampling for improved the data preprocessing.

Gabry’s and Petrakieva [48] or Bouchachia [49], they pro-
posed the method to ameliorate the classification accuracy
with very few labeled and abundant unlabeled samples are
available, they used semi-supervised approach in which dur-
ing the clustering process they deal with labeled and unla-
beled data simultaneously.

Cai et al.[15] proposed “A simultaneous learning frame-
work for clustering and classification” to fuse the advan-
tages of classification learning and clustering learning into
the single framework with inhibited labeled and abundant
unlabeled data by optimizing the clustering centers in the
objective function, both the classification learning and clus-
tering learning can be realized simultaneously. In his work,
they used an evolutionary technique called modified particle
swarm optimizer (PSOm) to find optimal clustering centers.

Here, we used Fuzzy C-Mean with deep multi clus-
ters for feature extraction utilizing both labeled and
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unlabeled data, simultaneously, during clustering process.
For the imbalanced number of features in the labeled set and
unlabeled set, we used random under-sampling [51].

Ill. SEMI-SUPERVISED DEEP FUZZY-C

MEANS CLUSTERING

In this section, we present a human-interpretable learning-
based model for software fault prediction, which cumulates
the DFCM clustering with multi-feature techniques and clas-
sification based on similarity among the selected features of
labeled data with their classes and unlabeled data. The aim
of the proposed method is to get a best classification model
with few labeled data with imbalanced classes, which would
improve the performance of fault prediction.

Training
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FIGURE 2. Flowchart of Deep Fuzzy C-Mean Clustering (DFCM).

A. FRAMEWORK OF OUR APPROACH

Fig 2 gives the framework of our DFCM clustering
approach. In this framework, after normalization of semi-
supervised data using min-max approach, the data converted
into two subsets of labeled and unlabeled datasets (supervised
and unsupervised) in the first layer. In the second layer,
the supervised set split into two subsets based on the classes
(true and false) along with their features. In the next step,
two supervised subsets and one unsupervised set split into
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Algorithm 1 Membership and Centroid of DFCM

Input:

The data set X = {x1,x2...,x, 1},

X = X1 U Xpr U Xyn, where

X1 = {x1,x2...,x7} € True class,

Xrrp = {X7+1, X142 . .., X} € False class,

| € {True, False},

Xun = {XF+41,XF42 ..., X} € Unlabeled class,

Where [ is the labeled classes and k is the feature clusters,

fuzziness m=2, with ¢ is objective threshold and tis number

of iterations.

Output:

Ut , Upp &Uyy Membership matrices

VD v &V Set of k centroid.

1. Construct membership matrices Uy, Upr &Uyy with
random decimal fraction.

2. Compute cluster center V}]Z), V%‘L)&V,(J’j& using formula of
cluster center of FCM [32].

3. Update Urr, Upr &Uypy using formula of membership of
FCM [37].

4. Repeat step 2 & 3 until |J© — J¢=D | < ¢ for all labeled
and unlabeled subsets separately.

k-clusters based on features, we have total k (2+1) clusters
in the third layer, calculate DFCM membership and DFCM
centroid by algorithm 1.

In next step feature extraction of k (2+1) cluster by DFCM.
Before the classification, we select s features by RUC [51]
based on ranking to balance the number of features between
supervised and unsupervised subsets, where s is the minimum
number of features in any subsets. The detail of the feature
extraction and classification are going to be discussed in next
section. Examples of clusters and classification are given
in figure 3.

B. FEATURE EXTRACTION

Use of many features customarily increases the data acqui-
sition cost and time. Therefore, it is always desirable for
classification that the number of features reduce the accu-
mulated the design for decision-making system. There are
two main broad ways to reduce the feature space i.e. feature
selection [24], [30] and feature extraction [27], [28].

But in our proposed method, we used both methods to
design good prediction system by generating good features
and removing irrelevant and redundant features to reduce the
noisy data for training classification model.

For the feature extraction, we apply DFCM clustering to
learn k centroids from the labeled and unlabeled datasets.
Given the learned centroids V&), we choose non-linear map-
ping for feature mapping.

Jie (x) = max (0, (2) — zx) ey

Where z; = ”x —v® H2 and u (z) is the mean of the
elements of z. If the output O of any feature f;, where the
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FIGURE 3. Example of clustering and classification A Labeled data class1/true, O Labeled data class2/false, x unlabeled data. (a) Shows, k is the
number of features and every feature make one cluster. Every feature has three more clusters (labeled data class1/true, labeled data class2/false, and
unlabeled data). (b) Shows, “s” is the number of selected features/clusters by (RUS) from all three subsets (labeled data class1/true, labeled data
class2/false, and unlabeled data), In pre-classification the unlabeled data belong to labeled class1 or labeled class2 according to the maximum
similarity between the features. (c) Shows, final classification is the re-union of the clusters which is based on the maximum average of the maximum

similarity between all selected features (clusters).

Algorithm 2 Feature Extraction of DFCM

Algorithm 3 Classifier of DFCM

Input:
The data set X = {x1,x2..., X, [},
X = X7 UXpL UXyn,
Set of centroid V;]i), Vg(L)&Vl(jkA),
Output:
frok (xrr) , frie (xrL) &funk, sets of features of True class,
False class and unlabeled dataset.
1. Calculate Z7y i, Zrrx &Zynk, using formula
Where,

k
Zrrk = HXTL - V;L)

)

k
Zpk = HXFL - V}L) H &

k
Zynk = HXUN - V[(/]\); H
2. Calculate pu7(Z7r), ur(Z pp)& 7 (Zyy) are the means of
the elements Zzy , Zrp &Zyn .
. Jfi (x) = max (0, p (z) — zx) VIL, FL&UNfeatures
4. Update all the features of all data sets frrx, frrx &funk-

(98]

distance to the centriod V* is “above average”. In practice,
this means that roughly half of the feature will be set 0.

After the feature extraction by algorithm 2, to balance the
number of features between all subsets of labeled classes and
unlabeled dataset, select ““‘s” features from each subset by
feature selection RUS (Random under-sampling) suggested
by Khoshgoftaar et al. [51], where ““s” are the number of
minimum features in any subset. To measure the similarity
between the pair of features of labeled classes and unlabeled
data set. We choose the Euclidean distance between ‘s”
cluster centers of labeled classes and unlabeled data points
with s features.

xi— V| .j € True&False

(@)

Where x; € Xyn, Vjr is the set of the centroid of
labeled classl (True) and label class2 (False) and “‘s” is
the number selected features in all subsets. With every
selected feature clusters, find the maximum similarity by
using equation 2 between the features of unlabeled data and

max Sim; (x, VL(‘Y)) = min

VOLUME 6, 2018

Input:

The data set X = {xp41,XF42...,%n, 1}, with s selected
features, VS, VO &V 1 € [T, F].

Output:

Predicted labeled data Y = {y;+1,Vi42 ...,V
1. Y=90
2. Fori=I[+ 1ton&j=T,F do

Computing maxSim; (x, VL(S)> by using equation 1,

If max_avg_max Simj (x, VL(S)Q € class True
Adding x; into class True ot
Adding x; into class False.
Updating all rest data points in X into Y
returny.

erwise

Nk w

labeled data (classl or class2). In the final classification
step, followed by algorithm 3. Find the maximum average
of the maximum similarity between the selected features of
unlabeled data and labeled data. Then, unlabeled data point
corresponding to maximum average adding in the particular
labeled class (True or False).

IV. EXPERIMENT
A. DATA PREPARATION
In this paper, MATLAB 2016a [50] is used as the program-
ming tool. In order to verify the clustering performance
of the DFCM algorithm on ten NASA datasets (cml, jml,
kcl, kec3, mc2, mwl, pcl, pc3, pc4, and pcS) [52], [53]
and three Eclipse dataset (Eclipse 2.0, Eclipse 2.0 and
Eclipse 3.0) [54], [55], are used to test the experiment.
All datasets with 10%, 20%, and 30% rate of labeled data and
contain 2 classes true and false. We select objective threshold
0.1 which is used to stop the iteration for updating new cluster
centers for all datasets, and degree of fuzziness m = 2.
Table 1 shows the benchmark NASA and Eclipse dataset
that illustrates brief properties of thirteen datasets that will
include the number of samples, number of features, number
of faulty modules, number of non-faulty modules, and num-
ber of classes.
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TABLE 1. NASA and eclipse dataset.

Dataset No. Of No. Of No. Of No. of No. of
Samples  Features  Faulty Non- Classes
Modules Faulty
Modules
cml 327 37 42 285 2
jml 7782 21 1672 6110 2
kel 2109 20 326 1783 2
ke3 194 39 36 158 2
mc2 125 39 44 81 2
mwl 253 37 27 226 2
pel 705 37 61 644 2
pc3 1077 37 134 943 2
) 1458 37 178 1280 2
pes 17186 38 516 16670 2
Eclipse 2.0 6729 155 975 5714 2
Eclipse 2.1 7888 155 854 7034 2
Eclipse 3.0 10593 155 1568 9025 2
TABLE 2. Fault prediction confusion matrix.
Faulty Non- Faulty
Faulty Modules No. of  True No. of  False

Positive (n(TP)) Negative (n(FN))

Non-Faulty Modules ~ No. of  False No. of  True
Positive (n(FP)) Negative (n(TN))

B. PERFORMANCE MEASURE

In table 2, Confusion matrix is used to evaluate the perfor-
mance by ROC-curve of the model by using area under the
curve (AUC). n(TP), n(FN), n(FP), and n(TN) are the number
of true faulty modules, the number false non-faulty modules,
the number of false faulty modules and the number of true
non-faulty modules respectively.

‘We use three evaluation measures to check the performance
on different compared methods, namely Probability of detec-
tion (Pd), F-measure, and AUC. They are defined as follows.

1 Pd = n(T P)/(n(T P) + n(FN)).
2 Precision = n(T P)/(n(T P) + n(FP)).
3 F — measure = 2(Pd)(precision)/ (pd + precision)

In machine learning, AUC are widely used to check the
performance evaluation spatially for imbalanced classes.

C. EXPERIMENTAL DESIGN

In this section, we design experiments to demonstrate the
efficacy of our proposed approach (DFCM) for software fault
prediction. This study seeks to understand.

1. The benefit of utilizing supervised data and unsuper-
vised data simultaneously during the multi-clustering
to create the new features to train the classification
model.

2. Impact of deep multi clustering on imbalanced classes.

3. Impact of feature extraction and feature selection for
classification.

Semi-supervised data prediction into supervised (labeled)
and unsupervised (unlabeled) in the first layer. In second layer
supervised data split into two subsets for each class (True
and False). k clusters are created for each class of supervised
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TABLE 3. Details of selected features.

Dataset No of feature s (No of Percentage
extraction in all selected of selected
subsets (True, features features
False, Unlabeled) in all subsets)

cml 18,19, 21 18 0.49
jml 12,15, 12 12 0.57
kel 11,9, 10 9 0.45
ke3 18, 20, 22 18 0.46
mc2 21,21,24 21 0.53
mwl 20, 19, 22 19 0.51
pcl 17,16, 19 16 0.43
pe3 20, 22,20 20 0.54
pc4 17, 18,20 17 0.46
pes 18,19, 19 18 0.47
Eclipse 2.0 86, 81,97 81 0.52
Eclipse 2.1 85, 86, 92 85 0.55
Eclipse 3.0 96, 86, 110 86 0.55
Avg 0.515

data and unsupervised data. In the third layer, calculate the
centroid and membership for each cluster of all subsets of
supervised and unsupervised by using DFCM. In the fourth
hidden layer using algorithm 2 as activation function for fea-
ture extraction. From the results of the experiment in table 3,
we can conclude that by this activation function almost half of
the original features are selected except on some datasets. For
balance, the number of features in all subsets of supervised
and unsupervised date, select “‘s” features, where “s” is the
minimum number of features extracted in any subset. On the
classification stage based the unlabeled data is predicted as
labeled on basis of similarity between the features of labeled
classes (true and false) and unlabeled data sets.

To investigate the performances of our approach on
thirteen data sets by using three performance measures
(Pd, F-measure, and AUC), each result is the average
of 100 runs. We compare our approach with five methods,
which are proposed in the last five years that are FTF [38],
LDS [41], [57], CMN [41], [58], NTC (NB) [7], and
NSGLP [42]. Brief analysis of DFCM and other compared
methods are shown in next section.

D. EXPERIMENTAL RESULTS AND ANALYSIS

We show the performances of our method with other methods
on the basis of thirteen datasets, all results are the average
of 100 runs.

Table 4, 5, and 6, summarizes the result of Pd of DFCM
with other approaches on thirteen datasets with 10%, 20% and
30% labeled rates, we examine that the DFCM approach has
the best improvement over other algorithms on all datasets
although the labeled rate is low.

In figure 4, the comparison of the Pd of DFCM approach
with other approaches on the average of thirteen datasets.
From the multiple bar charts, we can observe that the results
of NSGLP and DFCM are higher on the average of ten
datasets with all labeled rates. We can analyze that the per-
formance of algorithms can be improved by utilizing super-
vised data and unsupervised data simultaneously for training
model.
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TABLE 4. Pd of DFCM with compared methods using NASA And eclipse
dataset at labeled rate = 0.1.

Datasets Algorithms
FTF LDS CMN NTC NSGLP DFCM

(NB)
cml 037 0.50 0.46 0.49 0.71 0.74
jml 044  0.54 0.46 0.55 0.69 0.73
kel 0.42  0.60 0.45 0.47 0.68 0.69
ke3 0.40 047 0.44 0.50 0.66 0.69
mc2 052  0.52 0.54 0.60 0.74 0.77
mwl 025 035 0.28 0.50 0.60 0.59
pcl 0.28 031 0.33 0.43 0.62 0.63
pc3 033 036 0.36 0.43 0.67 0.67
pc4 0.46 047 0.51 0.55 0.70 0.72
pcs 0.53 032 0.54 0.72 0.75 0.78

Eclipse 2.0 042  0.65 0.46 0.46 0.62 0.77
Eclipse 2.1 050 042 0.44 0.50 0.60 0.72
Eclipse 3.0 039 040 0.47 0.59 0.69 0.67

Avg 041 045 0.44 0.52 0.67 0.71

TABLE 5. Pd of DFCM with compared methods using NASA and eclipse
dataset at labeled rate = 0.2.

Datasets Algorithms
FTF LDS CMN NTC NSGLP DFCM
(NB)
cml 039 0.50 0.49 0.50 0.72 0.76
jml 045 0.55 0.51 0.56 0.70 0.74
kel 046 0.61 0.48 0.51 0.71 0.73
ke3 043 049 0.49 0.50 0.69 0.70
mc2 0.55 0.58 0.56 0.61 0.79 0.79
mwl 027 036 0.30 0.53 0.63 0.65
pel 031 045 0.35 0.45 0.66 0.65
pc3 035 046 0.39 0.44 0.72 0.73
pcé 049  0.50 0.54 0.55 0.74 0.75
pes 0.55 033 0.61 0.73 0.78 0.78
Eclipse2.0  0.51  0.53 0.41 0.43 0.66 0.73
Eclipse 2.1 046  0.49 0.50 0.53 0.65 0.68
Eclipse 3.0 040 045 0.56 0.64 0.79 0.79
Avg 043 0438 0.48 0.54 0.71 0.73

TABLE 6. Pd of DFCM with compared methods using NASA and eclipse
dataset at labeled rate = 0.3.

Datasets Algorithms
FTF LDS CMN NTC NSGLP DFCM
(NB)
cml 042  0.51 0.54 0.51 0.76 0.78
jml 052  0.56 0.55 0.58 0.73 0.77
kel 049 0.62 0.52 0.55 0.75 0.79
ke3 047 051 0.48 0.51 0.70 0.72
mc2 0.58  0.60 0.59 0.61 0.83 0.84
mwl 030 0.36 0.31 0.55 0.67 0.71
pel 035 049 0.38 0.47 0.69 0.69
pe3 038 041 0.43 0.44 0.74 0.74
pc4 0.54  0.56 0.58 0.56 0.78 0.81
pes 0.57 035 0.63 0.74 0.82 0.83
Eclipse2.0 049 0438 0.57 0.60 0.79 0.84
Eclipse 2.1 047  0.46 0.46 0.56 0.78 0.79
Eclipse 3.0  0.52  0.58 0.51 0.55 0.67 0.82
Avg 047 0.50 0.50 0.56 0.75 0.78

Table 7, 8, and 9, shows the F-measure values of DFCM
and other approaches on thirteen datasets with all labeled
rates. The result shows that DFCM virtually outperforms the
other approaches for software fault prediction. The average
of F-measure of DFCM is highest with all labeled rates.

In figure 5, we can observe from the comparison of
F-Measure by multiple bar-charts that the performance of
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FIGURE 4. Comparison of Pd of DFCM with other algorithms.

TABLE 7. F-measure of DFCM with compared methods using NASA and
eclipse dataset at labeled rate = 0.1.

Datasets Algorithms
FIF LDS CMN NTC NSGLP DFCM
(NB)
cml 030 0.34 0.32 0.34 0.37 0.38
jml 038  0.39 0.39 0.42 0.43 0.44
kel 037 042 0.39 0.41 0.44 0.43
ke3 033 035 0.35 0.40 0.40 0.41
mc2 0.44 049 0.46 0.51 0.57 0.58
mwl 022 027 0.23 0.31 0.34 0.36
pel 023 028 0.26 0.31 0.35 0.34
pc3 025 029 0.26 0.30 0.34 0.36
pc4 036 041 0.37 0.44 0.49 0.51
pes 045 0.50 0.46 0.53 0.59 0.61
Eclipse 2.0  0.40 0.44 0.39 0.40 0.44 0.46
Eclipse 2.1 042 038 0.35 0.42 0.37 0.42
Eclipse 3.0 033 036 0.31 0.41 0.40 0.41
Avg 034 038 0.35 0.40 0.43 0.44

TABLE 8. F-measure of DFCM with compared methods using NASA and
eclipse dataset at labeled rate = 0.2.

Datasets Algorithms
FTF LDS CMN NTC NSGLP  DFCM
(NB)

cml 032 035 0.32 0.33 0.37 0.39
jml 039 045 0.42 0.43 0.44 0.45
kel 039 042 0.41 0.41 0.45 0.44
ke3 036  0.39 0.38 0.41 0.41 0.43
mc2 047 051 0.49 0.53 0.60 0.63
mw]l 021 028 0.24 0.32 0.37 0.40
pel 025 032 0.27 0.31 0.39 0.40
pe3 028 033 0.30 0.35 0.39 0.41
pc4 039 045 0.40 0.46 0.53 0.55
pcs 045 048 0.47 0.54 0.58 0.60
Eclipse2.0 041 042 0.35 0.35 0.39 0.44
Eclipse 2.1 040  0.40 0.39 0.46 0.37 0.40
Eclipse 3.0  0.38  0.37 0.42 0.54 0.53 0.56
Avg 036 0.40 0.37 0.42 0.45 0.47

DFCM is better than other studied models. From the lowest
results of CMN approach, we can analyze that the class imbal-
anced problem cannot be ignored for the higher accuracy of
classification.

Table 10, 11, and 12 are the results of AUC to check the
performance of the model on the class-imbalanced dataset.
According to the results, the average of AUC is highest than
other approaches.
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TABLE 9. F-measure of DFCM with compared methods using NASA and
eclipse dataset at labeled rate = 0.3.

Datasets Algorithms
FTF LDS CMN NTC NSGLP DFCM
(NB)
cml 0.32 0.35 0.34 0.35 0.38 0.40
jml 040 045 0.42 0.45 0.46 0.48
kel 041 045 0.43 0.43 0.47 0.48
ke3 037 041 0.37 0.41 0.43 0.45
mc2 0.51  0.55 0.52 0.55 0.62 0.65
mwl 023  0.26 0.22 0.32 0.36 0.40
pel 027 035 0.30 0.34 0.41 0.42
pc3 031 037 0.33 0.40 0.42 0.43
pc4 042 048 0.43 0.48 0.55 0.56
pcs 046 052 0.46 0.55 0.59 0.62
Eclipse 2.0  0.41 0.35 0.43 0.48 0.59 0.60
Eclipse 2.1  0.37 0.41 0.35 0.45 0.55 0.54
Eclipse 3.0 039  0.51 0.44 0.41 0.47 0.59
Avg 037 042 0.39 0.43 0.48 0.51
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FIGURE 5. Comparison of F-Measure of DFCM with other algorithms.

TABLE 10. AUC of DFCM with compared methods using NASA and eclipse
dataset at labeled rate = 0.1.

Datasets Algorithms
FTF LDS CMN NTC NSGLP DFCM
(NB)

cml 0.62 0.71 0.67 0.71 0.75 0.84
jml 0.65 0.71 0.66 0.73 0.72 0.81
kel 072 0.78 0.76 0.78 0.82 0.85
ke3 0.74  0.77 0.72 0.79 0.84 0.87
mc2 0.85 093 0.88 0.70 0.95 0.93
mw] 0.66 0.64 0.65 0.71 0.73 0.76
pel 0.69 0.75 0.61 0.72 0.79 0.82
pe3 0.72  0.74 0.73 0.74 0.76 0.80
pcd 0.80 0.83 0.84 0.81 0.86 0.89
pe5 0.88 091 0.89 0.93 0.95 0.97
Eclipse2.0  0.79  0.81 0.71 0.79 0.81 0.82
Eclipse2.1  0.78 0.75 0.73 0.74 0.76 0.77
Eclipse 3.0 0.74  0.76 0.76 0.77 0.78 0.80
Avg 0.74  0.78 0.74 0.76 0.81 0.84

Fig 6 is the comparison of DFCM with other algorithms.
We can analyze that DFCM outperforms other proposed
approaches with all labeled rates. The results are almost same
as F-Measure, Hence the class imbalanced problem affects
the AUC results.

We conclude three facts from the above results.

1) By comparing DFCM, NTC (NB) and NSGLP with
CMN (ignoring class imbalance problem), we observe
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TABLE 11. AUC of DFCM with compared methods using NASA and eclipse
dataset at labeled rate = 0.2.

Datasets Algorithms
FTF LDS CMN NTC NSGLP  DFCM
(NB)

cml 0.65 0.73 0.68 0.75 0.79 0.84
jml 0.67  0.76 0.69 0.75 0.74 0.81
kel 073 0.79 0.76 0.80 0.85 0.86
ke3 0.75  0.83 0.76 0.80 0.86 0.87
mc2 0.87  0.93 0.90 0.73 0.95 0.95
mwl 0.67  0.71 0.68 0.74 0.76 0.80
pel 073 0.80 0.75 0.73 0.84 0.85
pe3 080 0.78 0.75 0.76 0.83 0.83
pcé 085 0.86 0.84 0.83 0.90 0.92
pcs 090 0.84 0.92 0.94 0.96 0.97
Eclipse 2.0  0.80  0.79 0.69 0.73 0.81 0.82
Eclipse 2.1  0.79  0.83 0.76 0.76 0.80 0.81
Eclipse 3.0  0.75  0.84 0.84 0.83 0.83 0.89
Avg 0.77 081 0.77 0.78 0.84 0.86

TABLE 12. AUC of DFCM with compared methods using NASA and eclipse
dataset at labeled rate = 0.3.

Datasets Algorithms
FTF LDS CMN NTC NSGLP  DFCM
(NB)

cml 0.67 0.73 0.69 0.77 0.82 0.86
jml 0.68 0.78 0.70 0.78 0.81 0.84
kel 0.75  0.82 0.78 0.84 0.88 0.90
ke3 0.77  0.84 0.79 0.84 0.89 0.91
mc2 090 0.95 091 0.73 0.96 0.97
mwl 0.69  0.72 0.69 0.77 0.78 0.82
pel 0.76  0.84 0.79 0.80 0.87 0.89
pe3 081 0.82 0.78 0.82 0.86 0.89
pc4 0.88  0.87 0.86 0.87 0.94 0.96
pes 090 0.95 0.92 0.95 0.97 0.98
Eclipse 2.0 0.80  0.90 0.85 0.85 0.92 0.95
Eclipse 2.1  0.79  0.85 0.81 0.80 0.89 0.91
Eclipse 3.0  0.75  0.80 0.76 0.83 0.83 0.88
Avg 0.78 0.84 0.79 0.82 0.88 0.90
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FIGURE 6. Comparison of AUC of DFCM with other algorithms.

2)

that due to ignoring the class imbalance problem,
the performance of CMN is worse than DFCM,
NTC (NB) and NSGLP.

By comparing FTF with other approaches, the perfor-
mance of FTF is worse because FTF is using supervised
data for training model. By this comparison, we can
conclude that semi-supervised data for training model
increases the value of performance measure.
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3) By using feature reduction (feature extraction and fea-
ture selection) increases the accuracy of classification.

E. STATISTICAL ANALYSIS

We carried out one way ANOVA test to determine the statis-

tical significance to observed performance results. The test

was applied at o« = 0.05 significance level.

The testing hypotheses are

H, : The performance is same among the six algorithms
across the datasets.

H, : At least one of the algorithms performances is signifi-
cantly better than the other algorithms.

TABLE 13. ANOVA test for Pd at 10% labeled data.

df Sum Mean F-Value P-Value
square  square
Algorithms 5 1.0275 0.2055  33.4757 1.1102e-16
Residuals 72 0.4420  0.0011

In table 13, an example of one way ANOVA test for the Pd
with 10% labeled data. The classification results between ten
different datasets of experiments that use only one algorithm.
An immense F-value denotes that the outcome of different
approaches varies more than the outcomes of any concrete
algorithm. The p-value is a probability of observing a test
statistic as extreme as the one authentically observed. The
more minute the p-value, more vigorously the tests reject the
null hypothesis.

In our example, the p-value 1.1102 e-16 is much smaller
than «, the result is null hypothesis H, is rejected. We can
conclude that there is at least one approach amongst six
approaches as significantly outperforms the others.

TABLE 14. P-Value of ANOVA test for all performance measures.

Size of Label F- Measure Pd AUC

data

0.1 0.0069 1.1102 e-16 0.0043

0.2 0.0048 1.1103 e-15 0.0012

0.3 0.0002 1.1100 e-16 2.3426 e-05

In table 14, the overall results of all performance mea-
sure (Pd, AUC, and F-measure) of ANOVA test on all size
of labeled data are presented. Those outcomes are signifi-
cant where the p-value is less than the significance level,
these values are presented in bold font. We observed that all
p-values of three performance measures are less than the
significance level (across all thresholds) at least one of the
proposed approaches significantly outperforms the others of
correct classification in fault detection.

Next for analysis the significance comparison between
all proposed approaches, we performed the post-hoc test
using Turkey Honestly Significantly Difference (HSD)
method [49]. For AUC and F-measure, except with 30%
of labeled data we did not obtain a significant difference
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TABLE 15. Significance comparison of Pd.

FTF LDS CMN NTC (NB) NSGLP
LDS None - - - -
CMN None None - - -
NTC(NB) 10%, None 10% - -
20%
NSGLP All All 10%, 10%, -
30% 20%
DFCM All All All All 10%,
30%

between all discussed approaches. Hence, we will only focus
on the probability of detection (Pd) with 10%, 20% and 30%
labeled rates. Table 15 shows the results of Turkey’s HSD
pairwise comparison among discussed approaches. If the
intersection between the two modeling approaches indicates
“All” this designates that there are significant prediction
performance differences for all size of labeled rate. The result
“None” has inverse meaning. We can analyze which algo-
rithm is performing better from the result reported in table
15, but the ascendancy of DFCM is quite apparent.

From table 15, we can observe that DFCM significantly
outperforms FTF, LDS, CMN, NTC (NB), and NSGLP for
all size of the labeled rate except NSGLP for 20% labeled
rate. We achieve better performance for different size of
the labeled rate because our approach incorporates simul-
taneously labeled data and unlabeled data in the learning
process.

V. THREATS TO VALIDITY
Our experimental results might be affected by some threats to
validity.

A. CONSTRUCT VALIDITY

These threats refer to the approximateness of our evaluation
measure. A first threat to the validity of our work is that we
assume that all the faults that we utilized in the experiment
had same weights. We make utilization of Probability of
detection (Pd), F-measure and AUC to evaluate the software
fault prediction (SFP). AUC has lower variance, and is more
reliable to indicate the predictive potential of the methods
when compared with other performance measure, such as
precision, recall or F-Measure. Finally Post-hoc test using
Turkey Honestly, significantly difference (HSD) method [49]
to further validate the significance of the differences in
performance.

B. INTERNAL VALIDITY

These threats refer to experimater biases. To avoid this
type of threat, all the implementation is cross-checked by
our researcher group. Withal, we perform our experiment
100 times and report the average performance over 100 runs.
Moreover, the datasets are carefully examined, whether non-
numeric features are eliminated. Thus, we believe there are
minimal threats to internal validity.
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C. EXTERNAL VALIDITY

These threats refer to the generalizability of our experimental
results. To ensure the representativeness of our experiment,
we used NASA and Eclipse dataset which are commonly
used for software fault prediction. In addition, we choose
Fuzzy C-Mean clustering as a base method and random
under-sampling for feature selection, which are widely used
in software fault prediction, to ensure the soundness of the
results.

VI. CONCLUSION

In this paper, we provided a deep approach, DFCM which
incorporate the semi-supervised Deep Fuzzy C-Mean clus-
tering and feature compression technique to amend the qual-
ity of software dataset utilized by classification model for
software fault prediction with imbalanced classes. In this
paper, we presented how “Deep’” multiple clusters can be
amalgamated with feature reduction techniques and how it
can avail to incorporate simultaneously unlabeled data and
labeled data into the training process and withal handle the
class imbalance problem.

Coalescence of feature reduction techniques, we can
design good prediction system by generate good features
and remove irrelevant and redundant features to reduce the
noisy data for training classification. In our experiment,
we compared our approach with several state-of-the-art semi-
supervised software fault prediction approaches. Experiment
results demonstrate the potential of our approach in enhanc-
ing prediction performance on ten NASA and three Eclipse
data sets. The proposed method has the best Pd values and
withal the average of both AUC and F-Measure values sig-
nificantly improved. The post-hoc test using Turkey’s (HSD),
experiment result shows that the difference between DFCM
and compared approaches are statistically significant.

In our future work, we plan to extend our approach in
several ways. First, investigate the inter-relations between
the feature techniques. Second, study how the characteristic
of the multiple clustering results utilized to find the new
features in the method influence the classification accuracy.
Determinately, empirical studies of our approach with other
classification methods to authenticate the generalization of
the approach.
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