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ABSTRACT Optimal sensor deployment is the foundation of an effective monitoring/diagnosis system
design. Unfortunately, owing to the technical complexity, any issues related to optimal sensor deployment
can deteriorate the performance of the sensor system, which has consequently received much attention
and interest. This paper aimed to review the current literature studying optimal sensor deployment looking
at modeling characteristics and strategy implementation. First, the modeling characteristics with four key
elements, namely cause-effect model, optimization benchmark, optimization strategies, and performance
assessment, are surveyed thoroughly. Second, a wide variety of strategy implementation of sensor deploy-
ment is discussed in detail. Finally, the open-ended issues faced by industry and academia are discussed and

several principle conclusions drawn.

INDEX TERMS Sensor deployment, monitoring, diagnosis, manufacturing system.

I. INTRODUCTION

Condition monitoring/fault diagnosis are critical and fun-
damental elements in modern industrial manufacturing sys-
tems [1]—-[3]. Condition monitoring in manufacturing systems
refers to the identification of the functional status of the
whole or part of the operation. That is, by analyzing and
processing the original equipment status information read by
sensors and extracting the characteristic information closely
related to it, the system status is judged as to whether it is
normal or not, and whether there are any signs of abnormal-
ity or deterioration. Then, the deterioration tendency is pre-
dicted and the deterioration/wear degree determined [4], [5].
To ensure the safety and reliability of manufacturing systems,
it is essential to diagnose the underlying reasons for faults
efficiently and accurately upon their occurrence. Fault diag-
nosis is the action of identifying whether a system is deviating
from the benchmark given, and determining the potential root
causes for any abnormal behaviors [6], [7]. Normally, a typ-
ical fault diagnosis action consists of three steps. First, key
components that are crucial to a system’s reliability, safety,
and repair cost are identified based on actual maintenance
records. Second, sensors are selected and deployed to monitor

physical models by acquiring signal signatures to faults and,
third, the transitional data read by sensors are processed to
identify the root causes of the faulty states. Therefore, owing
to their apt characteristics, condition monitoring and fault
diagnosis are widely applied in the manufacturing industry.
Tool condition monitoring has gained considerable attention
over the past two decades, as it ensures process efficiency
and machined part quality by employing condition moni-
toring/fault diagnosis [8], [9]. Meanwhile, fault diagnosis
of rotary machines with emphasis on their key components,
such as bearings [10], gearboxes [4], [11], and rotors [12] has
also received extensive and intensive research. In addition,
fault diagnosis for chemical processes [13], [14], monitoring/
diagnosing discrete component assembly processes [15], [16],
and fault detection and identification of the progressive
stamping process [17] have also been applied to fabricate
an extended range of products to reach a desired quality
level. All these are manifested by adequate and efficient
sensing data. It is of high priority to ensure that a com-
plex manufacturing system is fully monitored, diagnosed,
and predicted by sensors in a cost-effective and timely
manner [18].
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Condition monitoring/fault diagnosis are primarily
focused on the effective measurement and evaluation of sev-
eral key parameters [19], [20]. Therefore, it is inevitable that
multi-sensor systems be involved in the process. Regarded by
MIT’s technology review as one of the top ten emerging tech-
nologies that will change the world [21], sensors and sensing
technologies constitute the fundamental basis for condition
monitoring/fault diagnosis because the monitoring/diagnosis
performance depends on accuracy and efficiency of sen-
sor measurements of the key product characteristics/faulty
symptoms [22], [23]. Different types, numbers, and spatial
combinations of sensor networks provide dense and sufficient
data, which produces a more comprehensive description for
the dynamic changes of manufacturing systems. However,
in complex manufacturing systems, the ability of the sensor
to obtain information is constrained by many aspects, such
as the characteristics of the sensor itself, the fault char-
acteristics, the machining process, and, most importantly,
the sensor layout in a limited space. By adding a large
number of sensors to a manufacturing system, the status
information can be comprehensively obtained, which is the
basis for monitoring/diagnosing the process status. Sufficient
and effective sensor measurement information is helpful to
improve the monitoring/diagnosis capacity of the system;
however, unplanned sensor placement increases costs and
reduces the system monitoring/diagnosis efficiency [24].
Evidence shows that a highly redundant sensor arrangement
is not conducive to improving the monitoring/diagnosis capa-
bility of a system [25], [26]. In addition, the redundant sensor
arrangement can effectively reduce the loss of information.
However, massive data transmission not only demands higher
transmission bandwidth, but also significantly increases the
cost of data analysis and processing, which is particularly
prominent in the remote diagnosis/control [27] and wireless
sensor networks [28].

Consequently, appropriate sensor deployment is crucial
for an effective condition monitoring/fault diagnosis system
design. A good sensor deployment strategy can provide a
system configuration with optimal performance under the
constraints and limited resources, which determine the types,
numbers, and locations of sensors for the condition monitor-
ing/fault diagnosis purpose in a limited space of the compli-
cated manufacturing system. To date, much research effort
has been devoted to studying the significant issues surround-
ing optimal sensor deployment networks in manufacturing
systems. However, current literature lacks a comprehensive
analysis and discussion of the key issues involved in sensor
placement in complex manufacturing systems. The key issues
include the cause-effect model, optimization benchmark,
optimization approach, performance assessment, and strategy
implementation. Significantly, the issues of optimal sensor
deployment networks can be selected to achieve better system
monitoring/diagnosis capability. The present study reviews
in detail the current state of the literature into the issues influ-
encing the efficiency of sensor measurements on faulty symp-
toms. In addition, the challenges and opportunities associated
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with optimal sensor deployment in complex manufacturing
systems are discussed with some key conclusions.

Il. MODELING CHARACTERISTICS

Sensor deployment problems usually involve four sequential
phases: (1) modeling the cause-effect relationship for fault
variations in sensor measurements, termed the cause-effect
model [29]; (2) formulating the functions and constraints to
benchmark the effectiveness of a sensor system, called an
optimization benchmark; (3) finding a solution approach to
solve the sensor deployment strategy, termed optimization
strategies; and (4) evaluating the optimized strategy, labeled
the performance assessment. These four issues are our focus
questions that will be explained and discussed in greater detail
in the following sections.

A. CAUSE-EFFECT MODEL

It is the foundation of optimal sensor deployment problems
to model the cause-effect relationship between system faults
and sensor measurements [25]. The cause-effect model of
the sensor-fault issue reveals the variation propagation of the
fault information flow during the manufacturing process,
the diagnostic relationship between the sensor and the fault,
and the coupling relationship among fault information mea-
sured by the sensors. Many complex mathematical cause-
effect models have been developed by researchers.

Finite element analysis is often employed in sensor opti-
mization arrangements to help build the cause-effect rela-
tionship between system faults and sensor measurements.
In a complex condition monitoring/ fault diagnosis system,
the sensitivity that each sensor has to the fault information
differs, and thus the amount of data measured by a sensor
also varies in each location [30]. Normally, these sensitive
positions can be effectively identified by the finite element
method (FEM) and, in this way, more sensitive fault informa-
tion can be extracted for causality model construction [31].
As shown in Figure 1, assuming S sensors are placed to
simultaneously measure the displacement generated by N
defect positions, the measured data y can be expressed by a
vector as:

y=1[d"d*...d"lg+w
=Dg+w (1)

Sensor 1 a

Sensor 1 i

FIGURE 1. Position of an inner raceway defect varying with the bearing
rotation [32].
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where, g = {ql,qz,...,qN}T with g;j = 1,2,---,N)
denoting the contribution of the j* defect position to the
measurement data matrix y; w is the noise component related
to the sensor measurements, and D is the nodal-displacement
matrix [32, 33]. Compared to the FEM, the experimental
study is also an effective and direct method to determine the
cause-effect relationship between system faults and sensor
measurements. It is usually applied when the sensor sig-
nal is relatively simple and intuitive. Mendibil et al. [34]
developed an experimental study by place pressure and
temperature sensors in the runner system and the mould
micro-featured cavity on micro-injection moulding. Sensor
signals were correlated with quality deviations using confo-
cal microscopy to diagnose the injected micro-parts quality.
Oromiehie et al. [35] developed an experimental study on
glass fiber/high-density polyethylene laminates with embed-
ded fiber Bragg grating (FBG) sensors for manufacturing
process monitoring. The FBG sensors are used to monitor
reflected wavelengths related to pressure and temperature.
Lu er al. [36] and Mukhopadhyay et al. [37] investigated
an acoustic emission sensor location to find the structural
crack on an aluminum alloy plate. In Figure 2, the FBG
sensor location coordinates are (x1, yI), (x2, y2), (x3, y3) and
(x4, y4), respectively. The crack coordinate is (x, y), and the
equation can be obtained as:

o2 40— = — x5 =y =v (2 — 1)
\/(X—X3)2 + (y—y3)2—\/(x — x>+ =y =v (i3 — 1)

V=51 6-y02 =\ @ = x4 0y =v (s — 1)
@

where, vand t; (i = 1, 2, 3, 4) is the velocity and the starting
time of the crack to FBG sensor, respectively.

For deviation diagnosis in a multi-station assembly pro-
cess, the cause-effect relationship between system deviation
and sensor measurements is usually developed based on
a state-space model to integrate sensing information from
different measurement stations [24], [38]-[52]. The system
given in Figure 3 can be described by the following equation:

Xy = Ag—1Xpk—1 + BrPr + &
Yy = CiXe +nx, ke{l,2,...,N} 3)

FIGURE 2. Aluminum alloy plate with FBG sensors stuck on [36].
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FIGURE 3. Information flow in multi-station manufacturing [24].

where, k is the station index; N is the number of stations;
Xi and Y} are the product dimensional deviation and sensor
measurements at station k, respectively; Py is the random
deviations related to fixture locators at station k; A, B, and C
are the state matrixes; and £ and 1 are un-modeled higher
order terms. The analysis method based on the state-space
model is always time consuming owing to its complex analy-
sis and calculation processes. Fortunately, Xinmin et al. [53]
developed the intuitive principles based on the simple state
equation transformation to reveal the relationship between the
variation transmissibility ratio and the process configuration
for the optimal sensor distribution.

Fault diagnostic activity involves identifying the devia-
tion of parts and determining the potential root causes in a
manufacturing system [6]. It includes two crucial aspects:
a priori knowledge and search strategy. A priori knowl-
edge can be broadly divided into two categories: qualitative
and quantitative. The former is usually expressed in terms
of mathematical functions as discussed above, whereas the
latter is expressed in terms of qualitative functions cen-
tered around different units in a manufacturing process [54].
To avoid using cumbersome mathematical terms to model
the cause-effect relationship between the system faults and
sensor measurements, graph theory has been applied in opti-
mal sensor deployment. Graph theory is more concise and
compact [55], [56] compared to the approaches of truth
tables, decision tables, or finite-state models [54], [57].
The digraph (DG) or signed digraph (SDG) technique is
usually proposed for cause-effect modeling to solve a partic-
ular sensor deployment problem to maximize system relia-
bility [58]-[64]. Wu et al. [25] proposed a fuzzy graph-based
approach to model the cause-effect relationship between sys-
tem faults and sensor measurements. The sensor-fault rela-
tionship properties are aggregated into single edge values
in a fuzzy graph by employing the analytic hierarchy process.
A fuzzy bipartite graph is illustrated in Figure 4. He et al. [26]
developed a quantitative cause-effect graph (QCEG) to han-
dle the heterogeneity among the properties of sensors and
faults to facilitate the monitoring of a single-station multistep
manufacturing process. The virtual fault set W in Figure 5 sig-
nifies the detecting characteristic of the sensor to cumulative
faults. A QCEG adequately describes the causal behavior of
the process.

In addition to the DG, the Bayesian network (BN) has
been employed to represent the causal relationships among
the physical variables in distributed sensor networks to detect
system abnormality [13], [65]-[68]. The BN is utilized for
modeling, updating, and reasoning causal relationships and
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FIGURE 4. Fuzzy bipartite graph for sensor deployment [25].
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FIGURE 5. QCEG for sensor deployment [26].

uncertainties. It usually involves three steps [67]: identifying
the relevant variables and their possible values, defining the
network’s edges, and defining the conditional probability
tables. Compared to the cause-effect model based on the
DG, the methodologies for causality representation based
on BN usually utilize qualitative techniques and involve
complex conditional probability calculations [13], [65]-[68],
which need to be further studied. In summary, different
causality model building techniques have different charac-
teristics in different industrial application systems, as shown
in Table 1.

B. OPTIMIZATION BENCHMARK
In a manufacturing process, the focus of consideration is dif-
ferent when conducting a monitoring/diagnostic activity [69].

TABLE 1. Typical strategy for cause-effect model constructed for sensor
deployment.

Techniques Complexity Practicality Application References
Finite g?;gl;osis/ (32, 33]
elemex}t okl *k structural states  [30].
analysis o
monitoring
Experiment Manufacturing
P * *k process [34-37].
al study o
monitoring
. Process
Bayesian o . [13],[16],[6
approach ok ke * mom'tonng/dla 5.68], [72].
gnosis
Multi-station
State-space Tk ok . assembly [24, 38-52],
model [53].
process
Automated
linear coordinate
diagnostic *k * ok k checking [31].
model fixture (CCF)
design.
Manufacturing  [55, 56],
S;ph * *kk process [58-64],
Y monitoring [251, [26].
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Therefore, the sensor optimization benchmark also shows
diversity. Owing to the complexity of the manufacturing sys-
tem itself as well as the signal transmission, initial sensor
distribution research is mainly aimed at a single optimiza-
tion target. A general bilevel formulation takes the following
form:

ngcin F(x,y)
stHx,y)=0
Glx,y) =0 4

where, x, F(x,y), and y denote decision variables, outer
objective function, and inner decision variables, respectively.
This is usually called a leader-follower problem, where x is
decided by the leader while y is decided by the follower [70].
In the current research on sensor placement, the outer objec-
tive usually refers to the sensing cost, the system diagnosabil-
ity, the system reliability, and the fault unobservability.

A hybrid sensor optimization problem has been investi-
gated by Costiner et al. [71] to determine the locations of n
sensors X* that maximize the probability POD(X, C) of
detecting a set of cracks C. This can be expressed by:

X* = argmax POD(X,C) 5)
X

Simultaneously, several constraints must be met. For exam-
ple, (1) sensors cannot be closer to each other than a minimal
distance, and (2) sensors cannot be positioned where strain
fields might exceed given safety thresholds. The advantage of
this optimization benchmark is that it can directly determine
the sensing position, even the number of sensors, without the
need for the calculation of other metrics. Similar optimization
benchmarks are the quadrilateral array location equations for
an acoustic emission location [36] and the optimal assign-
ment of the locating pin wear rates [41]. Apart from that, other
optimization benchmarks involve some indirect optimization
indicators, which are optimized to obtain the optimal sensor
placement. In general, these optimization benchmarks have
some restrictions. For example, an optimal sensor allocation
has been investigated previously [24], [39], [46], [72] to
achieve the desired diagnosability with minimum cost in a
multi-station manufacturing system. The optimization prob-
lem of the sensing cost is formulated as follows:

) {Cl-9+02'§}
min _—

n

stu=1 (6)

where, c; and ¢, are the average costs of an individual
sensor and a single sensing station, respectively; 8 denotes the
total number of newly installed sensors; ¢ stands for the num-
ber of newly added sensing stations or stations with sensors
for measurement upgrade; n is the total number of operating
stations; and p denotes the diagnosability. Here, the system
diagnosability is the constraint. In addition, the constraints
are subject to the optimal objective of the minimum cost of the
system including the geometrical constraint on the principal
locating points [44], [47] and the union of the duty sets,
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which are feasible solutions [65], [73]. A number of previous
studies [74]-[76] have proposed a fault isolation index Jop
to quantify the diagnosibility of the system. The objective
function Jop¢ is maximized subject to inequality constraints:

Jopt = Vijmax |min = " 3" WylldG) — d(j)|
i=1,2,---,6j=1.2,---,6
stG(x,y,z) <0 (7

where, the {d(i), d(j)} pair is the Euclidean distance
between pairs of diagnostic vectors, which varies during the
iterative search procedure, and G(x, y, z) denotes the con-
straint set on sensor locations.

In summary, the single target-based sensor optimization
layout, owing to its flexible form in the manufacturing sys-
tem, has been extensively studied. However, with the advent
of distributed sensing networks and the diversity of monitor-
ing/diagnostic needs, a single optimization target sometimes
does not meet these monitoring/diagnostic requirements.
Therefore, it is necessary to further study the multitarget-
based sensor layout strategy.

While satisfying the minimum sensor cost constraints,
an optimization formulation aimed at maximizing the reli-
ability of the fault monitoring system has been pro-
posed [58]-[60], [62], [64]. A combined optimization of
minimizing the maximum unobservability of the system has
been developed, which may be formulated as:

min |:max {In(Up} — axs]
Xj Vi
n
st e+ xg=C* 8)
Jj=1
where, U; is referred to as the unobservability value of
fault, x, is the slack in the cost constraint, x; is the number
of sensors placed on variable j, ¢; is the cost of placing a
sensor on variable j, and C* is a positive constant. Similarly, a
sensor-fault matching algorithm to minimize fault unobserv-
ability and cost for the whole system, under the constraints
of detectability and limited resources, has been proposed to
achieve optimum sensor placement [25], [26]:

n
min: max (log(U;)) =max 1og(ﬁ)+z djj x1log(Pr;) x x;
j=1

min:z (Cj X Zd’7>
j i
> pixi = M} ©)
J

where, f; is fault occurrence probability, Pr; is sensor fail-
ure probability, x; is the number forsensor j, d;j € D, D is a
binary bipartite matrix, p;; is the connection strength between
sensor j and fault 7, and M7 is the detectability. Compared to
Eq. (8), this equation adds the detectability constraint Mi*.
In several other applications, the limited resource is regarded
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as the constraint. For example, Bruant ez al. [49] studied the
bi-objective sensor optimization to ensure good observability,
which minimize the number of sensors x; and J:

o = il
i=1,...N max(Wy(xs))ii

max min O;(xs) > 7
Xs i
s.t. C = {xs such thatVie 1,...,N, Oi(xs) > n}

(10)

where, O;(x;) is an observability index on the it

mode. Compared to single-target optimization benchmarks,
the multi-objective optimization benchmarks can meet the
diversity of fault diagnosis requirements in the actual
industrial application. Usually, single-objective optimiza-
tion benchmarks rarely take into account the characteristics
of sensors and faults, whereas multi-objective optimization
benchmarks can effectively integrate sensor and fault charac-
teristics into sensor optimization placement strategies; there-
fore, they can achieve more objective optimization results.

In recent years, with the introduction of communicating
mobile devices, industrial wireless sensor placement has
drawn increasing attention. Most of the factors considered
are real time, reliability, resource constraints [78], coverage,
cost, and connectivity [77]. However, the current applications
of industrial wireless sensors are still on a small scale and
need to be further studied because of technical obstacles
in the industrial wireless sensor placement [78]. In summary,
the optimization objectives and constraints are different in the
different applications of complex manufacturing systems.
Characteristic descriptions of optimization benchmarks for
sensor deployment in a manufacturing system are shown
in Table 2.

C. OPTIMIZATION APPROACH

After establishing the optimization benchmark, the sensor
arrangement model needs to be optimized. A variety of
optimization algorithms, from mathematical programming to
heuristic searches [44], [79] have been employed to optimize
sensor deployment. Nearly all the literature for sensor deploy-
ment, particularly in a manufacturing system, ultimately
derives a nonlinear function for the optimization benchmark
in which some of the decision variables must only be integer
values. Therefore, almost all of the problems can be attributed
to nonlinear programming or integer programming (IP) prob-
lems [25], [64].

To solve nonlinear programming or IP problems effec-
tively, a number of researchers [80]-[82] have proposed
a FEM simulation methodology for the optimum sensor
location. Other researchers [43], [83], [84] have developed
exchange algorithms for the optimal layout of the sen-
sors or fixture layout design for the diagnosis of dimensional
variation sources in assembly processes. Ding et al. [24]
developed a backward-propagation strategy for the optimal
allocation of sensors to determine the locations of measure-
ment stations and the minimum number of sensors required
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TABLE 2. Descriptions of optimization benchmark applied for sensor deployment.

Single  Multi- o Dtt. — Objective function — — b(?onst(r}aints .
target target ctectio- au ystem 1agnosaoni eometric
& & nability observability Cost  Coverage reliability -lity index constraint
* [71], [74-76]. *
* [731,[65]. *
L 2 [24, 46, 72]. L 4 L 4
* [41]. *
* [44, 47] * *
. [58-60, 62, 64] *
* [251, [26] * * *
. [49] . .
. [771,[78] . . .
to achieve full diagnosability in a multi-station assembly
process. Previous studies [74]-[76] have proposed a gradient-
based search to achieve an optimal sensor distribution for ‘ Enter bipartite graph between
the diagnosability in a multi-fixture assembly of sheet metal sensor and fault nodes
parts. Wu et al. [25], [64] investigated a multiple-objective
optimization involved in the sensor deployment (Eq. (9)), and
developed a lexicographical mixed integer linear program- —
ming and greedy search for sensor deployment optimization. p  Sclect unmarked C with highest
R i unmarked arcs; Marked and store C Vlarked No
Compared to FEM, exchange algorithms, gradient-based v without any arcs
search, and IP mentioned above, which have greater compu- E=CE exist?
tational complexity and sometimes cannot be implemented Generate all the root nodes Yes
easily for sensor deployment in an actual manufacturing sys- coyeredibyle
tem, a heuristic algorithm can produce a better solution and Select and
. . N N unmark that C
is employed to describe the sensor deployment optimization. covered root no o

For the maximume-reliability optimization problem expressed
as Eq. (8), a greedy search heuristic shown in Figure 6 has
been developed [58]-[61], [71]. As a heuristic algorithm,
greedy searches tend to be more effective in discovering good
feasible solutions as a new approach for a posteriori articula-
tion of preferences [85]. Li and Jin [65] developed an inte-
grated algorithm by combining a pre-processing algorithm
and the greedy algorithm (Figure 7) to optimize sensor layout
with the objective of the abnormalities detection on a hot
forming process, in which X is the physical variables, Lg is a
feasible solution, and C*¥x} is the duty set of Xk.

For sensor deployment optimization in an actual manufac-
turing system, the computations will escalate as the number of
sensor nodes increase. The capability of the greedy algorithm
in solving a large-scale problem is limited. Therefore, many
types of evolutionary algorithms are often developed to reach
a better solution. Although these might not always obtain the
global optimal solution, they have strong high-dimensional
data optimization ability, and thus are widely applied in sen-
sor optimization layout for diagnosing manufacturing sys-
tems. By employing the principles of genetic algorithms
(GAs), many optimal sensor placements have been developed
in a complex system to optimize several competing evaluation
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exist?

Delete all the arcs from covered root

nodes to all marked key components Output ¢ ;
R
marked ‘C’ s
Mark all the arcs from covered root *
nodes to all unmarked key components;
store these arcs in buffer END

FIGURE 6. Flow chart for sensor layout using greedy search
algorithm [58].

criteria [42], [49], [77], [86]-[91]. Some GA-based combina-
torial algorithms, such as data-mining guided GA, have also
been developed to solve the sensor distribution problem to
achieve a maximal variance detection capability in a multi-
station assembly process [47]. Similarly, an improved particle
swarm optimization (PSO) algorithm has been proposed to
achieve the acoustic emission optimal location [36]. By using
the information fusion of multiple standards PSO [92],
the process of an improved PSO is realized, as shown
in Figure 8, where PSO i,i = 1,2,3,..., 10 denotes the
i standard PSO, ZY i, i = 1,2,3,...,10 represents the
optimal value of the i standard PSO. In addition, a heuristic
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FIGURE 7. An integrated algorithm by combining a pre-processing
algorithm and the greedy algorithm [65].

PSO 1

—Optimal value < Predetermined precision
N

‘Record this optimal value as ZY1 ‘

END

Y
——Optimal value <Predetermined precision END
N

‘Record this optimal value as ZY2 ‘
v

Y
——Optimal value <Predetermined precision END

‘Record this optimal value as ZY 10 ‘

| The minimum value of [ZY1, ZY2,% ,ZY10] |

END

FIGURE 8. The process of the improved PSO [36].

algorithm has been developed for the combinatorial optimiza-
tion of minimizing the maximum unobservability [62], [72].
The algorithm is illustrated in Figure 9 and it obtains an
optimal sensor set by iteratively reducing the search space.
Tyagi et al. [44] proposed a highly optimized tolerance
inspired heuristic to solve an E-optimality based sensitiv-
ity criterion of the fixture layout quality in a multi-station
assembly. Compared to a single optimization algorithm [66],
the combined optimization algorithm shows better optimiza-
tion ability. He et al. [26] proposed an improved shuffled frog
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‘ Initialization ‘
v

4% Calculate the undetectability probability U;

4% Select the maximum, U; ‘

Y
Search space empty?
N

Select the variable with the minimal missed alarm rate From
the variables reachable from the undetectability F;

Y

Reduce the
search space

Y Reduce the

search space
2

‘ Select the one with smallest the false alarm probability V; ‘

v

4% Add a sensor on selected variable ‘

FIGURE 9. Flow chart of the optimization algorithm [62].

leaping algorithm (SFLA) to manage the multi-objective sen-
sor optimization distribution problem. Based on traditional
simulated annealing [20] and evolutionary algorithms [93],
Shukla et al. [46] proposed a chaos-embedded fast-simulated
annealing to minimize the number of sensors and maximize
the determinant of Fisher information matrix with the mini-
mum effect of noise in the sensor data to locate the optimal
sensor distribution.

Owing to the complexity of the manufacturing system,
there are numerous optimization algorithms for sensor place-
ment to diagnose the manufacturing system. Because of
the different focus in the sensor arrangement, it is hard to
determine whether one optimization strategy is better than
another. The main optimization algorithms applied for sensor
placement in manufacturing systems are evolutionary algo-
rithms (such as GA, PSO, and SFLA), greedy algorithms,
FEM, exchange algorithms, gradient-based search, and IP.
Other optimization algorithms such as the effective inde-
pendence method [32, 94], fuzzy clustering algorithm [95],
Bayesian sensor placement optimization algorithms [67], and
Powell’s direct search [31] have been less widely employed.
Figure 10 shows the optimization algorithms applied for sen-
sor arrangement in manufacturing systems.

D. PERFORMANCE ASSESSMENT

Optimal sensor placement for monitoring/diagnosis can be
different for performance assessment in a complex manufac-
turing system. Presentation of evaluation criteria for optimal
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FIGURE 10. Frequency of usage of optimization algorithms for sensor
deployment to diagnose manufacturing systems.

sensor systems in a unified way would be very helpful to
engineers and scientists working in the monitoring/diagnosis
field in a complex manufacturing process.

Maximizing the degree of observability is usually pre-
sented as a reliability criteria for optimal sensor location
from a fault diagnosis perspective in complex manufacturing
systems [13], [96]. A minimum unobservability criteria of
the optimal sensor distribution is proposed to ensure sys-
tem reliability [58]-[62], [86]. Wu et al. [25] proposed an
optimized sensor deployment with the goal to achieve the
minimum unobservability and cost under the constraints of
detectability for accurately diagnosing manufacturing sys-
tems. For discrete-event systems, Jiang and Garcia [97] deter-
mined the optimal sensor set that provided minimal yet
sufficient events observational information for the task such
as estimation, diagnosis, or control. Bruant et al. [49] pro-
posed an optimal location of piezoelectric sensors to ensure
system observability under minimum piezoelectric elements
requirement. Shaker and Tahavori [45] maximized the trace
of the generalized observability Gramian to determine the
optimal sensor locations for unstable systems. He et al. [26]
proposed a sensor deployment strategy by minimizing the
fault unobservability and cost, and maximizing the system
stability under the constraints of detectability, stationarity,
and limited resources for manufacturing process monitoring.

Considering the uncertainty of the sensor system, accu-
racy/sensitivity is also employed as the optimality criteria for
the optimal design of sensor location [36], [38], [67], [98].
This involves the optimization of maximizing the smallest
eigenvalue of the Fisher information matrix. The accuracy
index is usually the sensitivity index that is regarded as the
estimation accuracy of variation sources in a manufacturing
process [43]. Ren et al. [30], [93] proposed to maximize the
sensitivity to minimize the deviation at the fixture locators
on different stations. Mendibil et al. [34] studied the effects
of input parameters variation on sensor signals in different
locations inside the mould, with experiments demonstrating
that the sensor located in the micro-featured cavity showed
higher sensitivity to process variations than the sensor in the
runner. Shukla et al. [42] developed a sensitivity index, which
is regarded as having sensor measurement capability to detect
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variation and to characterize the sensor layout in automotive
assembly processes. Lu et al. [36] defined sensitivity indices
as the sensor deployment criteria for the process variance
detection in the specific context of a panel assembly process.
Tyagi et al. [44] proposed an E-optimality based sensitivity
criterion for the fixture quality measurement to determine the
optimal design of fixture layout in a multi-station assembly
process.

In discrete-part manufacturing processes, diagnosabil-
ity of the process faults is usually regarded as the per-
formance measures for the optimization design of sensor
configuration. In general, diagnosability is expressed as a
mathematical condition under which the variance compo-
nent is uniquely identifiable. Full diagnosability of system
is determined by whether the diagnostic matrix is singu-
lar or not [31], [32], [47], [53], [99]. Bastani et al. [39]
proposed an optimal sensor placement by minimizing the
average mutual coherence to maximize the diagnosability
in multi-station assembly processes. Sun et al. [72] pro-
posed three indices, namely detectability, locatability, and
isolability to measure system diagnosability in a multi-
station manufacturing system. Ding er al. [24] developed a
diagnosability index to quantify the effectiveness of a dis-
tributed sensor system in a multi-station assembly process.
In addition, an optimal sensor distribution by maximizing
the minimum variation pattern distance to perform variation
diagnosis has also been employed in a complex assembly
system [33], [74]-[76]. The performance usually involves the
distance among the variation pattern vectors. The larger the
distance, the better the sensor system can perform variation
diagnosis.

The optimization design of sensor configurations should
be based on a systematic analysis relative to operational
and economic considerations [100]. Therefore, the minimum
cost of the sensor layout network is usually regarded as an
evaluation benchmark under specified detectability require-
ments [46], [65], [66]. Conversely, it is difficult for a single
optimization target to meet the actual fault diagnosis require-
ments. We note that the most recent development in the
field of sensor optimization arrangement is the emergence
of the multi-objective optimization, such as false alarm rate,
detection rate [87], cost and reliability [64], real time, costs,
and scalability [78].

IIl. STRATEGY IMPLEMENTATION

For different application objects in a manufacturing systems,
owing to the differences of process configuration, sensor
system homogeneity, and variation sources [69], the imple-
mentation of sensor layout strategy also varies. When multi-
ple sensors are considered, a homogeneous or heterogeneous
sensor system is involved. In a general sense, the descrip-
tion of the variation source in the monitor-oriented sensor-
distribution strategy is associated with nothing more specific
than an occurrence probability, whereas in the diagnosis-
oriented sensor distribution strategy it is concerned with the
statistical properties of process variables [69]. Based on the
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FIGURE 11. Two-level sensor location strategy [58].

issues mentioned above, considerable research has occurred
into the development of sensor deployment strategies.

In the early stage of research on strategy implementation
of sensor deployment, the majority of the literature only took
into account the methodologies that handled homogeneity
among sensor properties, as well as the single-objective opti-
mization [61]. Figure 11 shows the philosophy of strategy
implementation, and that one of the key ideas of the location
problem from a fault diagnosis perspective is the decoupling
of the cause-effect modeling. Usually, the cause-effect infor-
mation is denoted by a bipartite matrix in which rows corre-
spond to faults and the columns correspond to sensor nodes.
The cause-effect modeling is integrated with the optimization
benchmark based on the fault sets and the sensor sets are
generated based on it. The various performance assessments
such as observability, single-fault resolution, multiple-fault
resolution, reliability, and cost can be applied to the opti-
mization benchmark. Cause-effect modeling can be decou-
pled by effective quantitative analysis or simulation, which
will facilitate the use of a variety of algorithms to solve
a specific sensor layout problem (such as graph algorithm,
IP, heuristic algorithm, and so on). Thus, the sensor lay-
out problem can be solved [58], [59]. Based on the above
ideas, BNs are employed for modeling, updating, and rea-
soning the causal relationships and uncertainties. Informa-
tion metrics are proposed to assess the potential information
gained from each sensor placement scenario. The optimized
sensor placement can be identified based on the amount
of reliability information provided by the sensor placement
network [67]. Compared to this complicated decoupling pro-
cess, Ghani et al. [80] proposed a FEM determining the
optimum locations of strain gauge to measure the cutting
tool deflection during the turning process. Stress analysis was
conducted using ANSYS software. Based on the simulation
results, two strain gauges were mounted on the tool holder at
two different locations from the cutting point. The optimum
location was determined by analyzing the cutting force picked
up by two strain gauges. Comparatively speaking, the strat-
egy implementation of sensor placement based on dynamic
information modeling is more intuitive and simple; however,
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it lacks dynamic signal mechanism analysis. A similar imple-
mentation strategy is shown in Figure 12 [98]. The time-
domain measurements y{(¢); y2(t); - - - , y,(¢) from sensors at
nlocations (L1; L; - - - ; L) are accepted as inputs. Based on
the discrete Fourier transform, the discrete frequency spec-
trum Y is obtained and the amplitude a and frequency w of
each of the frequencies are given. The sensitive frequency
parser will then sieve out these frequencies from the spectrum
provided by the frequency domain pre-processing. Radial
basis function is chosen to infer the vibration spectrum at the
critical location Y;;, which will be summed up to yield the
overall frequency spectrum Y, at the critical location.
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FIGURE 12. Block diagram of the proposed framework [98].

The method mentioned above, however, does not take into
account fault transmissibility. A product usually needs to go
through more processing stations, especially in a complex
multi-station manufacturing system. Therefore, the product-
related fault information (mostly fixture failures) also has
variation transmissibility between stations. This transfer char-
acteristic of fault information cannot be negligible for sensor
optimization arrangements. In general, based on the mecha-
nism of variation transmissibility between stations and vari-
ation detectability at individual stations in a multi-station
assembly process, a diagnosability index is developed to iden-
tify the sensing station. For example, as shown in Figure 13,

Place one sensor on each part on
station k = N (the last station),

FIGURE 13. Sensor distribution strategy for diagnosability in a
multi-station assembly process [24].

VOLUME 6, 2018



K. He et al.: Review of Optimal Sensor Deployment to Diagnose Manufacturing Systems

IEEE Access

start
CAD date
information

Apply GA based sensor distribution for
predeterminated KCs only

v

Sensor layout having KCs
as measurement point

E Apply iterative procedure

for removing KCs in
sensor distribution

Choose sensor
layout with KCs as
optimal solution

Choose sensor
layout as
optimal solution

FIGURE 14. Feature-based approach to identify optimal sensor layout
in multi-station assembly processes; S;; is the mean-detecting
sensitivity [42].

W is the diagnosability index, and if @ < 1 then the kth
station is the sensing station. Identification methods usually
include the backward-propagation strategy [24], compressive
sensing theory [39], E-optimality [43], [44], and bottom-
up and top-down approaches [75]. In addition to the fixture
fault, some product and process design features, called key
characteristics (KCs), are integrated into the sensor opti-
mization arrangement [42], [50]. The feature-based approach
is presented in Figure 14. The Computer-aided design data
provides the KCs and the design information provides the
details about the KCs in the form of features and points on
the parts. Then, GA is employed to select the measurement
points from available KCs. The sensor layout obtained by
GA is accepted if its sensitivity index (S),) is greater than
the threshold value T, otherwise, an iterative procedure of
removing KC(s) from the sensor layout will continue until
Sm > T. The process design feature is employed first to
solve the sensor distribution problem. However, it ignores the
influence of sensor features on the sensor layout. Compared
to the former strategy implementations of sensor distributions
that are time consuming with complex analysis and calcula-
tion processes, and do not have intuitive principles according
to the process configuration, Xinmin et al. [53] presented a
simplified strategy that is based on two problems. The first
is calculating the transmissibility ratio at each station and the
second is how to place sensors at the station when the trans-
missibility ratio is less than 1 to optimize sensor distribution
for a full diagnosis in multi-station assembly processes.

In the actual complex manufacturing system, only consid-
ering single-objective optimization and homogeneity among
sensor properties for optimal sensor deployment strategy is
not adequate. Therefore, the methodology that deals with
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FIGURE 16. Quality inspection by mobile agents on manufacturing [89].

heterogeneity of sensor properties and considers multiple-
objective optimization involved in sensor arrangement has
been investigated. The strategy implementation is shown
in Figure 15. Failure mode effect analysis is employed to
decide system fault modes, which is integrated effectively
into the causal model. A fuzzy graph is developed to model
the cause-effect relationship between fault nodes and sensor
nodes in sensor deployment. Diagnosis requirements are rep-
resented by mathematical formula that are optimized by an
efficient optimization algorithm to decide sensor type, num-
ber, and location [25], [26]. With the development of wire-
less communication technology, a wireless sensor network
is potentially introduced in industrial systems [77], [101].
The reliability, real time, costs, energy consumption, and
scalability are usually the main questions that need to be
discussed in the strategy implementation of sensor arrange-
ments [78]. As shown in Figure 16, wireless sensor networks
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TABLE 3. Modeling characterization involved in strategy implementation.

. . Sensor/fault e . Lo . .
Modelling technique characteristics Target characteristics ~ Optimal objective Main application Ref.
Not considered Single-objective Fault observability Chemical process [61]
Rehe'lblhty and cost of the Chemical process 58]
Graph-based Considered Multi-objective monitoring system
approach Unobservability of fault and Cost Manufacturing systems. [25], [26]
Not considered Single-objective Maximal spread of the fault Multi-fixture sheet-metal [75]
vectors assembly
Bayesian approach Not considered Single-objective System reliability Power transformer [67].
X?{;:;gn profile Not considered Single-objective Sensitivity Manufacturing systems [30]
Sensing cost/ percentage of KCs/ . . [24],[42,
State-space model Not considered Single-objective sensitivity index/ average mutual hﬁ;itel;tanon assembly 441,[39]
coherence p [53].
Mean/variance component  Multi-station assembly [43]
Linear diagnostic . . S sensitivity indices process '
Considered Single-objective : . ..
model . Multi-station machining
Uncertainty [50].
processes
Smart communications
Genetic . C o Coverage, cost, connectivity/ /active vibration [77, 101]
Algorithms Not considered Multi-Objective energy and sensors number control of flexible [49],[89]
structures/ quality inspection.
Brangh-and-bound Not considered Single-objective Thermal behavior of hardware Reconfigurable systems  at [102].
algorithm. resources the post manufacturing stage
Pareto-based Not considered Multi-Objective Reliability, real time, cost, Industrial ~wireless sensor [78].

evolution algorithms

performance, scalability

networks

are introduced to inspect the printed circuit board in a dis-
tributed system [89]. The causal model was constructed based
on an integrated metric. The integrated metric is designed
based on three key factors: creation sequence, priority of
agents, and energy consumption. A genetic algorithm is
employed to determine the optimal sequence of mobile agents
in the task queue. The reciprocal of the integrated metric is
regarded as the fitness function. Therefore, the higher the
fitness, the better the deployment sequence of mobile agents.
The optimized deployment strategy decreases the energy con-
sumption and time delay under the constraint of bandwidth
when the numbers of nodes and mobile agents increase.
In fact, the multitarget-based sensor layout strategy is also
based on the hierarchical optimization due to the priorities of
optimization goals. Therefore, multi-objects related to sensor
arrangements are optimized one by one.

In summary, there are various fault diagnosis requirements
based on sensor optimization layouts for different applica-
tion objects; therefore, the strategy implementation presents
different characteristics in complex manufacturing systems,
as shown in Table 3.

IV. OPEN-ENDED ISSUES

Sensors and sensing technologies constitute the fundamental
basis for condition monitoring/fault diagnosis. Integrating
multiple sensors into manufacturing systems enables flexible
control to determine the potential root causes for abnormal
behaviors and product quality improvement. Optimized sen-
sor deployment, which is the foundation of robustly diag-
nosing manufacturing systems, has attracted the attention
of many researchers. Although great effort has taken place
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to investigate the sensor deployment strategy and modeling
characteristics, these are both highly complex and interact
with a large number of factors, thus preventing the effi-
ciency of sensor measurements on faulty symptoms. There-
fore, the main recommendations and challenges in sensor
deployment include, but are not limited to, the following:

(1) Although a lot of effort has occurred in studying the
sensor deployment strategy, there is still a lack of integrated
strategy that effectively involves more uncertainty informa-
tion of sensors and faults characteristics into the sensor
deployment, as well as integrates the optimal sensor place-
ment into manufacturing systems, thus adjusting the sensor
deployment network by employing the feedback of system
output. Therefore, a dynamic sensor deployment optimization
system could be put into practice.

(2) Compared to the cumbersome mathematical terms,
graph theories, such as BN, DG, SDG, have been applied
to model the cause-effect relationship between system faults
and sensor measurements in the optimal sensor deployment.
However, their application for sensor optimization arrange-
ments is still very limited in complex manufacturing systems.

(3) The current benchmark for optimal sensor location for
diagnosing manufacturing systems still does not incorporate
the uncertainty information of the sensor and faults, such
as signal noise ratio, sensitivity, resolution, accuracy, fault
occurrence rate, and fault detection speed, thus providing a
more realistic sensor optimal layout model in actual manu-
facturing settings.

(4) Although many types of heuristic methods, such as
greedy search, genetic algorithm, and particle swarm opti-
mization algorithm, are often employed in the current optimal
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sensor deployment to obtain a better solution, their conver-
gence speeds are relatively slow and the solution may not
be the optimal one. Therefore, the combinatorial optimiza-
tion algorithm integrated with various integer optimization
approaches needs more research effort.

(5) An optimal sensor deployment strategy is a high level
operational strategy after simplifying and parameterizing
the optimization target of systems such as the parameter
observability or the fault diagnosability. However, insights
from these physically meaningful variables and parameters
cannot fully reveal the actual operating state of the system.
Therefore, the realistic model must be expanded into sensor
distribution studies.

V. CONCLUSIONS

In an optimized sensor deployment, a wide variety of fac-
tors, including cause-effect model, optimization benchmark,
optimization approach, performance assessment and strategy
implementation, have major influence on the reliability of
monitoring/diagnosing the manufacturing system. A great
amount of theoretical and experimental research has occurred
and a lot of promising results have been acquired. In sum-
mary, key information concerning optimal sensor deployment
to diagnose a manufacturing system can be shown as follows:

(1) Modeling the cause-effect relationship between system
faults and sensor measurements is the foundation for diag-
nosing manufacturing systems. Many complex mathematical
models, such as the linear model, the effective independence
method, the Fisher information matrix, and station-indexed
state-space model have been used to model the cause-effect
relationship between system faults and sensor measurements.
At present, graph theories, such as DG, SDG, QCEG, fuzzy
graph, and BN have been employed for determining the
influence of the sensor location on assessing the complex
manufacturing system status.

(2) As revealed by the referenced literature, the majority
of the optimization approaches explored in the literature
include gradient-based search algorithms, exchange algo-
rithms, and lexicographical mixed integer linear program-
ming. In addition, intelligent optimization algorithms, such as
greedy algorithm, PSO algorithm, and GA are also employed.
Performance assessment of optimization design of sensor
configuration are mainly focused on fault observability, sys-
tem accuracy/sensitivity, system economy, and fault diagnos-
ability.

(3) Early-stage research on sensor arrangement optimiza-
tion only took into account methodologies that handled
homogeneity among sensor properties, as well as the single-
objective optimization. For the multi-station manufactur-
ing system, the fault transmissibility is taken into account;
however, the sensor property is not considered. Currently,
the majority of current literature attempts to present method-
ologies that handle heterogeneity of sensor properties and
consider multiple-objective optimization involved in sensor
arrangement. For different application scenarios (e.g., single-
objective optimization, multi-station manufacturing system,
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and multi-objective optimization), strategy implementation
of sensor deployment also presents their respective different
characteristics.
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