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ABSTRACT Stroke places a heavy burden of care on global societies. Risk detection of stroke is a
challenging and time-sensitive task across the world. This article investigated biomedical tests and electronic
archives of 792 records that contained 398 records from the five years preceding the onset of stroke at a
community hospital. The records included 28 features. We have proposed a new feature selection model that
combines support vector machines with the glow-worm swarm optimization algorithm based on the standard
deviation of the features. The results showed that the proposed model achieved 82.58% accuracy by means
of the 18 features among the original data set. The new map thus represents an effective detection that can
help to identify patients with an increased risk of stroke events.

INDEX TERMS Stroke, feature selection, classification, support vector machine, machine learning.

I. INTRODUCTION
Stroke is a common and disabling disease, and it places a
heavy burden on society. Worldwide, the World Health Orga-
nization (WHO) estimates that almost 23.6 million people
could die mostly from heart disease and stroke by 2030 [1].
According to the Department of Health Statistics, cerebrovas-
cular disease has been ranked third in the top 10 fatal dis-
eases since 2009 in Beijing. In 2015, cerebrovascular disease
accounted for 21.7% of all causes of mortality in men and
21.68% in women. Stroke has significant morbid features,
which include a high prevalence rate, high fatality rate, high
disability rate and a high rate of recurrence. Most stroke-
related research has been previously discussed [2]. In Beijing,
the prevalence rates of stroke have been listed (Table 1),
which showed that the prevalence rate in males were higher
than that in females. The prevalence rate was determined to
be 5.55% in the population of those 60-79 years of age in
2008, which increased to 7.4% by 2011. Additionally, the
prevalence rate of female increased to 1.5% by 2014.

Automated techniques for stroke detection have been
intensively researched in recent years, and many methods
have been proposed and applied [3]–[9]. Data mining (DM)
techniques, such as artificial neural networks (ANN),
support vector machines (SVM), and intelligent algo-
rithms, have recently been used in medical applications.

TABLE 1. Prevalence rate of stroke disease in Beijing.

The wavelet-based image processing method has enhanced
the ability to detect the subtlest signs of hypo-density, and the
sensitivity of early stroke diagnosis has increased to 56.3% in
comparison to 12.5% by previewing standard computerized
tomography (CT) scans [3]. Most of this work in stroke falls
into two broad categories of machine leaning: 1) rehabilita-
tion of stroke patients and 2) stroke risk detection.

On the one hand, stroke patients showed higher mean
distance errors compared to healthy individuals in semi-
quantitative clinical tests of proprioception [4]. Cho et al. [5]
proposed the effectiveness and possible use of the virtual
reality (VR) rehabilitation system to recover the propri-
oception feedback of stroke patients in the upper limb.
Mcclean et al. developed a model that combines Markov
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models and discrete-event simulation for stroke patient care
to reduce the burdens of this condition on society. After this
group had accounted for patient heterogeneity and multiple
care options, the model clustered patients with respect to their
length of stay (LOS), which was based on data derived from
the care of stroke patients at the Belfast City Hospital, UK [6].
Orthostatic hypertension (OH) is one of the catastrophic
cardiovascular conditions found in elderly stroke patients.
Hwang et al. used clinical data that included blood pressure
measurements, the patient’s basic clinical and physiological
characteristics, and clinical symptoms that aimed to iden-
tify potential clinical factors that were associated with OH
using Monte Carlo simulations. The simulations showed that
the parameter estimates for the proposed model were robust
with respect to the distribution assumption [7]. In contrast,
effective early risk detection is of paramount importance,
and automation of this assessment is highly desirable. Much
effort has been devoted to solving this problem based on
the technique of ultrasound imaging. Visual classifications
of image segmentation based on non-invasive ultrasound
plaque-image analysis have been associated with the risk of
stroke. Reviewing ultrasound plaque-images was excellently
reported by other groups [8]–[10].

Feature extraction creates new features based on trans-
formations of the original dataset, while feature selection
chooses distinguishing characteristics from existing features
and does not construct new features [11]. Feature selection
can also be categorized into unsupervised and supervised
methods [12]. The strategy for feature selection is usually
based on two basic components: 1) a search method and
2) an evaluation criterion [13]. Supervised feature selection
methods include wrapper models and filter models. Wrapper
models search in the subspace of feature sets and employ cer-
tain classifiers to evaluate the accuracy of the selected feature
subsets [14]. Filter models use particular feature evaluation
indices, including data variance, distance estimates, corre-
lation estimates, relief algorithms, information entropy, and
mutual information, to rank the features [15]. However, the
wrapper approach can obtain more justifiable feature subsets
for certain classifiers, although it requires high computational
costs. The filter approach, which is based on the combination
of individually acceptable features, uses the index of each
single feature and does not necessarily lead to greater classifi-
cation performance [16]. Thus, a hybrid model that combines
thewrapper with the filter approach is proposed to balance the
concerns with regard to accuracy and efficiency [17], [18].

The contributions of this study are twofold. First, we have
focused on a supervised hybrid model for feature selection.
In other words, this article presents a new hybrid feature
selection model that is based on wrapper and filter mod-
els before the detection of the risk of stroke. The tradi-
tional factors, including family history of stroke, chronic
diseases, smoking and work intensity, are impossible to
quantify, and thus, it is challenging to determine how to
detect the risk of stroke. Additionally, most prior research on
stroke development risk detectionmodels has used ultrasound

TABLE 2. Biomedical test items.

imaging datasets. Second, the proposed model describes the
importance of the qualitative order of each feature in detect-
ing the risk of stroke. The current study was based on the
dataset of the biomedical tests and the basic demographic
characteristics.

The remainder of this paper is organized as follows.
Section 2 describes our clinical datasets, the classification
method, and the new feature selection model. Section 3
describes the results and discussion in which the application
of the proposed model to the risk detection of stroke is
analyzed and compared with some other existing state-of-the-
art feature selection models using identical datasets. Finally,
section 4 summarizes our conclusions.

II. METHODS
A. CLINICAL DATA
Data from biomedical tests (Table 2) and electronic archives
of 792 patients in a community hospital in the city of Beijing
were collected.

The data were derived from long-term historical records
since March 2012 and tracking records for 398 patients
over the 5 years preceding the onset of stroke, and all were
anonymized prior to analysis. The dataset comprised 398
stroke risk records and 394 healthy individual records and
contained 24 items of biomedical tests and four items of basic
demographic characteristics (Table 3). There were 321 male
and 471 female cases in the dataset. Compared with the data
described in Table 2, the dataset described in Table 3 adds
gender, age, height and BMI (Body Mass Index) as measured
criteria.
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TABLE 3. The dataset for stroke risk and healthy individualsa.

B. SUPPORT VECTOR MACHINES
SVM is a theoretical machine learning classification tech-
nique that was adopted for structural risk minimization [19].
Our empirical analysis showed that SVM worked on the
dataset with sound performance assessments. Therefore, we
employed SVM for the benchmark classification algorithm
to detect the accuracy rate of the feature subsets because of
its stability. SVM was first presented at the Fifth Annual
ACM Workshop on Computation Learning Theory (COLT).
SVM preprocessing of the data represents patterns at a typi-
cally much higher level than the original feature space. With
an appropriate non-linear mapping to the high-dimensional
space, data from two categories can always be separated by a
hyperplane.

To begin, we assume vectors ‘‘x’’ are the column vectors
and that they have a dataset.

D = {(x1, y1) · · · (xn, yn) }, xn ∈ Rm, yn ∈ {1,−1} (1)

When the data set ‘‘D’’ is linearly separable in
high-dimensional space, SVM solves an optimization
problem.

min
ω,b

8(ω) =
1
2
‖ω‖2

s.t. yi(ωT xi + b) ≥ 1, i = 1, 2, · · · , n (2)

The hyperplane and decision function of the SVM classi-
fier would be the following:

ω · x + b = 0 (3)

f (xi) = sgn(ω0 · xi + b0) (4)

Problem (2) is a differentiable convex problem with affine
constraints, and therefore, this optimization problem is
solved by Lagrange multipliers. We set the derivative of the
Lagrange with respect to ω, α, and with b equal to zero,
and then, we transform it into the Wolfe dual form using the
Lagrange multipliers ‘‘α’’:

max
α

n∑
i=1

αi −
1
2

n∑
i=1

n∑
j=1

αiαjyiyjK (xi · xj)

s.t.
n∑
i=1

αiyi = 0

0 < αi < C, i = 1, 2, · · · , n

(5)

where C is the penalty parameter. C can be viewed as a way
to control the fit.

Additionally, the solution ‘‘ω’’ has the following form:

w =
n∑
i=1

αixiyi, i = 1, 2, · · · , n (6)

We represent the dot products by a positive definite kernel
or a Mercer kernel that is defined as K(xi, xj). In this article,
we have used the Gaussian kernel:

8(xi) ·8(xj) = K (xi, xj) = e−q‖xi−xj‖
2

(7)

where || · || is the Euclidean norm. Parameter ‘‘q’’ repre-
sents the width of the kernel function.

In view of (6), and (7), we have the matrix dual optimiza-
tion problem, which is defined as

max cTα −
1
2
αTHα

s.t. αTY = 0, αi ≥ 0 (i = 1, 2, · · · , n) (8)

where cT = [1, 1, . . . , 1]1 × n, Y = (y1, y2, . . . , yn)T

and H = (yiyjk(xi, xj))n×n are a symmetric matrix with k(xi,
xj) = Kij.
Therefore, the Lagrange multipliers ‘‘αi’’ and ‘‘w0’’ are

calculated by means of equations (8) and (6), and xi (αi > 0)
are support vectors. The bias ‘‘b0’’ can thus be calculated as

b0 = −
1
2
[max(w0 · x(1))+min(w0 · x(−1)) ] (9)

With ‘‘w0’’ and ‘‘b0’’ calculated, the SVM decision func-
tion, in view of equation (4), can be given.

C. GLOW-WORM SWARM OPTIMIZATION
Optimization methodologies play an important role in
training the SVM. Due to the different requirements on
the training speed, memory constraints and the accuracy
of optimizing variables, practitioners should choose dif-
ferent optimization algorithms. The GSO algorithm is a
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new nature-inspired heuristic for optimization problems.
Krishnan and Ghose [20] proposed this heuristic approach in
2005 as a derivative-freemeta-heuristic algorithm that imitate
the glow behavior of glow-worms [20]. The algorithm com-
bines rules and randomness that are designed to imitate some
natural phenomena. Each artificial glow-worm, namely, the
agent, carries a fluorescent light in two-dimensional space,
and has its own local decision range that depends on the
number of neighbors. The agents are assumed to carry a
luminescence quantity called luciferin with them. Briefly, the
algorithm involves three phases:

The luciferin update phase, wherein the luciferin update
rule is given by:

Li(t) = (1− ρ)Li(t − 1)+ γ · J (Xi(t)) (10)

where ‘‘Li(t)’’ represents the luciferin level for the glow-
worm ‘‘i’’ at time ‘‘t’’; ‘‘ρ’’ is the luciferin decay constant
0 < ρ < 1; ‘‘γ ’’ is the luciferin update constant, and ‘‘J’’
represents the value of the objective function at a location of
an agent at time ‘‘t’’.

Movement phase. For each glow-worm ‘‘i’’, the probability
of moving toward a neighbor ‘‘j’’ is defined as

Pij(t) =
Lj(t)− Li(t)∑

k∈Ni(t) (Lk (t)− Li(t))
(11)

where ‘‘Ni(t)’’ is a set of the neighborhood of the glow-
worm ‘‘i’’ at time ‘‘t’’ in the decision range domain. Then,
the movement of the glow-worms can be stated as

Xi(t + 1) = Xi(t)+ s ·
Xj(t)− Xi(t)∥∥Xj(t)− Xi(t)∥∥ + α(rand − 0.5)

(12)

where ‘‘s’’ is the step size and α(rand − 0.5) is the distur-
bance term to avoid the local optima.

Decision range update. The decision range update rule is
introduced as follows:

Rid (t + 1) = min{rs,max{0,Rid (t), β(nt − |Ni(t)|)}} (13)

where ‘‘rs’’ represents the radial range of the luciferin
sensor, ‘‘β’’ is a decision range update rate, and ‘‘nt’’ is a
parameter that is used to control the number of neighbors in
the decision range domain. A brighter agent has a superior
position. The higher luciferin intensity a neighbor has, the
more attraction it gains within the local decision range.While
the neighbor-density is low, the range is enlarged to locate
more neighbors. The algorithm shares some common features
with ant colony optimization (ACO) and particle swarm opti-
mization (PSO), but it has an efficiently running algorithm,
namely, the training speed of the SVM, which is a significant
advantage.

D. A PROPOSED FEATURE SELECTION MODEL
The proposed model is a hybrid combined wrapped and filter
model, which employs the SVM for the standard classifier to
detect the classification accuracy of the feature subset. The

FIGURE 1. A proposed feature selection model with weighted voting.

basic idea of the proposed model is divided into four stages,
as shown in Figure 1.
• Filter stage
(1) Ranking features with STD. Data variance may be the

simplest evaluation criteria for filter models. The variance
of the signal feature reflects its representative power. We
regarded the STDof each feature as positiveweights, and then
the features were ranked in descending order of weights.
• Voting stage
(2) Computing accuracy. Data samples with the first ‘‘d’’

highest ranked features are input into the SVM, respectively.
The classification accuracy rates of the first ‘‘d’’ dimensions
are then obtained.

(3) Voting features using contribution. The results of the
values of STD are successively added to the corresponding
classification. The accuracy rate indicated the contribution of
each feature.
• Wrapper stage
(4) Ranking features with the contribution. Feature sam-

ples are ranked in descending order of contribution. We
regarded the contribution of each feature as new weights.

(5) Sequential backward search. Data samples with the
first ‘‘d (1<d<28)’’ highest ranked weights are input into
the classifier, combining SVM with GSO. The procedure of
the algorithm is to discard one feature that gives a negative
growth in the value of the accuracy, which is deleted from
the data set. The classification accuracy rates of the first ‘‘d’’
dimensions are again obtained, and the features are reranked
according to the results.

(6) Selecting features. We select the first ‘‘n’’ features by
means of the maximum of the classification accuracy rates.
• The last stage
(7) Constructing the risk index map using surface fitting

technology based on the data set, including the first ‘‘n’’
features.
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Algorithm 1 Algorithm of the Exhaustive Approach
Input: Training dataset D = {(x1, y1) · · · (xn, yn)} , xn ∈

Rm, yn ∈ (1,−1), training class labels {y1; y2; . . . ; yn} ∈
{1,−1}.
Output: Penalty parameterC ∈ [0, 256], the width of the

kernel function q ∈ [0, 20], accuracy, S = set of feature
select solutions.
Process:
1. Compute STDn of each feature and then rank the

features in descending order of STD;
2. For each feature in x, do (d = 1, 2, . . . , n)
// the first ‘‘d’’ highest ranked features are input into the

SVM, respectively.
for q ∈ [0, 20]//using GSO
for C ∈ [0, 256]

Compute αi, ω =
n∑
i=1
αixiyi, K (xi, xj)

Accuracy = P/ (P+ N )
end

end
3. Compute the contribution of each feature: Cn = Ci+

1− Ci (i = 1, 2, . . . n)

The implemented exhaustive algorithm for feature selec-
tion can be seen in Algorithm 1.

The optimization of the parameters q and C employs the
GSO algorithm. The implemented exhaustive algorithm for
GSO can be seen in Algorithm 2.

III. RESULTS AND DISCUSSION
The experimental data set included 792 samples with 29 fea-
tures. There were 398 risk samples and 394 healthy samples.
Table 4 described the first three steps of the feature selection
model that is shown in Figure 1. We divided the data set
into a test set and a validation set and used a ten-fold cross-
validation strategy in the classifier. There are 300 patient
samples and 300 healthy samples in the test set. There are
98 patient samples and 94 healthy samples in the validation
set. The width ‘‘q’’ of the Gaussian kernel function and the
penalty constant ‘‘C’’ need to be optimized during the process
of the training phase of SVM. The penalty constant deter-
mines the trade-off between minimizing the training error
and minimizing the model complexity. There is no system-
atic methodology for optimization of these parameters. In
this study, the optimization of parameters employs the GSO
algorithm. The initial GSO parameters are shown in Table 5.
Decision function is the accuracy in the SVM classifier. The
results of optimal parameters are listed in the third and fourth
columns of Table 4. ‘‘Accuracy’’ indicates the classification
accuracy of the validation set. ‘‘Contribution’’ indicates the
difference between the accuracy and the previous contribu-
tion, ‘‘STD (0-1)’’ indicates the normalized result between
0 and 1, and ‘‘weight’’ is the sum of ‘‘STD (0-1)’’ and
‘‘Contribution (0-1)’’.

Algorithm 2 Algorithm of the Exhaustive Approach
Input: Training dataset D = {(x1, y1) · · · (xn, yn)} , xn ∈

Rm, yn ∈ (1,−1), training class labels {y1; y2; . . . ; yn} ∈
{1,−1}, C ∈ [0, 256], q ∈ [0, 20].
Output: Optimal classification accuracy
Process:
1. for each population size do

Randomly generate the initial solution;
Compute the value of the objective function J(t).

2. for each number of iterations do
for i=1 to population size

Li(t) = (1− ρ)Li(t − 1)+ γ · J (Xi(t))
Compute
Compute Ni(t)

end
for j ∈ Ni(t)

Pij(t) =
Lj(t)−Li(t)∑

k∈Ni(t)
(Lk (t)−Li(t))

Compute
Xi(t+1) = Xi(t)+s·

Xj(t)−Xi(t)
‖Xj(t)−Xi(t)‖

+α(rand−0.5)
Compute

end
for i=1 to population size

Rid (t + 1) = min{rs,max{0,Rid (t), β(nt−
|Ni(t)|)}}

Compute
end
3. Get the optimal value of the objective function.

Table 6 describes the last three stages of the proposed
model that is shown in Figure 1. In Table 6, ‘‘Weight’’ is
reranked in descending order of the ‘‘Weight’’ that is shown in
Table 4, ‘‘Contribution rate’’ indicates the weight divided by
the sum of all weights, ‘‘Cumulative contribution’’ indicates
the sum between the contribution and the previous contri-
bution, and AUC (area under the curve) shows the SVM
classifier. Themaximum classification accuracy was 82.58%,
which appears in the eighteenth line of Table 6, and the
corresponding AUC is 0.8948. Therefore, we selected the
first 18 dimension features for our optimal subset to enable
us to detect the relative risk of stroke. Figure 2 shows the
experimental results that contain accuracies as functions of
the parameter C (0<C<400) and q (0<q<50) in the SVM
models. In Figure 3, we employed receiver operating charac-
teristic (ROC) metrics to evaluate the classifier featured true
positive rate (TPR) on the y-axis and the false positive rate
(FPR) on the x-axis. In these results, a larger area for AUC is
usually more beneficial. In other words, the ‘‘steepness’’ of
the ROC curves is also beneficial, since it is ideal to maximize
the true positive rate while minimizing the false positive rate.

Additionally, ROC curves of the first nine dimensions
of the dataset (Table 6) are described in Figure 3a, and the
first 10–18 dimensions are described in Figure 3b. From
Figure 3a, there is a steady increase in the AUC with the
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TABLE 4. Weighting of stroke features based on standard deviations.

TABLE 5. Parameters of the GSO algorithm.

instant influx of features. The first AUC peak appears in the
ninth dimension in the last figure of Figure 3; meanwhile, the
value of AUC was 0.8428. In addition, this value decreased,
as shown in Figure 3b. The second peak appeared on the
eighteenth dimension (AUC = 0.8948) in the last figure of
Figure 3b. The optimal subset was selected to detect the risk
of stroke, and the classification accuracy was determined as
82.58%.

As shown in Figure 4, the accuracy is used to com-
pare the proposed model to the filter model. The first

FIGURE 2. Accuracy of SVM with different values of parameter q and C.

16 features are the optimal subset that employs the filter
model, and the first 18 features were the optimal subset that
employed the proposed model. However, the proposed model
achieved 82.58% accuracy compared to 73.23% for the filter
model.

For comparison, we also conducted experiments on the
same dataset using the wrapper model with SVM and ANN
(artificial neural networks). Table 7 lists the results of the four
models. Both SVM and ANN were limited to using the ran-
domized search algorithm (the GSO algorithm) for searching
an optimal subset [21]. The ANN architecture is composed
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TABLE 6. Ordering of stroke features based on their weights.

TABLE 7. Comparison of the models for the same dataset.

of 30 neurons in hidden layers. In addition, the filter model
using STD has the lowest accuracy because a combination of
individually acceptable features does not necessarily lead to
good accuracy. The wrapper model with SVM can obtain the
significant feature subset that contains 19 dimension features,
while it also requires a high computational cost (the mean
number of the searched subsets is 502). A comparison of the
results achieved by the wrapper model with ANN shows that
ANN is not an effective algorithm for a dataset that contains a
small sample size, as previously shown [22], [23]. In general,
our proposed feature selection model provided the optimal
feature subset with greater performance characteristics, a
higher accuracy and lower computational costs.

Moreover, the weight described in Table 6 shows the
important quality of features for detecting the risk of stroke.
With the assistance of medical experts in stroke, the first

TABLE 8. The first 6 features’ weighted voting.

6 features, CK, AGE, LDH, α-HBD, ALP and SCr, were
found to reflect the most important risk factors of stroke
shown in Table 8. Based on Table 8, we found that the
other five features belong to the category of enzymes, except
for AGE, in the most important risk factors. This finding
is a major discovery because we no longer need to collect
data that includes family history of stroke, chronic diseases,
smoking and work intensity to detect the risk of stroke. We
only need a biomedical test, and we can detect the risk of
stroke using our model. The weight (0-1) in Table 8 indicates
the normalized result except for AGE, which is between 0 and
1 based on Weight.

Risk detection of stroke is shown in Figure 5. The risk
index of the proposed model with different values of Age and
Synthetic Value of Enzymes (SVE) expressed as 0.30∗CK+
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FIGURE 3. ROC curves for the first 18 dimensional datasets after feature
selection: (a) represents the first nine dimensions of the feature subset;
(b) represents the first 10 to 18 dimensions of the feature subset.

0.19∗LDH + 0.19∗α-HBD + 0.17∗ALP + 0.15∗SCr. In the
expression, CK, LDH, α-HBD, ALP and SCr indicate the
values of biomedical test items. The risk index is directly
shown in the limited range (20 < Age < 100, 0 < SVE <
300). The higher the index is, the higher the risk becomes.
From Figure 5, we find that the risk index of stoke is lower
between 20 to 50 years of age, and the risk index becomes
higher when SVE is between 115 to 145 at 45-65 years
of age, while the risk index becomes higher when SVE is
between 165 to 215 at 70-100 years of age. In other words,

FIGURE 4. Comparison of the accuracy of the filter model using STD and
the new model.

FIGURE 5. Risk index of the proposed model with different values
of age and synthetic values expressed as 0.30∗CK+ 0.19∗LDH +
0.19∗α-HBD+ 0.17∗ALP+ 0.15∗SCr. CK, LDH, α-HBD, ALP and SCr indicate
the values of biomedical test items.

the higher the value of SVE is, the higher the risk index
becomes.

IV. CONCLUSION
In this study, we introduced the proposed feature selection
model for detecting the risk of stroke based on a dataset that
was obtained from biomedical tests and electronic archives
on 792 patients at a community hospital in Beijing.

Our method applies the feature selection model to the med-
ical field. This model combined STD, a filter-based variable,
and SVM, which was remarkably effective in feature selec-
tion of stroke. Moreover, our model described an important
quality of each feature for detecting the risk of stroke. The
first 6 features, CK, AGE, LDH, α-HBD, ALP and SCr, were
found to reflect the most important risk factors of stroke
except for the traditional factors, which include family his-
tory of stroke, chronic diseases, smoking and work intensity.
Our model shows its superior performance for detecting the
relative risk of stroke based on the data set of biomedical
tests. Improving the accuracy of this proposed novel approach
will be accounted for in subsequent studies. The new map
should thus have clinical utility in risk detection of stroke in
the general population.
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