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ABSTRACT Unlike prior efforts in cybersecurity research, a dynamic defense theory, called moving target
defense, increases the complexity and costs for attacks by effectively restricting the vulnerability exposure
and the attack opportunities through various continually-changing evaluation, development mechanisms
and strategy. Data encryption standard (DES) was the classical scheme of the traditional symmetric-
key encryption schemes. Now it has been gradually replaced by the triple DES or advanced encryption
standard (AES) so that the encoder has a larger key space. However, both the triple DES and AES cannot
meet the dynamic security requirements of dynamic defense due to their static extension to the key space.
In this paper, we propose a dynamic three-layer encryption scheme based on DES and network coding,
with a low-complexity partial key update mechanism. Based on the theoretical analysis, the new scheme is
shown to have the benefit to achieve a dynamic transition between efficiency and security, which increases
its adaptability to various cyber conditions. The simulation results also show that the running ratio of the
new scheme is relatively lower than or comparable to the triple DES.

INDEX TERMS Moving target defense, dynamic defense theory, cyber security, linear network coding,
DES.

I. INTRODUCTION
Moving target defense (MTD) is one of the cyberspace
game-changing revolutionary technologies proposed by Fed-
eral Networking and Information technology Research and
Development (NITRD) in recent years [1]. Nowadays, net-
work security configurations are typically deterministic,
static and homogeneous. These features reduce the diffi-
culties for cyber attackers scanning the network to identify
specific targets and gather essential information. Thus, the
attackers take the asymmetric advantages of building up,
launching and spreading attacks, and the defenders are at
a passive position. The existing defense mechanisms and
approaches cannot reverse this situation. Therefore, MTD
is proposed as a new revolutionary technology to alter the
asymmetric situation of attacks and defenses [2], [3]. It keeps
moving the attack surface of the protected target through
dynamic shifting, which can be controlled and managed by
the administrator. In this way, the attack surface exposed to
attackers appears chaotic and changes all the time. Thus, the

work effort, i.e., the cost and complexity for the attackers to
launch a successful attack, will be greatly increased. As a
result, the probability of successful attacks will be decreased,
and the resiliency and security of the protected target will
be enhanced effectively. The revolutions of MTD can be
summarized from the following three aspects [3]: (i)Dynamic
defense: the transformation from static to dynamic in system
architecture. (ii)Active defense: the transformation from pas-
sive perception into actively setting blocks to the weakness
and virus in security mechanism. (iii)Flexible defense: the
transformation from regular into a flexible operation mode.
The basic goal of MTD is to achieve the active defense to
the external attacks based on unknown vulnerabilities and
backdoors. To date, MTD has been studied in various con-
texts, including cloud computing [4], [5] and web applica-
tions [6], [7].

The similar dynamic idea can also be adopted in cryptog-
raphy design. It is well known that Data Encryption Standard
(DES) has been widely used as a mainstream symmetrical
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encryption. Meanwhile, DES has laid a foundation for the
development and application of modern block cipher the-
ory [8]. At present, with the rapid development of computing
power, the classic iterated block cipher DES has become
very fragile, which causes the effective realization of DES
crack by the exhaustive attack. So, it has gradually been
replaced by the triple-DES algorithm or Advanced Encryp-
tion Standard (AES) so that the encoder has a large enough
key space. However, due to the existence of S-box, DES still
has benign incalculability to analysis attack [9]. Two of the
most effective methods of iterated block-cipher attack are
differential cryptanalysis (DC) and linear cryptanalysis (LC).
DC is the first published method that can crack DES suc-
cessfully in the average computational complexity of less
than 255. It indicates that if there are 247 chosen plaintexts,
the upper bound of the computational complexity of crack
is 247. Although 247 are much smaller than 255, the condition
of 247 chosen plaintexts is only theoretically meaningful [9].
The latest LC shows that getting 243 arbitrary plaintexts leads
to cipher crack. Obviously, ‘‘this is better but a small forward
step’’ [9], so the analysis attack is still difficult to crack DES
in the real world. Besides, reference [10] concluded that DES
can resist the Timing Attack successfully as well. In addition,
in order to optimize DES, many improved algorithms have
been proposed such as: multiple DES, mutable S-box DES,
sub key DES, G-DES, DES-X, sn DES and so on (See,
e.g., [11]–[13]).

Although the above-mentioned algorithms such as the
triple DES and AES have gradually replaced the classical
DES, they still cannot meet the dynamic security require-
ments of the intelligent information network due to their
static extension to the key space. In this paper, we present
an encryption scheme to improve DES under the concept
of MTD, by means of (linear) network coding (NC), which
advocates linearly combining coding along with data propa-
gation [14]. The following two reasons motivate us to choose
NC. First, NC, which has been used in [15] and [16] for
encryption scheme design, changes the static nature of net-
work information transmission, so it is a good match to
achieve the dynamic, active and random features of MTD
as defined in [3]. Second, the use of NC as an encryp-
tion scheme has the potential to resist the exhaustive attack,
as an L-bit plaintext may correspond to �(2L×L) possible
ciphertexts.

We make the following main contributions in this paper:
• We propose a novel encryption scheme consisting of
3 layers. The inner and outer layers essentially perform
NC and the middle layer implements DES. In conse-
quence, the new scheme has good behavior to resist
both exhaustive and analysis attacks. We also vali-
date that the running ratio of the proposed scheme
is relatively lower than or comparable to the triple
DES.

• The proposed scheme can achieve the MTD features
by the following procedures. First, a re-encryption pro-
cess can be implemented on the outer NC layer of the

scheme, so that the key and ciphertexts can be dynam-
ically changed. Second, the key length can be actively
extended, so that the scheme is adaptable to the rapid
development of the computing power. Third, the param-
eters in the scheme can be flexibly chosen, so that there
is a transition between efficiency and security.

The reminder of the paper is organized as follows.
In Section II, we review some useful fundamentals in DES
and NC. In Section III, we present in detail the novel triple
encryption scheme combining NC with DES. In Section IV,
we theoretically justify and numerically validate the feasibil-
ity of the proposed scheme. Section V discusses the benefits
of the proposed scheme and Section VI concludes the paper.

II. PRELIMINARIES
A. DES FEATURES AGAINST ANALYSIS AND EXHAUSTIVE
ATTACK
In the study of Cryptanalysis, the efficiency of the analysis
attack to crack a cipher depends on the times of encryp-
tion iteration. Reference [20] showed that the principle of
choosing proper times of iteration follows that making the
efficiency of analysis attack is lower than that of exhaustive
attack: if the times of iteration in DES is less than 16, anal-
ysis attack (like DC or LC) will have the higher efficiency
compared to the exhaustive attack. The reason why this prin-
ciple is attractive is that it makes judging the strength and
the advantages of an algorithm quite simple: if there is no
breakthrough in Cryptanalysis, the strength of any encryption
algorithm satisfying the principle only depends on the key
space [8].

At present, DES cannot keep the computational security
with the rapid development of computing power. The exhaus-
tive attack causes the effective crack to DES with a much
lower cost. However, DES still has benign incalculability
to analysis attack and timing attack. The Achilles’ heel of
S-box design in DES has not been found so far. Moreover,
the design of iteration times in DES makes the lower effi-
ciency of analysis attack than that of exhaustive attack. It
turns out that the major weakness of DES is the short key
space.

In existing DES variations, double encryption is very frag-
ile in front of the man-in-the-middle attack [18] and it cannot
achieve the goal of using multiple encryptions to increase the
key length. The triple encryptions increase the key length to
112, which is computationally secure and widely used for
now. However, the encryption/decryption complexity of the
triple DES is 3 times the single DES, and every time the
dynamic re-encryption process of the triple DES requires
decrypting the original message first and then encrypting it
again based on a new key. Thus, the triple DES is not suitable
for efficient dynamic cyber security protection as required in
intelligent networks. Meanwhile, the former analysis is also
meaningful to AES. So it is important to find a new way to
achieve dynamic cyber security with efficient operations and
low complexity.
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FIGURE 1. NC Operations.

B. NETWORK CODING (NC) AND MATRIX
REPRESENTATION OF FINITE FIELDS
In the theory of NC [19], [20], data symbols transmitted along
the edges in a network belong to a finite field GF(q), where
q can be either a prime or a prime power. Every outgoing
edge of a node v transmits a data symbol that is a GF(q)-linear
combination of the incoming data symbols to v. Such a coding
mechanism is referred to as NC. Specifically, assume the
information on the incoming edges to be a binary sequence
and then divide the sequence into L blocks (vectors) m1,
m2. . .mL of a fixed length d . The fixed length equals the
dimension of the extension field GF(2d ) and everymi can be
regarded as either a binary vector over GF(2) or an element
over GF(2d ). Then, every outgoing edge also transmits a
GF(2d )-linear combination of information on all incoming
edges. This NC mechanism is shown in Fig.1.

The above mentioned mechanism of NC has been dis-
cussed for the use in large scale distributed storage sys-
tems [21], [22]. In the case that the dimension of the extension
field GF(2d ) is very large and dynamically changed, instead
of storing several lookup tables, it would be necessary to find
a convenient way to realize both multiplication and addition
arithmetic over GF(2d ).

The theory of finite fields shows that every generator α of
the extension field GF(2d ) satisfies p(α) = 0 for some prim-
itive polynomial p(x) of this extension field. In other words,
the generator α is the root of the primitive polynomial and α
is called the primitive root. Then GF(2d ) can be represented
by α as an additive or a multiplicative structure in which
the corresponding addition or multiplication operation is an
efficient operation. But most elements in two structures do
not have a specific mapping relation, which leads to the low
efficiency of the other operation in a field.

Based on the above, in order to realize the efficient trans-
formation, reference [23] has shown a standard matrix rep-
resentation that naturally and simply displays both the mul-
tiplicative and the additive structures of the field GF(2d ).
Actually, the standard matrix representation is the core of the
dynamic encryption algorithm achieved by NC in this paper
to simplify the operations over the extension field.

Let K(the symbols in bold-face are used to distinguish the
vector or matrix from the ordinary variates) be the D × D
companion matrix of an arbitrary primitive polynomial p(x)

FIGURE 2. The basic procedures of the proposed encryption scheme.

of degree d over GF(2). If p(x) = a0+a1x+a2x2+a3x3. . .+
ad−1xd−1 + xd , the structure of C will be designed as:

K =


0 −a0

I

−a1
−a2
...

−ad−1


Based on GF(2), ai equals to 0 or 1, and hence−ai = ai. mod
2. For instance,p(x) = x3 + x + 1 is a primitive polynomial
over GF(2). Then,

K =

 0 0 1
1 0 1
0 1 0


According to the Cayley-Hamilton theorem [23], p(K) = 0
(Recall that Cayley-Hamilton theorem states that the charac-
teristic polynomial of the matrix K is the annihilation poly-
nomial of K). Thus, elements in GF(2d ) can be represented
by {0, K, K2. . .K2d−1(=I)}, and both addition and multi-
plication operations in GF(2d ) can be represented by matrix
addition and multiplication. This matrix representation of
extension fields makes NC a good candidate to achieve the
dynamic security mechanism in a networking system due to
its flexibility of choosing coding matrices.

III. DESIGN OF THE DYNAMIC ENCRYPTION SCHEME
In this section, we present a novel encryption scheme with
an efficient dynamic re-encryption process, which has a
good behavior to resist both exhaustive and analysis attacks,
and the potential to be compatible with existing secure NC
schemes.

The proposed encryption scheme, as shown in Fig.2, con-
sists of 4 steps. The first 3 steps comprise the procedure to
generate a ciphertext while the last step implements dynamic
re-encryption, as outlined below:

(a) Inner Layer Encryption Embedding NC. In this step,
the plaintext x, which is a binary row vector, is converted to a
binary intermediate sequence z1 based on a high-dimensional
binary invertible matrix Ka generated by the concept of NC.
The main purpose of this step is to extend the key space of
the algorithm, so as to resist the exhaustive attack.

(b)Middle Layer DES Encryption. The middle layer
encryption step adopts DES to encode intermediate sequence
z1, and get another intermediate sequence z2. The main pur-
pose of this step is to exploit the design of S-box in DES to
bring non-linearity into the encryption scheme, and hence to
effectively defense the analysis attack.
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FIGURE 3. The procedure of Step (a).

(c)Outer Layer Encryption Embedding NC. In this
outer layer encryption step, NC is adopted again to generate
a low-dimensional binary invertible matrix Kc to encode
intermediate sequence z2, and the ciphertext y is subsequently
obtained. The purpose of this step is to take advantage of NC
to provide an interface for dynamic and efficient update, and
to construct the triple encryption model to resist the man-in-
the-middle attack, which is a common and efficient crack in
double encryption schemes as mentioned before.

(d) Dynamic Update of the Ciphertext. The dynamic
update procedure to the ciphertext can be regarded as a rerun
of step (c) based on a new binary encoding matrix. It is
particularly designed to realize dynamic security protection.
The flexibility to choose the new binary encoding matrix
endows a tradeoff between efficiency and security, which
enhances the adaptability to different application scenarios.

It is worthwhile to note that using invertible matrices in
step (a) and (c) for encryption is essentially a type of K-block
cipher. The novel idea in this paper is that we can find an
efficient way to get the feasible and dynamically updatable
encryption matrix based on NC.

We next present the scheme in detail step by step.

A. INNER LAYER ENCRYPTION
The procedure of step (a) is illustrated in Fig.3.

Initially, plaintext x is the input of the encryption scheme.
It is assumed to be a binary sequence of length K. Step
(a) first divides the sequence into dK/Lae La-bit blocks:
m1m2. . .mdK/Lae . If K is not divisible by La, then the last
blockm

dK/Lae
consists of n-bit plaintext data and La–n padded

FIGURE 4. The presetting of the plaintext x.

FIGURE 5. The formation of binary matrix Ka from matrix A over GF(2Da ).

zero bits. Meanwhile, an additional La-bit block is added at
the end of the entire sequence to indicate the value of n. The
presetting of the plaintext is depicted in Fig.4.

Next, the routine will generate the encryption matrix Ka.
Select a positive integer Da which divides La. Repeatedly
and randomly generate a square matrix A of order La/Da
over the field GF(2Da ), till A has full rank La/Da. Select
an arbitrary primitive polynomial p(x) of degree Da over
GF(2). According to the standard matrix representation of
an extension field as reviewed in Section II, represent every
element in A by its binary matrix of order Da, so that a
binary matrixKa of order La is formed, which will be shown
invertible in the next section. The relation between matrix A
over GF(2Da ) and the binary invertible matrixKa is illustrated
depicted in Fig.5.

If the selected Da is larger than 1, it is optional to perform
an additional step which is referred to as extending the key
space to enrich the key space, that is, the possible choices
of Ka:

• Randomly choose permutation matrices P1a, P2a of
order La and reset Ka to be P1aKaP2a.

The above method regenerates Ka by row and column
permutations. In order to reduce the regeneration complexity,
we can adopt the following two methods, which restrict the
permutations within a smaller set.

• Randomly choose two permutation matrices P1a, P2a of
order La/Da. Expand P1a, P2a to permutation matrices
P′1a, P

′

2a of order La via replacing every entry with value
0 by a Da×Da zero matrix and every entry with value 1
by a Da×Da identity matrix. ResetKa to be P′1a KaP′2a.
This is equivalent to reset A to be P1aAP2a and then
regenerate Ka from A.
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• When Ka is generated by A, different choices of prim-
itive polynomial p(x) of degree Da over GF(2) yield
different Ka, each of which can be obtained by row and
column operations by another. So, p(x) can be randomly
selected for generating Ka.

Finally, based on the generated Ka, the routine proceeds
to generate intermediate binary sequence z1 as (m1Ka,
m2Ka. . . mdK/La+1e Ka), which consists of (dK/Lae+1) La-bit
blocks. The step (a) is accomplished.

B. MIDDLE LAYER & OUTER LAYER ENCRYPTION
Initially, intermediate sequence z1 from the former step and
a predetermined DES 64-bit key sequence are the inputs of
this encryption scheme. The middle layer encryption adopts
DES to generate intermediate binary sequence z2 from z1.
Specifically, z1 is divided into Lb-bit blocks, where Lb is
conventionally set to 64, same as the length of DES key. Every
Lb-bit block is encrypted by the laws of DES and then the Lb-
bit DES-encrypted blocks sequentially form z2.
Next, z2 will be encoded to ciphertext y by a similar routine

to step (a). Divide the binary sequence z2 into Lc-bit blocks,
where Lc is a parameter smaller than La of step (a) for the
purpose of more efficient rerun of step (c) to achieve dynamic
security protection. Select a positive integer Dc which divides
Lc. Repeatedly generate a square matrix C of order Lc/Dc
over the field GF(2Dc ), till C has full rank Lc/Dc. Select
an arbitrary primitive polynomial p(x) of degree Dc over
GF(2). According to the standard matrix representation of an
extension field, represent every element in C by its binary
matrix of order Dc, so that a binary invertible matrix Kc of
order Lc is formed. In order to further enrich the possible
choices of Kc, by the same method described previously, Kc
can also be modified via random row/column permutation.
Sequentially multiply the Lc-bit blocks in z2 by Kc and then
juxtapose the resultant Lc-bit blocks to form the ciphertext y.

C. DYNAMIC RE-ENCRYPTION
The procedure of step (d) is outlined in Fig.6. The dynamic
update procedure to the ciphertext can be regarded as a rerun
of step (c) based on a new binary encryption matrix Kc, so
that a new ciphertext y′ can be generated. It is particularly
designed to realize dynamic security protection and will be
referred to as partial key update.
In general, the scheme can recover the binary intermedi-

ate sequence z2 via the multiplication between the original
ciphertext y and inverse matrix of Kc. Then reselect the Lc,
Dc and primitive polynomial p(x). Repeat the related steps
and finally get the new ciphertext y′again.
When high encryption efficiency is required, the following

two optional steps with relatively low computational com-
plexity and security can be used to update the encryption
matrix Kc in step (d):

• There is no need to get the intermediate sequence z2
again. Keep Lc, Dc and the primitive polynomial p(x)
unchanged. Repeatedly generate a square matrix D of

FIGURE 6. The procedure of Step (d ).

order Lc/Dc over the field GF(2Da ), till D has full rank
Lc/Dc. Matrix D is generated essentially in a same man-
ner as matrix C. Use the same primitive polynomial
p(x) of degree Dc over GF(2), and then represent every
element in D by its binary matrix of order Dc to get a
new full-rank matrix Kd of order Lc.

• Directly choose two random permutation matrices P1c
P2c of order Lc to achieve the permutation of Kc as
P1cKcP2c. The result of the multiplication is the new
full-rank matrix Kd .

We can find that the second option in partial key update is a
similar routine to the first option in extending the key space in
step (a). Both options use permutation matrices to randomize
order of the rows and columns in the matrices Ka and Kc.
There are still two more efficient alternative options in step
(a), but they are not correspondingly adopted in step (d).
The reason is that the values of Lc and Dc used in step (d)
are much smaller than those in step (a), and thus the effect
of the aforementioned two alternative options to reduce the
regeneration complexity is relatively low. In other words, the
aforementioned two alternative options in step (a) for effi-
ciency enhancement are negligible in step (d). The specific
selection of the parameters will be discussed in Section IV.

The result of the multiplication between y and Kd is the
new ciphertext y′. Then update the encryption matrix in step
(c) stored in the system. Via the multiplication between Kc
and Kd , a new encryption matrix Kc is generated, which is
regarded as a new encryption matrix for step (c) and will be
stored in the system.

D. DECRYPTION OF THE SCHEME
The keys to be protected in the scheme are matrices Ka, Kc
used in NC, and the 64-bit key sequence used in DES. The
designed encryption scheme is symmetrical and the safety of
the keys must be ensured. It is assumed that the receivers can
obtain a copy of the secret keys in some safe channels.
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The receivers rebuild the plaintexts from the ciphertext in
the following simple way, which is essentially a reverse run
from Step (c) to (a) based on inverse keys. First, the ciphertext
y is multiplied by the inverse matrix of Kc to obtain the
intermediate sequence z2. Second, the intermediate sequence
z2 is decrypted to z1 by the 64-bit DES key in a reversed order.
Finally, z1 will be decoded to the plaintext xby multiplying
the inverse matrix of Ka and thus the original message is
successfully rebuilt.

It is worthwhile to note that the whole cipher system
proposed herein abides by the Feistel structure [18], which
endows very similar, or even exactly the same encryption
and decryption processes, and thus enhances the efficiency
in implementation.

IV. JUSTIFICATION AND VALIDATION OF THE SCHEME
A. THEORETICAL JUSTIFICATION
In this section, we shall theoretically justify the encryption
scheme by proving that the generated binary matrix Ka is
indeed full rank. In particular, we discuss the effect of param-
eters La and Da on the probability of a randomly generated
matrix to be full-rank in step (a).

Recall that in step (a), the encryption matrixKa is obtained
from a full-rank (La/Da)×(La/Da) matrix A over GF(2Da ).
Let φ denote themapping that maps every element in GF(2Da )
to its binary Da×Da matrix representation under some prim-
itive polynomial over GF(2) as discussed in Section II.
Thus, φ is an homomorphism from GF(2Da ) to the ring
of binary Da×Da matrices. Applying componentwise, the
homomorphism φ extends to a mapping from the ring of
(La/Da)×(La/Da) matrices over GF(2Da ) to the ring of binary
La×La matrices. In this way, Ka = φ(A). As A is a full
rank matrix over GF(2Da ), there exists another matrixA′ over
GF(2Da ) such that A′ A = I. Consequently,

φ(A′)Ka=φ(A′)φ(A) = φ(A′A) = φ(I) = I,

where the second equality holds because φ is a homomor-
phism. This implies the full-rank of the encryption matrixKa.
In step (a), in the course of generating the encryption

matrix Ka, not only the parameter La, but also the parameter
Da endows a transition between the efficiency and security in
the scheme. To see this, we first consider two extreme values
of Dain step (a).

For the case Da = 1, that is, the minimum choice of Da,
the number of La×La optional matrices over GF(2) is 2La×La

and the number of full-rank matrices over GF(2) is (2La−1)×
(2La−2) × · · · × (2La−2La−1). Thus, the probability, to be
denoted by PLa , of a randomly generated La×La matrix over
GF(2) to be full-rank is

PLa =
∏La−1

i=0

2La − 2i

2La
(1)

Under a fixed La, the number to randomly generate an La×La
matrix over GF(2) till a full rankmatrix is obtained is geomet-
rically distributed with parameter PLa , and hence an average
of 1/PLa generations is required to yield an La×La full-rank

TABLE 1. When Da = 1, the probability PLa of a randomly generated
La×La matrix over GF(2) to be full-rank.

matrix over GF(2). According to (1), the value of La also
affects the probability PLa .
Proposition 1. The probability of a randomly generated

(La + 1)× (La + 1) matrix, denoted by PLa+1, over GF(2)
to be full rank equals to (1− 1/2La+1)PLa .
Proof: According to (1),

PLa+1

=

∏La

i=0

2La+1 − 2i

2La+1
=

2La+1 − 1
2La+1

·

∏La

i=1

2La+1 − 2i

2La+1

= (1− 1/2La+1) ·
∏La−1

i=0

2La − 2i

2La
= (1− 1/2La+1)PLa

�

At the first glance, it seems that the larger the parameter La
is, the smaller the probability PLa is as the factor 1–1/2

La+1 is
smaller than 1. However, as listed in Table 1, the probability
PLa+1 does not decrease much under moderate La. Actually,
there is a theoretical positive lower bound on PLa , as proved
in the theorem below. This implies that the average number
of random generations required to yield a full rank encryption
matrix Ka over GF(2) is smaller than 1/0.2887 < 3.464 and
hence justifies that the basic design for Ka is feasible for the
condition Da = 1.
Theorem 2. For any nonnegative integer La, PLa is lower

bounded by 0.2887.
Proof: As a consequence of Proposition 1, PLa+1 ≤ PLa .

When La tends to infinity,

PLa =
∞∏
i=1

(1− 1/2i)

> (1− 1/2)(1− 1/4) · · · (1− 1/32)(1−
∞∑
i=6

1/2i)

= (1− 1/2)(1− 1/4) · · · (1− 1/32)(1− 1/32)

= 0.2887

�

For the case Da = La, that is, the maximum choice of
Da, (La/Da)×(La/Da) matrices over GF(2La ) degenerate to
elements in GF(2La ), and thus a full-rank (La/Da)×(La/Da)
matrix over GF(2La ) degenerates a nonzero element in
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TABLE 2. The connection between the PDa and Da using (2).

GF(2La ). Every nonzero element in GF(2La ) can be repre-
sented as a full-rank La×La matrix over GF(2) according
to the matrix representation discussed in Sec. II-A. Conse-
quently, in order to generate an encryption matrix Ka when
La = Da, one can just randomly generate a nonzero element
in GF(2La ) and then represent it in the binary matrix form,
which is very simple and efficient. As Da is assumed not
equal to 1 here, extending key space is an optional step,
where row/column permutations can enrich the candidate set
of La×La full-rank matrices to be generated. Specifically, for
a fixed La, let CDa denote the number of candidate binary
matrices forKa with parameter Da, and C′Da be the number of
candidate binary matrices forKa with further row operations
allowed. Theoretically, C′Da is approximately La!/(La/Da)!
times larger than CDa . In this optional step, the increasing
number of La×La full-rank matrices to be possibly generated
has a positive effect on the dynamics and security of the
scheme.

Based on the two special choices of Da, it can be observed
that Da will affect the key space and the computational
complexity of encryption. By a similar argument to the case
Da = 1, it can be shown that for a general choice of Da,
when an (La/Da)×(La/Da) matrix over GF(2Da ) is generated,
the probability for it to be full rank is

PDa =
∏ La

Da
−1

i=0

2La − 2i×Da

2La
(2)

Table 2 summarizes the calculated PDa for different La and
Da, from which the followings can be observed.
• From every column of the table, it can be seen that the
probabilities PDa for different La(≥16) have negligible
differences, so that no matter which value La (≥16) is
assigned to, the expected number of randomly generated
La×La matrices over GF(2) for yielding a full-rank one
is almost the same. Thus, La can be flexibly chosen for
the balance of the efficiency and the security.

• The rows of the table justify the statement at the begin-
ning of this section that different choices of Da with a
fixed La can endow a transition between the efficiency
and security. For instance, when La = 16, as Da
increases from 1 to 8, the expected number of matrix
generations till a full-rank one is obtained decreases
from 3.4627 to 1.0039, so it becomes more efficient
to randomly generate the encryption matrix Ka. On the
other hand, the cost for the lower generation complexity
of encryption matrix Ka due to larger Da is the smaller
number CDa of candidate matrices for Ka. In particular,
an overlarge Da(≥16) does not help much to enhance

the efficiency, while CDa will decrease dramatically so
that the security level is also decreased. For instance,
with La = 16 and Da equal to 8 or 16, the respec-
tive expected number of matrix generations till a full-
rank one is obtained is 1.0039 and 1.00002, but the
respective number of candidatematrices forKa becomes
C8 = (216–1)(216–28) and C16 = 216–1, where C16 is
approximately the square root of C8. In summary, amod-
erate Da can provide a tradeoff between the generation
complexity of Ka and the security provided by Ka.

We have justified the process to generate encryptionmatrix
Ka in step (a) and theoretically analyzed the effect of param-
eters La and Da on the complexity of generating Ka. The
justification and analysis are also applicable to encryption
matrix Kc and the concomitant parameters Lc and Dc in step
(c).

B. NUMERICAL VALIDATION
1) DISCUSSION OF PARAMETER SETTINGS
We first discuss the specific choices of these parameters in
practical encryption matrix generating and update scenarios.
In the generating scenario, the length La can be an arbitrary
value, but for convenient software realization, choosing 2n as
the block length is suggested. Because the purpose of step
(a) is to effectively defense the exhaustive attack, the block
length should be relatively large. The optional values can be
32, 64, 128 etc. If La is smaller than 32, it is difficult to
defense the exhaustive attack. On the other hand, too large
La (256 or even larger) will burden the system with tedious
operations of high-dimensional matrices.

After we have selected La, the chosen Da must divide La.
With a properDa, the system has low computational complex-
ity and the probability of getting a full-rank matrix is high. It
is obvious that Da is a compromise between efficiency and
security, and choosing 4 or 8 as the value of Da is suggested.

As the choices of Lc and Dc in step (c) can also be regarded
as an interface for dynamic and efficient update in step (d),
they will be discussed in the following update scenario.
In any security scenario, after the encryption process, it

is indispensable to update the used key to prevent the key
from leaking or cracking. So the key update design of every
step is necessary in the scheme. The related key Ka used in
step (a), with the related parameters as La, Da and primitive
polynomial p(x), and the 64-bit key sequence used in step (b)
will be optionally changed in the regular key update, while
the key used in step (c) and updated in step (d) will be quite
different.

The purpose of step (c) is to take advantage of NC to
achieve the dynamic mechanism and efficient update, and
to resist the man-in-the-middle attack, which is a common
and efficient crack in double encryption. To ensure safety,
compared with the regular key update in step (a) and (b), the
partial key update in step (d) will be much more frequent in
order to increase the dynamism, uncertainty and no persis-
tency in the system. Because the partial key in step (d) is
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TABLE 3. The average time to implement different procedures in the
scheme for setting (a) La = 64, Da = 1, Lc = 16, Dc = 1. (b) La = 64,
Da = 1, Lc = 8, Dc = 1. (c) La = 64, Da = 1, Lc = 4, Dc = 1

updated frequently, the length Lc should be relatively small
to reduce the computational complexity. The optional values
can be 32 or 16. After Lc has been chosen, we can choose
Dc, which is a divisor of Lc and primitive polynomial p(x)
to achieve the flexibility of the encryption. Obviously, Dc is
rather small and there aremuch less primitive polynomials for
the small extension field compared with the ones in step (a).

2) NUMERICAL RESULTS
The simulations have been performed in Matlab (ver.
R2014a) under different parameter settings in order to numer-
ically validate the encryption and decryption complexity of
the proposed scheme. For simplicity, both parameters Da
and Dc are set to 1, in which cases complexity to generate
encryption matrices Ka and Kc are highest. The length of
plaintext equals to 1Mb.

Table 3 and 4 list the average time to implement different
procedures in the scheme for La = 64 and 256, respectively,
under 100 independent experiments. In each table, there are
three separate subtables (a)-(c) for Lc = 16, 8 and 4. The
unit of ‘‘average time’’ is second, and the ‘‘average time’’ is
obtained based on the function etime(tα , tβ ) which calculates
the time difference between two time date tα and tβ .
First note that with the same Lc and La increasing from

64 to 256 in Table 3 and 4, the time cost involving the matrix
operations in an encryption part like Encryption for the whole

TABLE 4. The average time to implement different procedures in the
scheme for setting. (a) La = 256, Da = 1, Lc = 16, Dc = 1. (b) La = 256,
Da = 1, Lc = 8, Dc = 1. (c) La = 256, Da = 1, Lc = 4, Dc = 1.

scheme and NC encoding in Step(a) and (c) increase very fast
with the key space extending, but the one in a decryption part
likeDecryption for the whole scheme and NC decoding keeps
basically unchanged. The reason is that the NC encoding in
Step(a) and (c) function includes both the process of repeat-
edly generating random matrices till they are full-rank and
the computation of invertible matrices of encryptionmatrices.
This function also returns both the encryption and decryption
matrices to the main function.

Next, from both Table 3 and Table 4, it can be observed
that the changes of Lc have little impact on the time cost to
almost all procedures in the scheme and they only influence
on the update complexity.

When La = 64, the ratio of NC encoding time over
the encryption time of the whole scheme is 0.33, and the
NC decryption time over the decryption time of the whole
scheme is 0.14. The ratio of the total NC encoding and
decryption time over the total encryption and decryption time
of the whole scheme is 0.24. Similarly, when La = 256, the
above mentioned ratios are 0.82, 0.14 and 0.71 respectively.
Besides, from the tables we can also calculate the ratios
between the triple DES encryption time over the encryption
time of the whole scheme are 2.03 and 0.53 for La = 64 and
256 respectively. The results indicate that even though the
simulations in Matlab adopt the ‘‘low-efficiency’’ modular
operations and do not implement the matrix representation
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which can reduce the encryption complexity of the system,
the running ratio which NC takes is relatively lower than
or comparable to DES and the triple DES in the encryption
process and the whole encryption scheme is feasible.

We finally remark that the simulation time in Matlab is
rather long even for a 1Mb plaintext due to the low code
execution efficiency of software, tedious program initializa-
tion and omitted core matrix representation with Da = 1
and Dc = 1. Still, the ratios in the Tables to embody the
comparison in NC and DES are fair and indicative, because
we simulate NC and DES in the same software environment.

V. BENEFIT DISCUSSION OF THE SCHEME
In Section II, we mentioned that there are many proposed
algorithms in order to improve DES, such as: multiple DES,
mutable S-box DES, sub key DES, G-DES, DES-X, snDES
and so on. In this section, we shall give a brief description
to these algorithms and present comparisons between our
encryption scheme from the viewpoint of performance and
complexity.

1) Multiple DES: The most classical multiple DES algo-
rithm is the triple DES which we have discussed in Section
V. The complexity of multiple DES is several times larger
than single DES and therefore much larger than our encryp-
tion scheme. Besides, as we said at the beginning, multiple
DES cannot meet the dynamic security requirements of the
intelligent information network.

2) Mutable S-box DES: This algorithm can change the
content order of S-box based on the change of encryption
key or directly change the content of S-box. Obviously, it can
be used to resist differential cryptanalysis (DC) but has no
contribution to enlarge the key space.

3) Sub key DES: This algorithm uses different sub key on
every iteration during encryption in DES. Due to 48-bit key
required in every iteration process, after 16 iterations, the key
space of this improved DES is 768. This algorithm greatly
increases the complexity of key space and has a good behav-
ior to resist the exhaustive attack. However, its adaptability
and extension with the rapid development of the computing
power is even less than the multiple DES algorithm for the
reason that its key space is strictly static.

Other DES improved algorithms like G-DES, DES-X and
snDES are more complicated than the above three algorithms
and their encoding complexity is much larger than the single
DES. Compared with these algorithms, the encoding scheme
we proposed uses NC and the running ratio which NC takes is
relatively lower than or comparable to DES. Moreover, from
the viewpoint of performance, the NC nature of the proposed
schememakes it endow the dynamic, active and random char-
acteristics in the concept of Moving Target Defense (MTD).

Based on the above-mentioned theoretical analysis, sim-
ulation validation and complexity comparison, we summa-
rize the following specific benefits of the proposed dynamic
encryption scheme as follows:

• With inosculating the respective advantages of DES and
NC, the scheme forms a triple encryption—different

sizes of linear NC encryption matrices protecting the
non-linear DES on both sides. Nomatter which direction
(former or latter) the attackers choose to perform an
exhaustive attack, there is not an effective way under
the current restricted computing power. Meanwhile, the
triple encryption structure can defense the Man-in-the-
middle attack effectively.

• The regular key update with frequency fr will totally
change the keys in every update cycle (including the
structure and elements inside the encryption matrices
and the key sequences of DES); moreover, in order to
increase the dynamic and security level of the system,
the partial key update with frequency fp, which is much
higher than fr, will partially change the key without
changing the structure of the matrices. The dynamic
security is achieved by combining the low-frequency
regular key update and the high-frequency partial key
update. As a result, different from the triple DES and
AES, most update processes in the new scheme just per-
form matrix multiplications, whose complexity is low
enough for the dynamic update process, so that dynamic
characteristic of MTD is embodied in the new scheme.

• The scheme has a better adaptability and extension with
the rapid development of the computing power. In con-
trast, the encryption systems such as the triple DES and
AES cannot extend the designed key space. (Recall that
there are three optional key spaces in AES: 128, 192,
256, but neither the data block length nor the maxi-
mum length of the key space can be flexibly changed.)
However, the present encryption scheme can actively
extend the size of the encryption matrices, such as La,
Lc etc., so as to enhance the resistance to the exhaustive
attack with increasing computing power. This reflects
the active characteristic of MTD.

• By changing the related parameter pairs in the related
encryption steps, such as (La, Da), (Lc, Dc) and (fr, fp),
the scheme can achieve a transition between efficiency
and security, which increases its adaptability to various
network conditions. This reflects the flexible character-
istic of MTD.

• This scheme can assist to recognize the polluted data
packets because in the present encryption scheme, the
probability of getting a meaningful plaintext from a tam-
pered data packet is very low. First, the randomness of
the encryption scheme guarantees that the attackers can-
not give a targeted attack. Second, multiple encryptions
ensure that when the attackers tamper the ciphertext, the
effect on the plaintext decoded by this ciphertext will be
random and unknown. If the plaintext decoded by the
receivers is not logical and meaningful, the system will
regard the packet as a tampered data packet and then
abandon it.

• At last, it is well known that the pattern of the triple DES
is DED or EDE (E means the encryption operation and
Dmeans the decryption operation) but not DDD or EEE,
so that it is compatible with single DES having the same
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key as in the triple processes. Similar to the triple DES,
the present encryption scheme has the same feature with
the identity matrices as keys in step (a) and step (c). In
this way, the scheme is feasible and can be practically
applied to protect the systems which still use single DES
for now due to the unachievable equipment replacement.

VI. CONCLUDING REMARKS
In this paper, we proposed a novel encryption scheme which
combines both the DES and the network coding character-
istic, which has good behavior to resist both exhaustive and
analysis attacks. The simulation results show that the running
ratio of the proposed scheme is relatively lower than or
comparable to the triple DES. The NC nature of the proposed
schememakes it endow the dynamic, active and random char-
acteristics in the concept of Moving Target Defense (MTD).
The security level of the proposed scheme will be tested in
our future work.
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