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ABSTRACT The telecare medicine information systems (TMISs) enable patients to gain health moni-
toring at home and obtain medical services over mobile networks. In recent years, many authentication
schemes have been proposed to address the security and privacy issues in the TMISs. For example,
Kim et al. and Huang et al. proposed efficient delegation-based authentication protocols by using elliptic
curve cryptography. These protocols have a prerequisite that both the home location register and the visited
location register must share secrets beforehand. In this paper, we show that Kim et al.’s and Hwang et al.’s
schemes are vulnerable to known key attacks. Moreover, they fail to provide communication confidentiality.
We then present a new secure delegation-based authentication protocol by using the identity-based cryp-
tography. The proposed protocol removes the weaknesses of the above-mentioned protocols. Through the
analysis of the Burrows–Abadi–Needham logic, along with a random oracle model, we demonstrate that the
proposed scheme provides secure authentication. In addition, the proposed scheme can providemore security
functionaries than the existing delegation-based authentication protocols. Better tradeoff among security and
functionality features and communication and computation costs makes our scheme suitable and applicable
in the TMISs.

INDEX TERMS Authentication, BAN, cryptography, delegation.

I. INTRODUCTION
Telecare is playing a role in the medical service. The telecare
medicine information systems (TMISs) have many advan-
tages over the traditional healthcare systems. Through the
universal roaming technology, legitimate mobile users enjoy
wireless services. Even if the users are far from the medical
local center, they can still gain access to the healthcare ser-
vices from the medical center over mobile networks. How-
ever, since the communication channel in TMISs is open, the
security issues have always been a major concern. In order to
obtain data integrity and confidentiality, authentication and
key agreement schemes are essential for TMISs [1]–[3]. The
authentication mechanism of TMISs involves three entities,
a mobile user (MU), a visited location register (VLR) and
a home location register (HLR). MU first registers at HLR.
When MU roams into a foreign network and tries to login
a VLR, the VLR validates the user’s legality with the help
of the HLR. Cryptographic techniques are always used to
establish authentication mechanisms. There are two kinds of

cryptographic systems: private key cryptosystem and public
key cryptosystem. The encryption/decryption operation of
the private key cryptosystem is faster than that of public
key cryptosystem, but the private key cryptosystem cannot
provide nonrepudiation. The most widely used authentication
protocol based on the private key cryptosystem is GSM [1]
which adopts the encryption/decryption algorithm A5. GSM
has low computational loads for MU. Moreover, it only
needs simple key management. However, the secret-key
cryptosystem based authentication system cannot provide
the nonrepudiation or privacy protection of mobile users.
Lee and Yeh [4] pointed that MU cannot authenticate VLR
in GSM.

According to the literature [5]–[8], a authentication proto-
col for wireless communications should hold the following
security and functionality requirements.
SECURITY REQUIREMENTS
(S1) Resistance to DoS attacks. Even if an adversary has

mounted login or authentication request many times within
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a short time, the authentication between the legitimate MU
and the VLR is still available.
(S2) Resistance to request replication attacks. For the

authentication protocols, the replication attack leads to the
accounting problem. The attempts to intercept the messages
between communicating parties and replay these messages in
the further processes should be prevented.
(S3) Resistance to impersonation attacks. An adversary

always fails in impersonating as a legitimate user to fool the
HLR/VLR, or impersonating as the HLR/VLR to communi-
cate with the legitimate user.
(S4) Resistance to known-key attacks. A protocol is called

secure against known-key attacks if the adversary which has
obtained several shared keys of past sessions cannot still com-
promise a shared key of current session. A secure wireless
communication system ensures that the succeeding encrypted
message cannot be extracted via the present session keys.
FUNCTIONALITY REQUIREMENTS
(F1) Mutual authentication. It means that each entity

should authenticate each other. VLR and HLR ensure that
MU is indeed a registered user of HLR. MU believes that the
registration confirmation message is indeed from the HLR.
Both VLR andMUbelieve that HLR is indeed the registration
server of MU. Both HLR and MU authenticate VLR which
MU attempts to visit.
(F2) Nonrepudiation. Once the dispute happens during

the online authentication phase, HLR or MU cannot deny the
access request of MU. Once the dispute occurs during the
offline authentication phase, MU cannot deny the fact that
he/she has gained access to VLR.
(F3) Privacy protection.User’s privacy is always an imper-

ative issue in the TMISs. It is always maintained through
user anonymity support. In cellular networks, GSMand 3GPP
roaming protocols provide a certain degree of anonymity
by using some temporary identity called TMSI (Temporary
Mobile Subscriber Identity) rather than the real identity IMSI
(International Mobile Subscriber Identity). Preserving user
anonymity and un-traceability is fundamental for protection
of user privacy protection in wireless communications.

According to the extent of the privacy protection, we clas-
sify the user privacy protection in TMISs into the fol-
lowing types: anonymity, weak un-traceability, and strong
un-traceability.

Anonymity: No one except the HLR can reveal the user’s
real identity during roaming. The user’s identity cannot be
obtained by the eavesdroppers, other mobile users, and even
the foreign servers.

Weak un-traceability: Any unauthorized entities cannot
track the mobile user’s movements. The concept ‘‘weak’’
means that the HLR or VLR may link two different sessions
to a same MU. Different sessions of the same user within one
foreign domain can be easily linked by the VLR. However,
any outside adversary cannot trace the MU from the message
transmitted over open channels.

Strong un-traceability: It is the concatenation of user
un-traceability and anonymity. The real identity of MU

should not be comprised during online authentication
phase or offline authentication phase. Even the VLR cannot
link two different sessions to a same MU or a same identify
after MU was involved in any previous protocol runs.
(F4) Communication confidentiality. After MU and VLR

have established a session key, their communication message
cannot be compromised by any other entities including the
HLR, which is called communication confidentiality. It is
necessary to ensure the privacy of the MU and the VLR in
roaming services.

A. OUR CONTRIBUTIONS
In this paper, we propose a novel delegation-based authen-
ticated key agreement protocol (hereafter we call it as
a DBAKA protocol) for wireless roaming service based
on identity-based cryptography [9], which satisfies more
security requirements and functionality requirements than
the existing DBAKA protocols for wireless roaming
service.

In summary, the following contributions are listed below:
• A concept ‘‘communication confidentiality’’ is intro-
duced. We argue that communication confidentiality is
necessary after the mobile user and the VLR have fin-
ished establishing a session key with help of the HLR.
The feature has never been considered in the existing
authentication schemes for roaming network.

• We analyze two DBAKA schemes for wireless roaming
service [8], [10] and reveal their weaknesses. We found
that these protocols [8], [10] suffer from known session
key attacks.

• Analysis of formal security under RandomOraclemodel
and Burrows-Abadi-Needham (BAN) logic shows that
the proposed scheme provides secure authentication.

• The proposed scheme provides better security as com-
pared with the other relevant DBAKA schemes for wire-
less roaming service. And it removes the weaknesses of
the protocols [8], [10], [11].

• Our DBAKA protocol for wireless roaming service does
not require pre-shared keys between the VLR and HLR.
It can be used to offer secure and expeditious services
with the reasonable computational, communication, and
storage overhead.

B. MOTIVATION
In a DBAKA protocol for roaming network, the property of
being resisting against known-key attacks must be considered
carefully. There are always the scenarios: when MU has real-
ized that one session key has been revealed, maybe MU has
already accessed VLR several times. Especially for offline
authentication phase, it is indeed vital that the information
cannot be acquired from the previous transmitted message by
using some present session keys (not limited a single session
key). The security model should cover the situation: even if
an adversary has obtained all the participants’ secret keys,
it still cannot recover other session keys from a set of known
consecutive or discontinuous session keys. Till date, none of
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DBAKA protocols for wireless roaming service delivers a
mechanism to resist known session key attacks from consec-
utive or discontinuous session keys.

To the best of my knowledge, the fairness of the session key
among the MU, the VLR and the HLR is overemphasized.
The communication confidentiality between the MU and the
VLR has never been studied in the existingDBAKAprotocols
for wireless roaming service. In fact, if the session key is
acquired by the HLR, neither of the MU’s privacy and the
VLR’s privacy cannot be well protected.

This motivates us to design aDBAKAprotocol for wireless
roaming service which both resists against known session key
attacks and holds the communication confidentiality.

C. SYSTEM MODEL
1) NETWORK MODEL
The proposed DBAKA protocol involves a mobile user MU,
a visited location register VLR and a home location register
HLR. At the setup phase, a trusty authority (Private Key
Generator, PKG) derives private keys from arbitrary pub-
lic keys for the HLRs and HLRs. Before getting access to
wireless service, each mobile user registers at the HLR. The
HLR assigns a proxy key to each registered user. All the
participants have information about the public parameters of
all the HLRs and VLRs, including their identities.

2) ADVERSARY MODEL
As in [4], we assume that HLR is a trusty entity. Only the
HLR can reveal the real identity of MU. In our model, HLR
is honesty but curious, which has not been discussed in the
literature. Since the HLRmay want to know about the service
with which VLR provides MU, the assumption is reasonable.
In addition, when MU registers with the HLR, the channel
between MU and HLR is secure. In the system, a passive
adversary eavesdrops on all the authentic messages among
the participants andmay relay them. An active adversary even
can modify messages and insert messages over the channel
among the MU, the HLR and the VLR.

Our DBAKA protocol provides mobile users with weak
un-traceability. The real identity of the mobile user is not
used to attain mutual authentication between the VLR and
MU. Any adversary cannot trace the MU from the message
transmitted over open channels.

D. ORGANIZATION OF THE PAPER
The remainder of this paper is organized as follows. Section II
briefly reviews the existing authentication schemes for roam-
ing networks. In Section III, we give cryptanalysis of two
DBAKA protocols for wireless roaming service [8], [10].
In Section IV, we propose a new DBAKA protocol. Secu-
rity and functionality analysis and performance comparison
of our scheme with related existing schemes is given in
Section V and Section VI. Finally, we conclude the paper
in Section VII.

II. RELATED WORK
Over last few years, researchers have developed public-key
system based authentication protocols to remove the weak-
nesses of the authentication protocols based on private key
cryptosystem and provide the MU with the privacy protec-
tion [12]–[14]. However, since MUs have to retrieve the
most recent certificate revocation list and update public keys
periodically, MUs require high computation cost. Due to the
hardware limitations of the portable devices [15], MU can-
not support too complicated encryption or decryption opera-
tions. Another problem of the public key cryptosystem based
authentication protocols is that certificate will compromise
real identity of MU.

Recent years have witnessed the efforts on the privacy
protection [16], [17]. Various anonymous authentication
methods are proposed [18], [19]. According to the num-
ber of participants, these authentication protocols could
be divided into two types: three-party protocols involv-
ing a home server, two-party protocols without a home
server. Yang et al. [20], He et al. [21] and Jo et al. [22]
proposed anonymous two-party roaming protocols, respec-
tively. However, Zhao et al. [23] pointed out that Mun et al.’s
scheme [24] cannot withstand replay attacks, man-in-the-
middle attacks, and insider attacks. Since these protocols are
based on group signature or signcryption, they require high
computational cost at themobile devices.Moreover, the home
server and foreign server are assumed to share a roaming
key. The protocol [24] requires that the HLR is online during
the authentication process. In such a situation, HLR always
becomes a bottleneck [25], [26].

In order to increase efficiency, the concept of delega-
tion is applied to design light weight authentication pro-
tocols [4], [8]. The idea of delegation is inspired by the
proxy signature which is generated by the proxy signer after
the original signer has delegated his signature authority to
the proxy signer [27]. When one verifies a proxy signa-
ture, the public key of the original signer will be used.
Thus, the original signer cannot deny the proxy signature.
In 2005, Lee and Yeh [4] proposed an anonymous del-
egation based authentication protocol. In Lee and Yeh’s
protocol [4], HLR and MU act as the original signer and
the proxy signer, respectively. Since VLR verifies the sig-
nature via the public key of HLR, VLR does not know
the real identity of MU. Thus, the protocol in [4] achieves
the user anonymity. In addition, it achieves nonrepudia-
tion and mutual authentication between MU and VLR.
The protocol uses offline authentication process to reduce
the communication overhead among the VLR, HLR and
MU. In the DBAKA protocol for wireless roaming service,
the authentication process is divided into two phases, online
authentication and offline authentication. During the online
authentication phase, VLR has authenticated MU with help
of the HLR, while VLR fulfills authentication without con-
tacting HLR during the second phase. Moreover, the offline
authentication process has as high communicational
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efficiency as in GSM [1]. The DBAKA protocol has the
merit of both three-party authentication protocols and two-
party authentication protocols. However, Tang and Wu [7]
pointed out that Lee and Yeh’s DBAKA protocol suffers from
the VLR impersonation attack. Lee et al. [28] showed that
Lee and Yeh’s offline authentication process is vulnerable
to masquerade user attacks. Any legal VLR can forge login
message of a mobile user during the offline authentication
phase. Moreover, the Lee and Yeh’s DBAKA protocol cannot
provide user non-repudiation during the offline authenti-
cation phase [28]. Two enhanced DBAKA protocols for
wireless roaming service use backward hash chains to remove
the weaknesses [7], [28]. Unfortunately, Youn and Lim [29]
demonstrated that Lee et al.s protocol [28] cannot achieve
weak untraceability. Furthermore, Lee et al.’s protocol cannot
provide forward secrecy [30], [31]. Lee et al. [30] found
that neither of Lee and Yeh’s [4] and Lee et al.’s [28]
protocols achieves weak anonymity or forward secrecy.
Lu and Zhou [32], [33] pointed out that Tang and Wu’s pro-
tocol [7] is vulnerable to the replication attack. It still cannot
provide weak untraceability [32]. Wang and Lin [34] showed
that Youn and Lim’s DBAKA protocol for wireless roaming
service [29] suffers from Denial of Service (DoS) attack.
Wang et al. [35] demonstrated that Youn and Lim’s DBAKA
protocol for wireless roaming service [29] cannot provide
the weak untraceability. Recently, Gope and Hwang [31]
showed that the improved protocol [30] suffers from certain
weaknesses like the vulnerability to DoS attack, no per-
fect forward secrecy, loss of untraceability, etc. Recently,
Tsai et al. [11] used ECC to present a DBAKA protocol
that requires less computation cost. Like the other DBAKA
protocols [4], [7], [28]–[30], [32]–[35], Tsai et al.’s protocol
requires that the VLR and HLR must pre-share some secrets.
Kim et al. [8] demonstrated that Tsai et al.’s protocol suffers
from known session key attacks. They presented an improved
version. Hwang and You [10] adopt the embedded concur-
rent signcryption scheme to design another delegation-based
authentication protocol.

III. CRYPTANALYSIS OF DBAKA PROTOCOLS
In this section, we first tabulate the important notations
in Table 1. We then review two DBAKA protocols for wire-
less roaming service and show that they fail to provide known
key security and communication confidentiality.

A. BRIEF REVIEW OF KIM et al.’s PROTOCOL
Kim et al. disclosed the vulnerability of Tsai et al.’s
delegation-based authentication protocol [11] and then pre-
sented a solution to eliminate the potential threat [8].
The improvement on offline authentication is described as
follows.

• Step 1. During the i-th offline authentication phase,
MS issues ECi [h

(n−i+1)(n1),Eyv (h
(n−i−1)(n1))] to VLR,

whereEyv () is asymmetric encryption with VLR’s public
key.

TABLE 1. The notations.

• Step 2.VLR decrypts the message fromMS and obtains
h(n−i+1)(n1), Eyv (h

(n−i−1)(n1)).
• Step 3. VLR decrypts Eyv (h

(n−i−1)(n1)) with the private
key xv and then verifies whether h(h(h(n−i−1)(n1))) =
h(n−i+1)(n1). If the above equality holds, VLR calculates
the session key Ci+1 = h(h(n−i−1)(n1),Ci).

B. SECURITY WEAKNESSES OF KIM et al.’s PROTOCOL
Kim et al. [8] argue that thesemodifications described in Sub-
section A of Section III can effectively prevent the known key
attacks because any adversary can compute neither the token
h(n−i)(n1) nor h(n−i−1)(n1) from h(n−i+1)(n1) due to the hash
function’s one-way characteristics. However, we demonstrate
that the weaknesses of Tsai et al.’s protocol still exist in
Kim et al.’s protocol.

1) KNOWN SESSION KEY ATTACKS
Assume that an adversary has obtained two session keys
{Ci, Ci+2} during the offline authentication phase. Fur-
ther assume the adversary has intercepted MU’s login mes-
sage ECi [h

(n−i+1)(n1),Eyv (h
(n−i−1)(n1))] transmitted during

the (i+1)-th offline authentication phase. An adversary can
mount the known session key attack as follows.

First the adversary uses the key Ci to decrypt the cipher-
text and obtains h(n−i+1)(n1). With knowledge of session
key Ci+2, the adversary computes session key Ci+3 =
h(h(n−i+1)(n1),Ci+2), and then computes session key Ci+4 =
h(h(h(n−i+1)(n1)),Ci+3), etc.

2) LACK OF COMMUNICATION CONFIDENTIALITY
During online authentication phase, HLR has obtained
(N1‖n2‖K ) as described in Subsection A of Section III. Thus
HLR can compute the session key SK. Likewise, HLR can
apply the technique as described in the known key attack to
compute all the session keys for offline authentication. Even
if the HLR is not a malicious entity, the HLR may still be
curious about the service with which the VLR provides the
MU. Hence, with knowledge of the session key, the HLR
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FIGURE 1. Registration phase.

obtains the communication message between the mobile user
and the VLR.

C. BRIEF REVIEW OF HWANG et al.’s PROTOCOL
During the offline authentication phase of Hwang et al.’s
DBAKA protocol for wireless roaming service [10], VLR
authenticates MU repeatedly without contacting HLR. Let
RKi be the session key of i-th subsequent login.
• Step 1.MU transmits (IDi, ERKi (h

(n−i+1)(n1))) to VLR.
• Step 2. VLR searches its local database through IDi and
decrypts ERKi (h

(n−i+1)(n1)).
• Step 3. VLR sets L = h(n−i+1)(n1) and calculates

RKi+1 = h(L,RKi), IDi+1 = H (IDi,RKi+1).

• Step 4.VLR computes ERKi (ACK ) and transmits it to
User, where ACK = h(h(n−i+1)(n1), IDi).

• Step 5. MU decrypts ERKi (ACK ) and validates ACK.

D. WEAKNESSES OF HWANG et al.’s DBAKA PROTOCOL
In the following, we show that the Hwang et al.’s protocol
suffers from known session key attacks. Therefore it lacks
communication confidentiality. Thus, once one session key
is compromised, MU can be tracked.

1) KNOWN SESSION KEY ATTACKS
Assume that an adversary has obtained one session key
RKi. Further assume the adversary has intercepted login
message (IDi, ERKi (h

(n−i+1)(n1))) transmitted during the
(i+ 1)-th offline authentication phase. With knowledge of
RKi, the adversary decrypts the ciphertext and obtains
h(n−i+1)(n1). Thus, the adversary can compute a new session
key RKi+1 = h(L,RKi) where L = h(n−i+1)(n1).

2) LACK OF COMMUNICATION CONFIDENTIALITY
Through the similar analysis to that of Kim et al.’s DBAKA
protocol for wireless roaming service, we can show that
Hwang et al.’s DBAKA protocol cannot provide communi-
cation confidentiality.

3) LACK OF USERS’ UNLINKABILITY
If one session key, say RKi, is compromised, according
to the above analysis, the new session key RKi+1 can

be obtained. Thus, by checking IDi+1 = H (IDi,RKi+1), one
can decide whether two logins are from a same user where
one login message contains IDi while the other login message
contains IDi+1.

IV. THE PROPOSED DBAKA PROTOCOL
In this section, we propose a novel DBAKAprotocol for wire-
less roaming service based on identity-based cryptography.
The proposed protocol is composed of five phases: setup,
registration, online authentication, offline authentication and
revocation phase.

A. SETUP PHASE
PKG performs the setup process which is presented
below.

• Step 1. Generate an additive group G1 of prime order
q (e.g., 160 bits) with a generator P, a multiplicative
group G2 of prime order q and a bilinear map e:G1 ×

G1 → G2, and choose a random s ∈ Z∗q as the
master secret key and compute Ppub = sP as the public
key.

• Step 2. Select cryptographic hash functions: H :
{0,1}∗ → G1, h1: {0,1}∗ → Z∗q , h2: {0,1}

∗
→ {0, 1}l1 ,

h3: {0,1}∗ → {0, 1}l2 , h4: {0,1}∗ → {0, 1}l3 , h5:
{0,1}∗ → {0, 1}l4 , h6: {0,1}∗ → {0, 1}k , where k is
the security parameter.

• Step 3. Compute QV = H (IDV ), QH = H (IDH ),
SV = sQV and SH = sQH . Then PKG issues the key
(QV , SV ), (QH , SH ) for the VLR and HLR, respectively.
VLR and HLR validate their private keys by verifying
the equations, respectively:

e(SV ,P) = e(QV ,Ppub), e(SH ,P) = e(QH ,Ppub).

(1)

The system public parameters are {G1,G2, q,P, e,H (),
hi(), i = 1, 2, . . . , 6,Ppub}.

B. REGISTRATION PHASE
MU performs the following steps to register with the HLR as
described in Fig. 1.
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FIGURE 2. Online authentication and key agreement phase.

• Step 1. MU issues {IDM} to HLR.
• Step 2. HLR randomly chooses a number r ∈ Z∗q and
computes a proxy key (R, σ )

R = e(rP,P), σ = h1(R‖IDH )SH + rP. (2)

• Step 3. HLR sends (R, σ ) to MU through a secure chan-
nel. HLR stores (IDM ,R, σ ) in a list where IDM is the
identity of MU.

• Step 4. MU checks its validity through the equation:

e(σ,P) = e(h1(R‖IDH )QH + rP,Ppub)R. (3)

Afterwards, the key pair (R, σ ) is stored in MU’s SIM
card.

C. ONLINE AUTHENTICATION PHASE
MU and VLR cooperatively establish an authenticated key
with the participation of HLR.We describe the online authen-
tication phase which is also shown in Fig. 2.
• Step 1. When MU tries to launch an online authentica-
tion, MU sends a login request to VLR. MU selects a
positive integer n as the total number of offline authen-
tication, chooses a random number rM ∈ Z∗q and com-
putes the hash values

Nn = h1(rM ), Nn−1 = h1(Nn), . . . ,N1 = h1(N2),

N0 = h1(N1).

MU stores the hash chain (N0,N1, . . . ,Nn) in the SIM
card.
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FIGURE 3. Offline authentication and key agreement phase.

• Step 2. MU chooses two random numbers r1, r2 ∈ Z∗q
and calculates

R1 = r1P, R2 = e(P,P)r2e(r1Ppub,QV ), (4)

R3 = e(r1Ppub,QV )R, e1 = h1(σ‖R‖R1)⊕ N0, (5)

e2 = h2(R1‖σ‖N0‖R‖IDH‖IDV ), (6)

σ ′ = h1(R1‖R2‖R3‖e2‖IDV ‖IDH )σ + r2P. (7)

Then MU sends {R1,R2,R3, e1, e2, σ ′, IDV , IDH} to
VLR.

• Step 3. VLR recovers

R = e(R1, SV )−1R3, v = h1(R1‖R2‖R3‖e2‖IDV ‖IDH )

and verifies if the equation holds:

e(σ ′,P) = e(vh1(R‖IDH )QH ,Ppub)RvR2e(R1, SV )−1.

(8)

If the equation holds, VLR randomly generates a number
rV ∈ Z∗q , and computes

RV = rVP, eV = Ek (R‖R1‖RV ‖IDV ‖IDH ), (9)

where k = e(QH , SV ). Finally, VLR sends
{e1, e2, eV , IDV } to HLR.

• Step 4. HLR computes k = e(SH ,QV ) and decrypts
eV to obtain {R,R1,RV , ID′V , ID

′
H}. Then HLR checks

if ID′V and ID′H are the same as the received identity
and its identity, respectively. If they both are valid, HLR
searches the database for (∗, R, ∗) and obtains σ . HLR
computes N ′0 = h1(σ‖R‖R1) ⊕ e1, and verifies if the
equation e2 = h2(R1‖σ‖N ′0‖R‖IDH‖IDV ) holds. If it
holds, HLR generates a random number rH , and com-
putes

e0 = h3(rH‖σ‖IDV ‖IDH ), (10)

e3 = Eσ (rH‖IDV ‖IDH‖RV ‖h3(σ‖R1‖RV ‖N ′0)), (11)

e4 = Ek (rH‖RV ‖N ′0‖IDV ‖IDH‖e0). (12)

Finally, HLR appends (IDV , rH ) behind (IDM , R, σ ) in
its database and sends {e3, e4} to VLR.

• Step 5.VLR decrypts e4 and obtains {rH ,R′V ,N
′

0, IDV ,
IDH , e0}. VLR checks if the received R′V is the same as
RV , and if IDV and IDH are valid. After they have been
verified, VLR computes

SK0 = h6(N0‖rH‖e0‖h4(rVR1)), (13)

e5 = h5(SK0‖e3‖R1‖RV ). (14)

Then VLR stores (N0, SK 0, rH ) and sends {e3, e5}
to MU. Otherwise, VLR refuses the login request
from MU.

• Step 6. MU uses σ to decrypt e3 and obtain {rH , IDV ,
IDH , RV , h3(σ‖R1‖RV ‖N ′0)}. MU checks whether the
decrypted strings IDH and IDV are equal to HLR’s iden-
tity and VLR’s identity, respectively. If either is invalid,
MU refuses the response from VLR. Otherwise, MU
checks if h3(σ‖R1‖RV ‖N ′0) = h3(σ‖R1‖RV ‖N0). If it
holds,MU computes SK0 = h6(N0‖rH‖e0h4(r1RV )) and
checks whether e5 = h5(SK0‖e3‖R1‖RV ). If it holds,
MU stores (SK0, rH ) in the SIM card.

D. OFFLINE AUTHENTICATION PHASE
MU and VLR cooperatively perform offline authentication
which does not require HLR online. We describe the offline
authentication phase as follows, which is also shown in Fig. 3.
• Step 1. When MU wants to issue the i-th (i =
1, 2, . . . , n) offline authentication request, MU first
picks (Ni, SK i−1) in the SIM card. Then MU chooses
a random number ai ∈R Z∗q and calculates Ai = aiQV ,
fi = ESKi−1 (Ni ⊕ Ni−1, Ai, h1((Ni ⊕ rH )‖Ai)) and sends
fi to VLR.

• Step 2. VLR decrypts fi with last session key SKi−1 and
obtains Ni by using the stored Ni−1. Then VLR checks
whether h1(Ni) is the same as the stored value Ni−1 and
the third plaintext is h1((Ni⊕ rH )‖Ai). If they are equal,
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VLR chooses a random number bi ∈R Z∗q and calculates

Bi = biQV , SK i = h6(Ni‖SK i−1‖h4(biAi)‖rH ),

(15)

gi = ESKi−1 (Bi, h5(SK i‖Bi)). (16)

VLR replaces Ni with Ni−1, stores the key SKi and
removes SKi−1. Finally VLR issues gi to MU.

• Step 3. Upon receiving the response from VLR, MU
decrypts gi and obtains Bi. Then MU computes SKi =
h6(Ni‖SK i−1‖h4(aiBi)‖rH ). MU checks if the second
part of plaintext is equal to h5(SKi‖Bi). If so, MU stores
the session key SKi.

The offline authentications have been performed until i is
equal to n. Then MU launches a new online authentication
with VLR and HLR by another request.

E. REVOCATION PHASE
The HLR will suspend MU’s service or revoke the MU when
either of the following three cases happens: (1) The key
of the mobile user is comprised; (2) The mobile device is
stolen/lost; (3) MU’ service subscription expires. If MU’s
service is suspended, all VLRs will not provide MU with
the roaming service. In order to attain the objective, HLR
periodically sends VLR the list of suspended users which
consist of Ek (rH ). VLR decrypts it and checks if rH is in the
service list. Thus, when a revoked user tries to establish a
session key and sends fi to VLR, the VLR can identify the
user by checking the validity of h1((Ni ⊕ rH )‖Ai).

When HLR revokes a certain MU, HLR removes the MU’s
account by simply putting the key (R, σ ) in the revocation list
without keeping his/her identity unchanged. Simultaneously,
the HLR informs the VLR about this by sending Ek (rH ) with
the revocation message.

V. SECURITY ANALYSES
In this section, through the formal and informal security
analysis, we show that our scheme can resist various known
attacks.

A. FORMAL SECURITY ANALYSIS IN RANDOM
ORACLE MODEL
Definition 1: Let G1 be an elliptic curve group over finite
field Fp and P is a point of large prime order q in G1.
Given (P, aP, bP) in G where unknown a, b ∈ Z∗q , how
to compute abQ is called Elliptic curve Diffie–Hellman
problem (ECDH problem).
The success probability of a probabilistic polynomial time

Turing machine 1 in solving ECDH problems in G1 is
defined as:

SuccCDHG (1) = Pr[1 (aQ, bQ) = abQ : a, b ∈R Z∗q ].

Definition 2 (The Elliptic Curve Diffie–Hellman (ECDH
Assumption): is the assumption that it is infeasible to solve
ECDH problems within polynomial time. In other words,

for every probabilistic polynomial time Turing machine 1,
SuccCDHG (1) is negligible.
Since Abdalla et al. [36] (hereafter called as AFP secu-

rity model) is appropriate for three-party authenticated key
agreement scenario, we will give the security proof of the
proposed scheme in AFP security model. By U, V, and S,
we denote mobile user, visited location register and home
location register, respectively. The ith instance of U is denoted
by U i. The jth instance of V is denoted by V j and the kth
instance of S is denoted by Sk . An adversary A is modeled as
a probabilistic polynomial time Turing machine. A can issue
a bounded number of the following queries:
Send (U i/V j/Sk , Q): The adversary A sends message Q to

instance U i/V j/Sk , and the instance U i/V j/Sk gives a reply
according to the protocol. The Send query modles active
attack.
Reveal (U i/V j): If no session key is defined for instance

U i/V j, or if either U i/V j or its partner has been asked a Test
query, the oracle outputs the invalid symbol⊥. Otherwise the
oracle outputs the current session key SK generated by U i/V j

(and its partner) toA. TheReveal querymodels known session
key attack.
Corrupt (U/V ): This query returns to the adversary A

the proxy key pair for participant U or the private key for
participant V.
Test (U i/V j): If no session key is defined for instance

U i/V j or if eitherU i/V j or its partner has been issued a Reveal
query, the oracle will output the invalid symbol⊥. Otherwise,
the oracle flips a coin b. If b = 1, the oracle outputs the
session key. Otherwise, the oracle returns a random string
drawn from the space of session keys. Note that Test query
of this form is allowed to be invoked to a fresh oracle once by
the adversary.

Note that the query Execute is not described. In essence,
in the AFP security model, the query Execute can be simu-
lated by using the Send queries repeatedly on condition that
there exists at least one benign adversary.

The AFP security model defines the semantic security by
a game of two phases. During the first phase, A is allowed
to adaptively issue Send, Reveal and Test queries. During
the second phase, A executes a single Test query with chosen
bit b to a fresh instance and the query outputs a guess bit b′

for b. If b′ = b, then the adversary A wins the game.
Definition 3: Let Succ(A) be the event that the adversary

A wins the above game, i.e., A is successful in breaking the
semantic security of the DBAKA protocol for wireless roam-
ing service. The advantage of the adversary A in breaking the
semantic security of our protocol by guessing the correct bit
b′ is defined by

AdvDBAKAG (A) = |2Pr(Succ(A))− 1| = |2Pr[b′ = b]− 1|.

A DBAKA protocol is said to be semantically secure in
AFP security model if the advantage of any probabilistic
polynomial time-bounded adversary A is negligible.
Theorem 1: Let A be a polynomial time bounded adversary.

Assume that hash functions hi()(i=1,2,3,4,5,6) are modeled
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TABLE 2. Simulation of hash, reveal, test, and corrupt oracle queries.

as random oracles. Assume that A is allowed to make at most
qs times Send queries and at most qi times hash oracle Hi
(i=1,2,3,4,5,6) query, respectively. Then, we have

AdvDBAKAG (A) ≤
3q2s
2k+1

+
q2s + q

2
1

2(q− 1)
+

6∑
i=2

q2i
2ii+1

+
qs

q− 1
+

3q2 + 2qs
2i2

+
2q3
2i3

+
2q4 + qs

2i4
+
q5
2i5
+ q7SuccCDHG (A),

where AdvDBAKAG (A) is the advantage of the adversary A
in breaking the semantic security of our protocol and
SuccCDHG (A) is the success probability of a probabilistic poly-
nomial time Turing machine in solving ECDH problems.

Proof: We define sequent games to prove this theorem,
Gi(i = 0, 1, 2, 3, 4). Let Succi be an event defined as success-
ful guessing of the bit b in Test query corresponding to each
game Gi by an adversary A.

Game G0: This starting game is the actual attack game as
in the real protocol. Hence, we have

AdvDBAKAG (A) = |2Pr[Succ0]− 1|. (17)

Game G1: This game simulates all oracle queries including
Send, Reveal, Corrupt, Test and hash queries. We give the
simulation of the hash oracles and Reveal, Corrupt, Test
queries in Table 2. We simulate the Send queries (see Table 3)
as in the actual attack game. The simulations maintain lists

for queries: (1) list Li answers hash oracleHi(i = 1, 2, . . . , 6),
(2) list LA records queries which are initiated by A.

Since this game is perfectly indistinguishable from the
actual attack game, we have

Pr[Succ1] = Pr[Succ0]. (18)

Game G2: In this game, we consider the probability of
collisions among the results of the hash oracle queries that
the adversary asks H1 query, H2 query, and random num-
bers in the transcripts of messages transmitted in our pro-
tocol. We take the random value h from Z∗q for H1 and
{0, 1}k forH2. If this query is directly asked by the adversary,
and (i,∗ , h) ∈ Li(i = 1, 2, 3, 4, 5, 6), we abort the game.
Otherwise, h is returned. Since that hash value h is chosen
uniformly at random, according to the birthday paradox,

the probability of collisions is at most
q21

2(q−1) . Further, mes-
sages transmitted in our protocol contain randomly chosen
elements {R1,R2,R3,RV , rH}, and the probability of ran-
domly chosen elements collision is at most q2s

2k+1
+

2q2s
q−1 .

Games G2 and G1 are perfectly indistinguishable unless
the above-mentioned collisions cause the simulator to abort
the game. Hence, we have

|Pr(Succ2)− Pr(Succ1)| ≤
q2s
2k+1

+
4q2s + q

2
1

2(q− 1)
. (19)

Game G3: This game considers a situation where A obtains
the correct message transcript luckily without the query about
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TABLE 3. Simulation of send oracle queries.

hash oracles H1. Online and offline authentication phases in
our protocol contain six messagesmi, (i = 1, 2, ..6) where by
the symbols m1,m2,m3,m4,m5 and m6, we denote the mes-
sages {R1,R2,R3, e1, e2, σ ′, IDV , IDH}, {e1, e2, eV , IDV },
{e3, e4}, {e3, e5}, {fi} and {gi}, respectively. We discuss it in

the following queries, Send(U, m1), Send(V,m2), Send(S,m3),
Send(V,m4), Send(U, m5), and Send(V, m6) query. Take
Send(U, m1) query for example. We consider the max-
imum probability of the hash values falling within the
list LA, which is involved in the message m1. As per the
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protocol, the values h1(σ‖R‖R1) and h1(R1‖R2‖R3‖e2‖
IDV ‖IDH ) must be in LA, otherwise the session will be ter-
minated. The maximum calculated probability is up to 2q1

q−1 .
Furthermore, (R1‖σ‖N0‖R‖IDH‖IDV ), e2) must be in LA,

whose probability is at most q2
2i1

. Hence, the probability in this

case is at most 2q1
q−1 +

q2
2i1

. Considering all the cases, we have

|Pr(Succ3)− Pr(Succ2)|

≤
3(q1 + qs)
q− 1

+
q2
2i1
+
q3
2i2
+
q4
2i3
+
q5 + qs
2i4

. (20)

Game G4: In this game, we replace random oracle H6 with
private oracle H7. Assume that we do not use the h4(r1RV )
or h4(rVR1) to compute session key SK. Thus, the session
key is completely independent of H7 and either h4(r1RV ) or
h4(rVR1). Thus, the session key is determined without query-
ing the hash oracle. Since H7 is a private oracle, the proba-
bility that adversary A correctly guesses the value of b in the
game is

Pr(Succ4) = 1/2. (21)

Games G3 and G4 are perfectly indistinguishable unless
the following event AskH occurs: the adversary A
queries hash function H6 on N0‖rH‖e0‖h4(rVR1) or on
N0‖rH‖e0‖h4(r1RV ). Hence, we have

|Pr(Succ4)− Pr(Succ3)| ≤ Pr(AskH6). (22)

Now, we estimate the probability Pr (AskH6). According to
the definition of event AskH6, the event AskH6 means that the
adversary has issued random oracleH6 queries on (N0, rH , e0,
CDH(R1,RV )). Since the number of records in the list L6 is
q6, the probability of obtaining the CDH(R1,RV ) value from
list L6 is 1/q6. Hence, we get

Pr(AskH6) = q6SuccCDHG (A). (23)

Using the triangular inequality, (18), and (21), we have the
following:

|Pr[Succ0]− 1/2|

= | Pr[Succ1]− Pr[Succ4]|

≤ | Pr[Succ1]− Pr[Succ2]| + | Pr[Succ2]− Pr[Succ3]|

+ |Pr[Succ3]− Pr[Succ4]|. (24)

From Equations (17)-(24), we get

AdvDBAKAG (A)

≤
q2s
2k+1

+
4q2s + q

2
1

2(q− 1)
+

3(q1 + qs)
q− 1

+
q2
2i1
+
q3
2i2
+
q4
2i3
+
q5 + qs
2i4

+ q6SuccCDHG (A). (25)

Thus, we have completed the proof of the theorem.

B. AUTHENTICATION PROOF BASED ON BAN-LOGIC
Wewill apply the well-popular BAN-logic [37] to validate the
proposed protocol. The formal verification using BAN logic
demonstrates that the proposed protocol achieves mutual
authentication and it allows a user to establish a session key
with the server. It is well known that BAN logic is a widely
used logical formal model analysis method of reasoning the
beliefs of participants in an authentication protocol. BAN
logic uses a set of postulates to analyze the security of
authentication and key agreement protocols [10], [38]. BAN
logic has three elementary items, i.e., formulas/statements,
principals and keys. Let X and Y be two statements, P and Q
be principals, K be a symbol for a key. The basic expressions
of BAN logic are described in Table 4. More details can be
found in [10] and [38].

The main logical postulates of BAN logic are given below:
• The message-meaning rule:

P| ≡ P
K
←−−→Q,P G {X}K
P| ≡ Q| ∼ X

,
P| ≡ P K

⇔Q,PG <X>K

P| ≡ Q| ∼ X
)

IfP believes that it sharesK withQ and seesX encrypted
by K (or X combined with K ), then P believes that Q
once said X .

• The nonce-verification rule: P|≡#(X ),P|≡Q|∼XP|≡Q|≡X
IfP believes thatX could have been uttered only recently
and Q once said X , then P believes that Q believes X .

• The freshness propagation rule: P|≡#(X )
P|≡#(X ,Y )

If P believes that X is fresh, then P also believes
that (X ,Y ) is fresh.

• The jurisdiction rule: P|≡Q|⇒X ,P|≡Q|≡X
P|≡X

If P believes thatQ has an authority on X andQ believes
X , then P trusts Q on the truth of X .

• The belief rule: P|≡Q|≡ (X ,Y )
P|≡Q|≡X

If P believes that Q believes X and Y , then P believes
that Q believes X .

• The session key rule: P|≡#(SK ),P|≡Q|≡X

P|≡P
SK
←−−→X

If P believes that the session key is fresh and P believes
thatQ believes Xwhich is the necessary parameter of the
session key, then P believes that P shares the session key
SK with Q.

According to the analytic procedures of the BAN logic,
the online authentication part of the proposed scheme must
satisfy the following goals:

• Goal (1): VLR | ≡ (MU
SK0
←−−→ VLR),

• Goal (2): VLR | ≡MU | ≡ (MU
SK0
←−−→ VLR),

• Goal (3): MU | ≡ VLR | ≡ (MU
SK0
←−−→ VLR),

• Goal (4): MU | ≡ (MU
SK0
←−−→ VLR).

The generic form of the online authentication part of the
proposed DBAKA scheme is described as follows.
• MU→VLR:

{R1,R2, {R}
MU

e(r1Ppub,QV )
←−−−−−−−−→VLR

, e1, e2,

σ ′, IDV , IDH }.
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TABLE 4. Notations of BAN logic.

• VLR→ HLR:

{e1, e2, {R,R1,RV , IDV , IDH }
VLR

k
←−−→HLR

, IDV }.

• HLR→VLR:

{e3, {rH ,RV ,N 0, IDV , IDH , e0}
VLR

k
←−−→HLR

}.

• VLR→MU: {e3, e5}.
Next, we idealize the proposed DBAKA protocol in the

language of formal logic as follows.
Message M1: MU→VLR:

R1, R2, {R}
MU

e(r1Ppub,QV )
←−−−−−−−−→VLR

.

Message M2: VLR→HLR:

{R,R1,RV , IDV , IDH }
VLR

k
←−−→HLR

.

Message M3: MU
via VLR
−−−−−−→HLR:

< N0,R1 >
MU

σ,R
←−−→HLR

, {N0,R,R1}MU
σ

←−−→HLR
.

Message M4: HLR→VLR:

{rH ,RV ,N0, IDV , IDH , e0}
VLR

k
←−−→HLR

.

Message M5: HLR
via VLR
−−−−−−→MU:

{rH ,RV , IDV , IDH ,

< R1,RV >
MU

N0
←−−→HLR

}
MU

σ
←−−→HLR

Message M6: VLR→MU:

{R1,RV ,MU
σ
←−−→HLR,MU

rH
⇔HLR,N0}

MU
r1RV
←−−→VLR

.

The assumptions about the initial states for the proposed
DBAKA protocol are made below:

• H1: MU| ≡#(R1,R2,R3, rH ,RV ),
• H2: VLR| ≡#(R1,R2,R3, rH ,RV ),
• H3: HLR| ≡#(R1, rH ,RV ),
• H4: HLR| ≡MU

σ
←−−→HLR,

• H5: MU| ≡MU
σ
←−−→HLR,

• H6: VLR| ≡VLR
k

←−−→HLR,
• H7: HLR| ≡VLR

k
←−−→HLR,

• H8: HLR| ≡MU| ⇒ (N0),
• H9: HLR| ≡VLR| ⇒ (RV ),

• H10: VLR| ≡ VLR
e(r1Ppub,QV )

←−−−−−−−−−→MU,
• H11: VLR| ≡MU| ⇒ (R),
• H12: VLR| ≡HLR⇒ (rH ),

• H13: VLR| ≡VLR
rVR1
←−−−→MU,

• H14: MU| ≡MU
r1RV
←−−−→ VLR,

• H15: MU| ≡HLR
N0
←−−→MU,

• H16: MU| ≡VLR| ⇒ (RV ).
Now, based on the BAN logic and the assumptions, we will

show that the MU and the VLR share the session key by ana-
lyzing the idealized form of the proposed DBAKA protocol.

From message M1, we have
• S1: VLR G (R1,R2, {R}

MU
e(r1Ppub,QV )

←−−−−−−−−−→VLR
).

According to S1, H10, and the message meaning rule,
we have
• S2: VLR| ≡MU| ∼ (R1,R2,R).
According to S2, H1 and the nonce-verification rule,

we have
• S3: VLR| ≡MU| ≡ (R).
According to S3, H11, and the jurisdiction rule, we have
• S4: VLR| ≡ (R).

From message M2, we have
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• S5: HLRG{R,R1,RV , IDV , IDH }
VLR

k
←−−→HLR

.

According to S5, H7, and the message meaning, we have
• S6: HLR | ≡VLR| ∼ (R,R1,RV , IDV , IDH ).
According to H3 and the freshness propagation rule,

we have
• S7: HLR | ≡ #(R,R1,RV , IDV , IDH ).
According to S7, S14, and the nonce-verification rule,

we have
• S8: HLR | ≡VLR| ≡ (R,R1,RV , IDV , IDH ).
According to S4, S6, and the belief rule, we have

• S9: HLR | ≡VLR| ≡ (VLR
RV
←−−→ HLR).

According to S9, H9, and the jurisdiction rule, we have

• S10: HLR | ≡(VLR
RV
←−−→ HLR).

From message M3, we have
• S11: HLRG{< N0,R1 >

MU
σ,R
←−−→HLR

,
{N0,R,R1}MU

σ
←−−→HLR

}.
According to S11, H4, and the message meaning, we have
• S12: HLR | ≡MU| ∼ (N0,R1).
According to H3 and the freshness propagation rule,

we have
• S13: HLR | ≡#(N0,R1).
According to S12, S13, and the nonce-verification rule,

we have
• S14: HLR | ≡MU| ≡ (N0,R1).
According to S14 and the belief rule, we have

• S15: HLR | ≡MU| ≡(MU
N0
←−−→ HLR).

According to S15, H8, and the jurisdiction rule, we have

• S16: HLR | ≡(MU
N0
←−−→ HLR).

From message M4, we have
• S17:VLRG{rH ,RV ,N0, IDV , IDH , e0}

VLR
k

←−−→HLR
.

According to S17, H6, and the message meaning, we have
• S18: VLR | ≡ HLR | ∼ (rH ,RV ,N0, IDV , IDH , e0).
According to H2 and the freshness propagation rule,

we have
• S19: VLR | ≡#(rH ,RV ,N0, IDV , IDH , e0).
According to S18, S19, and the nonce-verification rule,

we have
• S20: VLR | ≡HLR| ≡ (rH ,RV ,N0, IDV , IDH , e0).
According to S20 and the belief rule, we have

• S21: VLR | ≡HLR| ≡(VLR
rH ,N0,e0
←−−−−−→ HLR).

According to S10, S16, S21, H12, and the jurisdiction rule,
we have
• S22: VLR | ≡ (rH ,N0, e0).
According to S22, H13, and the session key rule, we have

• S23: VLR| ≡(MU
SK0
←−−→VLR). (Goal (1))

According to S23, H2, and the nonce-verification rule,
we have

• S24:VLR| ≡MU| ≡(MU
SK0
←−−→VLR). (Goal (2))

From message M5, we have
• S25: MU G {rH , RV , IDV , IDH , < R1,
RV >

MU
N0
←−−→HLR

}
MU

σ
←−−→HLR

.

According to S25, H5, and the message meaning, we have
• S26: MU| ≡VLR| ∼ (rH ,RV , IDV , < R1,RV , σ >N0 ).
According to H1 and the freshness propagation rule,

we have
• S27: MU| ≡#(rH ,RV , IDV , < R1,RV , σ >N0 ).
According to S26, S27, and the nonce-verification rule,

we have
• S28: MU| ≡HLR| ≡ (rH ,RV ,N0, IDV , IDH , e0).

According to S28, H15, and the belief rule and the message
meaning rule, we have
• S29: MU| ≡ (rH , RV ).

From message M6, we have

• S30: MUG{R1,RV ,MU
σ
←−−→HLR,

MU
rH
⇔HLR,N0}

MU
r1RV
←−−−→VLR

.

According to S30, H14, and the message meaning, we have

• S31: MU| ≡VLR| ∼{R1,RV ,MU
σ
←−−→ HLR, MU

rH
⇔

HLR, N0 }.
According to H1 and the freshness propagation rule,

we have
• S32: MU | ≡ #(R1,RV , MU

σ
←−−→ HLR, MU

rH
⇔ HLR,

N0).
According to S31, S32, and the nonce-verification rule,

we have
• S33: MU| ≡VLR| ≡ (R1,RV , MU

σ
←−−→ HLR, MU

rH
⇔

HLR, N0).
According to S29, S33, H14, and the belief rule, since

e0 = h3(rH‖σ‖IDV ‖IDH ),SK0 = h6(N0‖rH‖e0h4(r1RV ))),
we have

• S34: MU| ≡VLR| ≡(MU
SK0
←−−→ VLR). (Goal (3))

According to S29, H16, and the jurisdiction rule, we have

• S35: MU| ≡ (MU
SK0
←−−→ VLR). (Goal (4))

Next, we prove the offline authentication protocol secure.
Based on BAN logic, we will show that the offline authenti-
cation protocol must satisfy the following goals.

• Goal (5): VLR | ≡ (MU
SKi
←−−→ VLR),

• Goal (6): VLR| ≡MU | ≡ (MU
SKi
←−−→VLR),

• Goal (7): MU | ≡ VLR| ≡(MU
SKi
←−−→VLR),

• Goal (8): MU | ≡ (MU
SKi
←−−→VLR).

First, the offline authentication protocol is described into
idealized form below.
• Message M7: MU→VLR:

{< Ni >Ni−1 ,Ai, < Ni,A >rH }SKi−1 .

• Message M8: VLR→MU:

{Bi,MU
Ni
←−−→VLR, MU

rH
⇔VLR,

< SK i >
MU

biAi
←−−→VLR

}
MU

SKi−1
←−−−−→VLR

.
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Second, we make the assumptions about the initial state of
the offline authentication protocol as follows.
• H17: MU| ≡#(Ai, Bi),
• H18: VLR| ≡#(Ai, Bi),
• H19: MU | ≡VLR | ≡ (Bi),

• H20: MU| ≡MU
SKi−1
←−−−−→HLR,

• H21: VLR | ≡MU
SKi−1
←−−−−→VLR,

• H22: VLR | ≡MU
Ni−1
←−−−→VLR,

• H23: VLR | ≡MU | ≡ (Ni),

• H24: VLR | ≡MU
biAi
←−−→VLR,

• H25: MU| ≡MU
aiBi
←−−→VLR.

Third, we analyze the idealized form of the proposed
offline authentication protocol based on the BAN logic and
the assumptions. The main proofs are stated below.

From message M7, we have
• S36: VLRG{< Ni >Ni−1 ,Ai, < Ni,A >rH }SKi−1 .
According to S36, H21, and the message meaning, we have
• S37: VLR | ≡MU| ∼ {< Ni >Ni−1 ,Ai, < Ni,Ai >rH }.
According to H18 and the freshness propagation rule,

we have
• S38: VLR | ≡#(< Ni >Ni−1 ,Ai, < Ni,Ai >rH ).

According to S37, S38, and the nonce-verification rule,
we have
• S39: VLR| ≡MU| ≡ (< Ni >Ni−1 ,Ai).
According to S39 and the belief rule, we have
• S40: VLR| ≡MU| ≡ (< Ni >Ni−1 ).
• S41: VLR| ≡MU| ≡ (Ai).
According to S40, H22, and the message meaning rule and

the nonce verification rule, we have
• S42: VLR| ≡MU| ≡ (Ni).
According to S42, H23, and the jurisdiction rule, we have
• S43: VLR | ≡ (Ni).
According to S41, S43,H24, and the nonce-verification rule,

we have

• S44: VLR | ≡ (MU
SKi
←−−→ VLR). (Goal (5))

According to S44, H18, and the session key rule, we have

• S45: VLR | ≡MU| ≡ (MU
SKi
←−−→ VLR). (Goal (6))

From message M8, we have

• S46: MUG{Bi, MU
Ni
←−−→ VLR,

MU
rH
⇔VLR, < SK i >

MU
biAi
←−−→VLR

}
MU

SKi−1
←−−−−→VLR

.

According to S46, H20, and the message meaning, we have

• S47: MU | ≡ VLR | ∼{Bi, MU
Ni
←−−→ VLR,

MU
rH
⇔VLR, < SK i >

MU
biAi
←−−→VLR

}.

According to H17 and the freshness propagation rule,
we have

• S48: MU| ≡#(Bi, MU
Ni
←−−→ VLR, MU

rH
⇔ VLR,

< SK i >
MU

biAi
←−−→VLR

).

According to S46, S48, and the nonce-verification rule,
we have

• S49: MU | ≡ VLR| ≡ (Bi, MU
Ni
←−−→ VLR, MU

rH
⇔

VLR, <SKi >
MU

biAi
←−−→VLR

).

According to S49, H20, H25, and the belief rule, we have

• S50: MU| ≡VLR| ≡ (MU
SKi
←−−→ VLR). (Goal (7))

According to S43, S50, H19, and the jurisdiction rule,
we have

• S51: MU | ≡ (MU
SKi
←−−→ VLR). (Goal (8))

The above proofs demonstrate that the MU, the VLR and
the HLR achieve mutual authentication property, and the MU
and the VLR establish session keys securely.

C. DISCUSSION ON OTHER ATTACKS
According to the adversary model mentioned earlier, we will
give a detailed security analysis of the proposed DBAKA
scheme. The informal security analysis shows that our
scheme is also secure against the following known attacks.

1) DOS ATTACKS (S1)
During the online authentication phase, the proxy key (R, σ )
of MU and the database of HLR do not require synchronous
updates. Next, for each authentication request, HLR first
validates it by decrypting the message. Each online authenti-
cation only requires HLR to choose a random number rH .

During the offline authentication phase, MU extracts (Ni,
SKi−1, rH ) from the SIM card and sends the ciphertext fi to
VLR. VLR verifies the login message by checking if h(Ni)
is the same as Ni−1 and the hash value is equal to h((Ni ⊕
rH )‖Ai). If they both hold, the VLR replaces Ni with Ni−1
and computes the session key. Thus, the VLR can control
the amount of incoming login messages during the offline
authentication phase. Therefore, any adversary is not able
to disturb the availability of the authentication between a
legitimate MU and VLR.

2) REQUEST REPLICATION ATTACKS (S2)
In order to mount request replication attack, a malicious
visited location register (as an adversary) generally transmits
another VLR’s messages of previous protocol run to the HLR
and attempts to prove that the message is sent from a legal
visited location register. Assume that a malicious VLR’ inter-
cepts MU’s login message {R1,R2,R3, e1, e2, σ ′, IDV , IDH}
to VLR. If VLR’ attempts to replace {eV , IDV } with a new
message (eV ′ , IDV ′ ), since eV = Ek (R‖R1‖RV ‖IDV ‖IDH ),
VLR’ has to obtain R. Since VLR’ is not able to compute k ,
the adversary cannot recoverR. Next, HLR can also figure out
that VLR’ is invalid by decrypting e1 and then verifying e2.
This is because that e2 is the hash value of R, N0, IDV , etc.
Thus, VLR’ fails in mounting the request replication attacks.

3) IMPERSONATION ATTACKS (S3)
In our system model, assume that an adversary has eaves-
dropped on all the messages transmitted over the public
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channel during the protocol execution. Moreover, the adver-
sary can modify and re-transmit the messages.

First, we will illustrate that the proposed protocol can
resist the user impersonation attacks. Assume that an
adversary has trapped all the access request messages
{R1,R2,R3, e1, e2, σ ′, IDV , IDH} during the online authenti-
cation phase. Then the adversary attempts to generate another
valid message. The adversary must compute a valid sig-
nature σ ′ on message {R1,R2,R3, e1, e2, IDV , IDH}. Since
Schnorr signature is proven unforgeable under chosen mes-
sage attacks in the Random Oracle model [39], it is infeasible
for any adversary to generate a valid signature σ ′ without
the key (R, σ ). Moreover, due to the unknown key (R, σ ),
it is infeasible to generate a valid pair {e1, e2} within
polynomial time. Similarly, assume that an adversary has
trapped the access request message fi during the offline
authentication phase. It is clear that the adversary is not
able to compute another valid fj without the knowledge of
{SKj−1, Nj−1, Nj, rH}.
Next, we will demonstrate that the proposed protocol

resists the VLR impersonation attacks. Assume that an adver-
sary has intercepted the messages {e1, e2, eV , IDV }/{e3, e5}
during the online authentication phase. Then the adversary
tries to generate message {e1, e2, e′V , IDV } and {e3, e′5} and
transmits them to HLR and MU, respectively. If HLR or MU
accepts the message {e1, e2, e′V , IDV } or {e3, e

′

5}, the adver-
sary will succeed in impersonating as a valid VLR. However,
the computation of e′V relies on the secret key k and the shared
parameter R, while e′5 depends on the secret parameters
{rH , N0, e0}. Due to the Difficulty of Computational Diffie-
Hellman Problem and one-wayness of cryptographic hash
function, the adversary cannot extract the shared secret key
k from public messages. The adversary guesses valid secret
parameters {rH , N0, e0} with the probability 1/q3. Assume
that an adversary has intercepted the message {fi, gi} during
the offline authentication phase. Then the adversary tries to
generate another message gj and transmits it to MU. It is
obvious that the adversary is not able to compute another
valid gj without the knowledge of {SKj−1,Nj−1,Nj, rH}.
Finally, we show that the proposed protocol resists the

HLR impersonation attacks. Assume that an adversary has
intercepted the message {e3, e4}. Then the adversary tries
to generate another message {e′3, e

′

4} and transmits it to
VLR. Note that e′3 is decided by the proxy key σ and
the shared parameters {rH , N0, RV }, while e′4 is computed
from the proxy key k and the shared secret parameters
{rH , N0, e0}. Due to the hardness assumption of ECDH
Problems, the adversary cannot extract the shared secret keys
k from public messages. Due to the non-invertible property
of hash function, the adversary cannot compute the shared
secret parameters {rH ,N0, e0} from the interceptedmessages.
Therefore, the adversary generates valid secret parameters
{rH , N0, e0} with the probability 1/q3.
The above analysis shows that the adversary is not

able to launch impersonation attacks within polynomial
time.

4) KNOWN-KEY ATTACKS (S4)
To evaluate the damage of leakage of a set of consecutive
session keys and the long-term keys, we discuss the proba-
bility of deriving a session key from the compromised secret
keys and the compromised session keys. In the setting of
the delegation-based authentication protocol, we assume that
the proxy key pair (R, σ ) of the user MU, the secret key
SH of the HLR, the secret key SV of the VLR, and even
the system secret parameter s are disclosed to the adversary
and the adversary tries to generate a session key from some
compromised session keys. According to the origin of the
compromised session keys, we discuss this issue in the two
cases: online authentication and offline authentication.
Case 1 (Online Authentication): Assume that an adversary

has known all the participants’ long-term secret keys and a set
of m consecutive session keys SK (i−1)

0 , SK (i−2)
0 , . . . , SK (i−m)

0
of the (i − 1)-th, (i − 2)-th,. . .(i-m)-th online authentication
and tries to generate a session key SK (i)

0 /SK (i−m−1)
0 of the i-th/

(i-m-1)-th online authentication. Further assume that the
adversary has already intercepted all themessages {IDV ,IDH ,
R(j)1 , R(j)2 , R(j)3 , e(j)1 , e(j)2 , e(j)3 , e(j)4 , e(j)5 , e(j)V , σ ′(j)} (j = i, i −
1, i−2, . . . , i-m or i-1,i-2,. . .,i-m-1) transmitted among MU,
VLR and HLR. With the proxy key σ and k , the adversary
decrypts {e(j)1 , e(j)V , e(j)3 , e(j)4 } and extracts the random factors
{N (j)

0 , r (j)H , R(j)V } (j = i, i − 1, i − 2, . . . , i-m or i-1, i-2, . . .,
i-m-1). However, the adversary still fails in computing the
session key SK (i)

0 /SK (i−m−1)
0 . The adversary has to compute

h4(r
(i)
V R

(i)
1 ) or h4(r

(i−m−1)
V R(i−m−1)1 ). This is because SK (l)

0 =

h6(N
(l)
0 ‖r

(l)
H ‖e

(l)
0 ‖h4(r

(l)
V R(l)1 )), l = i or i-m-1, It is computa-

tionally infeasible for the adversary to compute r (i−1)1 R(i−1)V
from the pair (R(i−1)1 , R(i−1)V ) without r (i−1)1 or r (i−1)V due to
the hardness assumption of ECDH Problems. In this way,
the proposed protocol provides the secrecy of session keys.
Case 2 (Offline Authentication): Assume that an adversary

has known all the participants’ long-term secret keys and a
set of m consecutive session keys SKi−1, SKi−2, . . . , SKi−m
of the (i-1)-th, (i-2)-th,. . . (i-m)-the offline authentication and
attempts to compute the session key SKi/SKi−m−1 of the i-
th/(i-m-1)-th offline authentication. Further assume that the
adversary has intercepted all the messages {fj, gj} (j = i, i−
1, i − 2, . . . , i-m or i-1,i-2,. . . , i-m-1) transmitted between
MU and VLR. With the session key SKi−1, the adversary
decrypts {fi, gi} to obtain {Ai,Bi} and extract the number
Ni with the known Ni−1. Due to the hardness assumption
of ECDH Problems, it is computationally infeasible for the
adversary to compute biAi or aiBi from the pair (Ai,Bi).
Thus, the adversary cannot compute the session key SKi.
Similarly, with the session key SKi−m, the adversary decrypts
{fi−m, gi−m} and extracts Ni−m−1. However, the adversary is
not able to decrypt {fi−m−1, gi−m−1}. Thus, the adversary
cannot obtain {Ai−m−1,Bi−m−1}. Although the adversary
has Ni−m−1 and rH , it cannot still recover the session key
SKi−m−1 = h6(Ni−m−1‖SK i−m−1‖h(bi−m−1Ai−m−1)‖rH ).

Therefore, the proposed protocol eventually achieves
known key secrecy.
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D. FUNCTIONALITY ANALYSIS
In this section, we show that the proposed scheme can fulfill
the following functional requirements.

1) MUTUAL AUTHENTICATION (F1)
During the online authentication phase, VLR authenticates
MU by checking if the verification equation of the proxy
signature holds in Step 4, while VLR authenticates HLR by
checking if the plaintext R′V is equal to RV , and IDV and
IDH are valid identities. MU authenticates VLR and HLR
by checking if the hash value of {σ,R1,RV ,N ′0} is equal
to h3(σ‖R1‖RV ‖N0) and the decrypted strings {IDH , IDV }
are equal to HLR’s identity and VLR’s identity, respectively.
Here {σ , R1, RV , N ′0} is derived from the ciphertext e3. With-
out knowledge of the secret proxy key σ , it is impossible to
generate a valid e3 and impersonate HLR. HLR authenticates
VLR by checking whether ID′V is the same as the received
identity and ID′H is its identity where ID′V and ID′H are from
the ciphertext eV under the key k . Based on the message
{e1, e2}, HLR authenticates MU. After HLR decrypts e1 with
the proxy key σ which corresponds with R, HLR validates e2.

During the offline authentication phase, upon receiving the
login message fi from MU, VLR checks whether h1(Ni) =
Ni−1 and h1((Ni ⊕ rH )‖Ai) is valid. If they are valid,
VLR has successfully authenticated the MU. It is infeasi-
ble that any adversary generates the login message to pass
the verification of VLR, since the message is encrypted
with the previous session key SKi−1. Similarly, MU authen-
ticates VLR by checking the validity of the hash value
h5(h6(Ni‖SKi−1‖h4(biAi)‖rH )‖Bi) which is derived from gi.
Therefore, the proposed protocol negotiates the session key

after performing mutual authentication.

2) NON-REPUDIATION (F2)
At the first stage of the proposed protocol execution, MU pre-
computes a hash chain h(1)1 (rM ), h(2)1 (rM ), . . . , h(n+1)1 (rM ), i.e.
N0,N1, . . . ,Nn. During the online authentication phase, MU
signs h(n+1)1 (rM ) (it is hashed into e2) with the proxy key pair.
Then MU sends the proxy signature σ ′ to VLR. The proxy
key (R, σ ) is authorized by HLR. Since the proxy key and
the proxy signature are generated from Schnorr signature,
while Schnorr signature is proven unforgeable under chosen
message attacks in the Random Oracle model [39], it is
infeasible for any adversary to generate the proxy key pair
and the signature. Thus, if the proxy signature is valid, VLR
is sure that the MU is a legal user of HLR. Because only HLR
can authorize MU to sign on his behalf, once any dispute
happens, neither HLR nor MU can deny the access request
and authentic message (i.e., proxy signature).

During the offline authentication phase, MU obtains
{Ni, rH} from the SIM card, computes fi = ESKi−1 (Ni⊕Ni−1,
Ai, h1 ((Ni ⊕ rH )‖Ai)) and sends fi to VLR. When VLR
receives these messages fromMU, VLR recovers Ni by using
the session key SKi−1 and rH . Then VLR checks whether
h(Ni) and the hash value are the same as the stored value

Ni−1 and h1((Ni⊕ rH )‖Ai), respectively. If they are the same,
VLR authenticates the MU. Only a legal MU can compute
fi and the session key SKi. In essence, any adversary could
not masquerade MU to compute the authenticated ciphertext
fi and to deceive the VLR. Thus, even if the dispute occurs
during the offline authentication phase, MU cannot deny the
fact that he/she has gained access to VLR.

3) WEAK UN-TRACEABILITY (F3)
User privacy is an important issue in the roaming scenario.
We will show that the proposed protocol hides the roam-
ing user’s identity from any eavesdroppers and the foreign
servers. Moreover the proposed protocol hides user’s move-
ments from any eavesdroppers and other foreign servers
(except the VLR).

The proposed protocol uses the proxy key (R, σ ) and the
previous session key instead of any real identity of MU
to execute online authentication and offline authentication,
respectively. σ is kept secret by the MU and HLR. R is not
transmitted in the form of plaintext over the public network
during the online authentication phase.Without knowledge of
the VLR’s private key SV , it is impossible to work R out from
R3 since R is contained in R3. During the online authenti-
cation phase, the message {R1,R2,R3, e1, e2, σ ′, IDV , IDH}
sent by the MU is generated with random numbers r1 and
r2. It will change with each run of the protocol. Furthermore,
themessage eV is randomized by randomnumbersR1 andRV .
Thus, any adversary cannot trace the MU.

Besides, during the offline authentication phase, MU sends
different ciphertexts on different hash values with the previ-
ous session key. The adversary cannot use old ciphertexts to
figure out the trace of MU.

Therefore, besides MU and HLR, no one including VLR is
able to identify MU. Furthermore, other VLRs cannot decide
if MU has involved any protocol runs. The proposed protocol
can achieve the user weak un-traceability.

4) COMMUNICATION CONFIDENTIALITY (F4)
During the online authentication phase, after performing
mutual authentication, the protocol has agreed upon some
common secret parameters {rH , N0, RV } and a public param-
eter R1 among all the entities MU, VLR and HLR. However,
due to the Diffie-Hellman exchange, only MU and VLR can
compute the shared hash h4(r1RV ) or h4(rVR1). Upon the
hardness assumption of the discrete logarithm problem, HLR
is not able to calculate h4(r1RV ). Thus, it is impossible for
HLR to compute the session key SK0. This is since SK0 =

h6(N0‖rH‖e0‖h4(rVR1)).
During the offline authentication phase, after performing

mutual authentication, the MU and the VLR have exchanged
Ai and Bi with the shared previous session key SKi−1.
Through the similar analysis of the online case, since SKi =
h6(Ni‖SK i−1‖h4(biAi)‖rH ), one can infer that only the MU
and VLR are able to compute a Diffie-Hellman-like session
key SKi.
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Note that the session key in the online case is sent through
the public channel between MU and VLR. However, it is
protected by the one-way function. While the session key in
the offline case is also transmitted through the public channel
between MU and VLR, it first is hashed and then the hash
value is encrypted. Therefore, any adversary even including
HLR is not able to work out the session key from it. The
protocol provides strong security protection on the session
key against any adversary.

VI. SECURITY, FUNCTIONALITY AND
PERFORMANCE COMPARISON
In this section, we will make comparison with the related
DBAKA protocols for wireless roaming service in terms of
security, functionality and performance.

A. SECURITY COMPARISON
As shown as in Section V, the proposed scheme provides
key agreement, mutual authentication, and user weak un-
traceability. Furthermore, the scheme also provides commu-
nication confidentiality. The proposed scheme is also resilient
against denial of service attacks, request replication attacks
and impersonation attacks. It has removed the vulnerability of
the DBAKA protocols for wireless roaming service [8], [10],
i.e. known key attacks.

We compare security of the proposed scheme with existing
DBAKA protocols [4], [8], [10], [11], [30], [32], [33], [35].
A detailed security comparison is tabulated in Table 5.
Table 5 shows that the proposed scheme overcomes most of
the security weaknesses of the existing related schemes.

TABLE 5. Security comparison.

B. FUNCTIONALITY COMPARISON
In Table 6, we compare different functionalities of our pro-
posed scheme with the existing related DBAKA protocols
[4], [8], [10], [11], [30], [32], [33], [35]. The tabulated result
shows that none of the existing schemes provide communi-
cation confidentiality. These DBAKA protocols for wireless
roaming service also require the certificate based public key
of HLR. Since VLR also always acts as a HLR, the manage-
ment of the keys for HLRs or VLRs is not simple. In contrast,

TABLE 6. Functionality comparison.

our DBAKA protocol for wireless roaming service is based
on identity-based cryptography. Its key management is nearly
as simple as that of GSM. Furthermore, the existing related
DBAKA protocols for wireless roaming service require that
VLR and HLRmust share secretsKHV in advance. It is incon-
venient for the VLR and HLR. Since there are many VLRs
for a HLR in the portable communication system, each HLR
has to share a secret with every VLR. HLR also always acts
as a VLR. Thus, HLR must store some more shared secrets
again as a VLR. As the number of HLRs and VLRs enlarges,
the number of secrets stored by HLR and VLR will increase
rapidly. Our DBAKA protocol for wireless roaming service
does not require VLR and HLR to share any secret key in
advance. When they need to transmit message to each other,
they compute the shared secret from each other’s identity.

C. PERFORMANCE COMPARISON
Since Tsai et al.’s DBAKA protocol for wireless roaming ser-
vice [11] is efficient and Hwang et al.’s DBAKA protocol for
wireless roaming service [10] has stronger security, we only
give the comparison results among the proposed scheme and
the two schemes in term of storage cost, computational cost
and communication cost.

TABLE 7. Storage required at the MU side.

Assume that the order q of the generator P in the ellip-
tic curve group G1 is a 160-bit prime and hash values are
128-bit strings (e.g. use MD5). Consider that the authen-
tication for TMISs consists of the VLR, the HLR and a
resource constrained mobile device. We only discuss the
storage requirements of MU. In Table 7, we tabulate the
storage size at the MU side. The proposed DBAKA protocol
requires MU’s device to store more 512 bits than Tsai et al.’s
DBAKA protocol for wireless roaming service. However, it is
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TABLE 8. Computation costs.

practically insignificant considering that fact that the most
current mobile devices, including 4G cellular phones, per-
sonal digital assistants (PDAs) and notebook computers, has
over a few hundred MB or a few GB of available mem-
ory. In contrast to our protocol, Hwang et al.’s DBAKA
protocol for wireless roaming service requires the storage
of (6120+128n)-bit strings at the MU side.
A DBAKA protocol for wireless roaming service con-

sists of phases: setup, registration, online authentication
and offline authentication. Since the setup and registration
phases have been completed before the session key agreement
begins, we only tabulate the computational costs at the user
side and the server side for the online/offline authentication.
We ignore lightweight computations, such as the XOR oper-
ations and the addition operation in Zq.
By Tp, Ts, Tm, Te, Ta, Tinv, Th, tsym, th, tm, TM , te, tinv, Tsig,

and Tvsig, we denote the time required to perform one pairing
operation, one scalar multiplication in G1, one multiplication
inG2, one exponentiation inG2, one point addition operation
in G1, one inverse operation in G2, one map-to-point hash
operation, one symmetric encryption/decryption operation,
one hash operation, one modular multiplication in Zq, one
multiplication, one exponentiation, one inverse operation in a
field, one signature generation and one signature verification,
respectively.

In Table 8, we analyze the efficiency on computation costs
of the proposed scheme and the schemes [10], [11]. Accord-
ing to [40]–[42], the time of different operations satisfies the
following: Tp ≈ 1440tm, Ts ≈ 29tm, Te ≈ 21tm, Th ≈ 23tm,
Tm ≈ th ≈ tm, tsym ≈ 3tm, Ta ≈ 0.12tm, and Tinv ≈
240tm. It can be observed that the proposed scheme is more
computationally costly which in contrary is a result of provid-
ing enhanced security and more functionality properties with
respect to the related DBAKA protocols for wireless roaming
service [10], [11] as shown in Tables 5 and 6.

Now we evaluate the computing time of the opera-
tions. Compared with other operations, bilinear pairing
computation is more expensive. Fortunately, the detailed
simulation shows [22] that by using the Pairing-Based
Cryptography (PBC) library [43] and the GNU Multiple
Precision (GMP) arithmetic library [44], one bilinear pairing
operation requires 74.1ms, 2.9ms for iPhone 4S and Intel
Core i5-2500 (at 3.30 GHz), respectively. During online

authentication, at the side of mobile devices, the computa-
tional costs of the proposed scheme, Tsai et al.’s scheme and
Hwang et al.’s scheme are 156.95, 20.48, and 528.28 mil-
liseconds, respectively. At the side of VLR(HLR), the com-
putational costs of the proposed scheme, Tsai et al.’s scheme
and Hwang et al.’s scheme are 44.27(2.92), 26.45(2.02),
and 278.82(360.82)milliseconds, respectively. During offline
authentication, at the side of mobile devices, the computa-
tional costs of the proposed scheme, Tsai et al.’s scheme and
Hwang et al.’s scheme are 3.5, 2.51, and 5.26 milliseconds,
respectively. At the side of VLR, the computational costs
of the proposed scheme, Tsai et al.’s scheme and Hwang
et al.’s scheme are 15.14, 1.12, and 22.01 milliseconds,
respectively. The proposed scheme performs better than the
protocol in [11]. The protocol in [11] has better performance
than the proposed scheme. However, the scheme fails to
achieve weak un-traceablility, communication confidentially
and resist against known key attacks. Hence, considering the
higher security level and the more functionality properties,
the computational overhead of the proposed scheme in com-
parison to Tsai et al.’s DBAKA protocol is acceptable.

TABLE 9. Communication costs.

In Table 9, we tabulate the number of bits required for
each communication among the proposed scheme and other
related existing schemes. We assume that bit size of the
identity and random numbers are 160 bits and 128 bits,
respectively. The block size (for example, AES-128) of sym-
metric encryption/decryption is 128 bits. Since registration is
executed only once, we concentrate on the message exchange
during the login and authentication phases. The proposed
scheme requires less communication cost as compared to
that for Hwang et al.’s scheme. Though the proposed scheme
requires more communication cost as compared to that for
Tsai et al.’s scheme, it provides various security and func-
tionality features as shown in Tables 5 and 6.
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VII. CONCLUSION
In this paper, we have demonstrated that Kim et al.’s and
Hwang et al.’s DBAKA protocols for wireless roaming ser-
vice are vulnerable to known key attacks. Furthermore, these
DBAKA protocols for wireless roaming service fail to pro-
vide the communication confidentiality. Then we proposed
a new DBAKA protocol for wireless roaming service based
on ID-based cryptography. The proposed scheme eliminates
all the vulnerabilities of the protocols [8], [10]. Moreover,
we have conducted a BAN-logic analysis, which confirmed
that our protocol satisfies mutual authentication. Detailed
security analysis shows that the proposed scheme provides
better security and more admired functionality features as
compared with other existing DBAKA protocols for wireless
roaming service. The proposed authentication scheme for
TMISs requires a little more communication and computa-
tional costs than Tsai et al.’s protocol, but these computa-
tions are still lightweight, which is completely acceptable
and applicable for the mobile device. Future work includes
implementing the proposed scheme in a real-world environ-
ment and designing DBAKA protocols for wireless roaming
service with strong untraceability.
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