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ABSTRACT Despite the rapid escalation of cyber threats, there has still been little research into the
foundations of the subject or methodologies that could serve to guide information systems researchers
and practitioners who deal with cybersecurity. In addition, little is known about crime-as-a-service (CaaS),
a criminal business model that underpins the cybercrime underground. This research gap and the practical
cybercrime problems we face have motivated us to investigate the cybercrime underground economy by
taking a data analytics approach from a design science perspective. To achieve this goal, we: (1) propose
a data analysis framework for analyzing the cybercrime underground; (2) propose CaaS and crimeware
definitions; (3) propose an associated classification model, and (4) develop an example application to
demonstrate how the proposed framework and classification model could be implemented in practice.
We then use this application to investigate the cybercrime underground economy by analyzing a large data
set obtained from the online hacking community. By taking a design science research approach, this paper
contributes to the design artifacts, foundations, and methodologies in this area. Moreover, it provides useful
practical insights to practitioners by suggesting guidelines as to how governments and organizations in all
industries can prepare for attacks by the cybercrime underground.

INDEX TERMS Crimeware-as-a-Service, crimeware, underground economy, hacking community, machine
learning, design science research.

I. INTRODUCTION
As the threat posed by massive cyberattacks (e.g., ran-
somware and distributed denial of service attacks (DDoS))
and cybercrimes has grown, individuals, organizations, and
governments have struggled to find ways to defend against
them. In 2017, ransomware known as WannaCry was respon-
sible for nearly 45,000 attacks in almost 100 countries [1].
The explosive impact of cybercrime has put governments
under pressure to increase their cybersecurity budgets. United
States President Barack Obama proposed spending over
$19 billion on cybersecurity as part of his fiscal year
2017 budget, an increase of more than 35% since 2016 [2].

Global cyberattacks (such as WannaCry and Petya) are
executed by highly organized criminal groups, and orga-
nized or national-level crime groups have been behind many
recent attacks. Typically, criminal groups buy and sell hack-
ing tools and services on the cybercrime black market,
wherein attackers share a range of hacking-related infor-
mation. This online underground market is operated by
groups of attackers, and it in turn supports the underground

cybercrime economy [3]. The cybercrime underground has
thus emerged as a new type of organization that both oper-
ates black markets and enables cybercrime conspiracies to
flourish.

Because organized cybercrime requires an online network
to exist and to conduct its attacks, it is highly dependent
on closed underground communities (e.g., Hackforums and
Crackingzilla). The anonymity these closed groups offer
means that cybercrime networks are structured differently
than traditional Mafia-style heirarchies [4], which are ver-
tical, concentrated, rigid, and fixed. In contrast, cybercrime
networks are lateral, diffuse, fluid, and evolving. Since
cyberspace is a network of networks [5], the threat posed
by the rise of highly professional network-based cybercrime
business models, such as Crimeware-as-a-Service (CaaS),
remains mostly invisible to governments, organizations, and
individuals.

Even though Information Systems (IS) researchers and
practitioners are taking an increasing interest in cybercrime,
due to the critical issues arising from the rapid increase in
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cyber threats, few have attempted to put this new interest on a
solid foundation or develop suitable methodologies. Previous
studies have not analyzed the underground economy behind
cybercrime in depth. Furthermore, little is known about CaaS,
one of the primary business models behind the cybercrime
underground. There is an overall lack of understanding, both
in research and practice, of the nature of this underground and
the mechanisms underlying it.

This research gap, and the practical problems faced by
cybercriminals, motivates our study. We take a data ana-
lytics approach and investigate the cybercrime economy
from a design science perspective. To achieve this goal, we
(1) propose a data analysis framework for analyzing the
cybercrime underground to guide researchers and practition-
ers; (2) define CaaS and crimeware to better reflect their
features from both academic research and business practice
perspectives; (3) use this to build a classification model for
CaaS and crimeware; and (4) build an application to demon-
strate how the proposed framework and classification model
could be implemented in practice.We then evaluate this appli-
cation by applying it in a case study, namely investigating the
cybercrime economy by analyzing a large dataset from the
online hacking community.

This study takes a design science research (DSR)
approach. Design science ‘‘creates and evaluates informa-
tion technology artifacts intended to solve identified prob-
lems’’ [6]. DSR involves developing a range of IT artifacts,
such as decision support systems, models, frameworks,
tools, methods, and applications [7]. Where behavioral sci-
ence research seeks to develop and justify theories that
explain or predict human or organizational phenomena,
DSR seeks to extend the boundaries of human and orga-
nizational capabilities by creating new and innovative arti-
facts [6]–[8]. DSR’s contribution is to add value to the
literature and practice in terms of ‘‘design artifacts, design
construction knowledge (e.g., foundations), and/or design
evaluation knowledge (e.g., methodologies),’’ [7].

This study follows these DSR guidelines and contributes
design artifacts, foundations, and methodologies [7]. In par-
ticular, DSR must demonstrate that design artifacts are
‘‘implementable’’ in the business environment to solve an
important problem [7], so we provide an implementable
framework rather than a conceptual one. We also create a
front-end application as a case example to demonstrate how
the proposed framework and classification model could be
implemented in practice. In addition, this study contributes
to design theory [9], [10].

As for foundations, DSR should have a creative develop-
ment of constructs, models, methods, or instantiations that
extend the design science knowledge base [7]. This study
therefore adds to the knowledge base by providing founda-
tional elements such as constructs (definitions, frameworks,
and applications), a model (classification model), a method
(analysis), and instantiations (applications).

As for methodologies, the creative development and
use of evaluation methods provide DSR contributions [7].

Accordingly, this study uses dynamic analysis to conduct
an ex-ante evaluation of the classification model. It also
conducts an ex-post evaluation of a front-end application
using observational methods (case examples). From a prac-
tical perspective, this study also provides practitioners with
useful insights by making suggestions to guide governments
and organizations in all industries in solving the problems
they face when preparing for attacks from the cybercrime
underground.

II. CONCEPTUAL BACKGROUND
A. CYBERCRIME UNDERGROUND BUSINESS MODEL
Cybercrime has undergone a revolutionary change, going
from being product-oriented to service-oriented because the
fact it operates in the virtual world, with different spatial
and temporal constraints, differentiates it from other crime
taking place in the physical world [11]. As part of this change,
the cybercrime underground has emerged as a secret cyber-
crime marketplace because emerging technological changes
have provided organized cybercriminal groups with unprece-
dented opportunities for exploitation [12].

The cybercrime underground has a highly professional
business model that supports its own underground
economy [5]. This business model, known as CaaS, is
‘‘a businessmodel used in the undergroundmarket where ille-
gal services are provided to help underground buyers conduct
cybercrimes, such as attacks, infections, and money launder-
ing in an automated manner,’’ [3]. Thus, CaaS is referred
to as a do-it-for-me service, unlike crimeware which is a
do-it-yourself product.

Because CaaS is designed for novices, its customers do
not need to run a hacking server or have high-level hacking
skills. Consequently, the CaaS business model can involve
the following roles: writing a hacking program, performing
an attack, commissioning an attack, providing an attack
server (infrastructure), and laundering the proceeds. Sood
and Enbody [3] have suggested that crimeware marketplaces
have three key elements, namely actors (e.g., coders, oper-
ators, or buyers), value chains, and modes of operation
(e.g., CaaS, pay-per-install, crimeware toolkits, brokerage,
or supplying data). Periodic monitoring and analysis of the
content of cybercrime marketplaces could help predict future
cyber threats [3].

B. ROUTINE ACTIVITY THEORY
In criminology, routine activity theory (RAT) is used to
explain the causes of crime, both general criminal activ-
ity and cybercrime [13], [14]. According to this theory,
three elements are necessary for crimes to be committed:
(1) a likely offender, (2) a suitable target, and (3) the absence
of capable guardians against crime. In a cybercrime context,
the ‘‘likely offenders’’ are motivated sellers and potential
buyers in the underground market, and the ‘‘suitable targets’’
are the targeted vulnerable organizations. The ‘‘absence of
capable guardians against crime’’ is due to organizations
failing to take preventive measures against cybercrime.
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Two types of product or service are available in the cyber-
crime underground. The first can be either CaaS or crimeware
that are related to attack strategy, for example, phishing,
brute force, or DDoS attacks, or can be used for spam-
ming or creating botnets, exploits, ransomware, rootkits, or
Trojans. Attack strategies often exploit system vulnerabilities
such as application loopholes. In addition, social engineering
attacks exploit human vulnerabilities [15]. The most well-
known example of such an attack is the use of a ‘‘secret
question’’ for password recovery: attackers check into the
user’s background to guess the secret question and hence steal
the account. However, because social engineering is one of
the oldest account hacking techniques, most account holders
are now aware of it. In addition, social engineering-related
products and services are rarely traded underground, although
a few sellers have been known to sell tutorials. As a result,
we have not included ‘‘social engineering services’’ as a
CaaS type.

The second type of product or service available neutral-
izes organizations’ preventive measures, such as anti-virus
programs. These are based on programs designed to evade
anti-virus software to either cause mischief or be left behind
for later activation. Examples include encryption and virtual
private network (VPN) services, crypters, and proxies.

From the perspective of RAT, the likely offenders are
attackers motivated to attack organizations or products that
constitute a suitable target. If such targets are attacked, how-
ever, both the targets and thosewho supply their cybersecurity
products become aware of the vulnerabilities that made the
attack possible, leading them to apply security updates to their
software. These updates can be seen as capable guardians
against crime, and the preventive measures taken can be
identified by looking through each program’s version history.

However, this is not the end of the matter, because the
attackers will then develop and sell new versions of their
hacking tools to combat the guardians, thus re-establishing
the third RAT condition, the absence of capable guardians
against crime. Such events can also be identified by the ver-
sion numbers of the hacking tools sold on the black market:
since it is an online marketplace, attackers must give detailed
explanations to retain their customers’ confidence. This cycle
will continue as long as attackers can find vulnerabilities in
organizations or products.

From this perspective, the cybercrime underground black
market is essentially a market economy, ruled by supply and
demand, with the preventive measures taken by organiza-
tions being the key drivers of demand. Ironically, attackers
can only sell new tools because of their target organiza-
tions’ ongoing preventive measures, which serve to make
the black market more viable. Unlike criminals in gen-
eral, attackers regard capable guardians against crime as a
necessary evil, because cybercrime tends to adhere faith-
fully to market economy principles. Therefore, to get at the
fundamental cybercrime issues, we need to understand the
mechanisms underlying the cybercrime underground from an
RAT perspective.

III. CLASSIFICATION AND DEFINITION OF CRIMEWARE
PRODUCTS AND SERVICES
Although both academics and practitioners have recently
started to devote more attention to CaaS, its fast-growing
nature has prevented them from reaching consensus on how
to define different types of CaaS and crimeware. As a result,
most of the academic research has borrowed the definitions
used by the business practice literature, leading to widely
varying interpretations in different disciplines. Given this
ambiguity, we approach categorizing CaaS and crimeware
from an RAT perspective (considering vulnerabilities as suit-
able targets and preventive measures as capable guardians
against crime) in a cybercrime underground context.
In addition, we redefine CaaS and crimeware based on the
definitions used in existing research and practice.

A. CLASSIFICATION OF CRIMEWARE SERVICES
AND PRODUCTS
Table 1 lists the definitions of CaaS and crimeware used in
the academic and business practices literature, which form
a basis for our classification model, suitable for the IS field.
We reclassify CaaS and crimeware in terms of the suitable tar-
gets (attack strategy/mode) and absence of capable guardians
(preventive measures) in a cybercrime underground context.

The different attack strategies/modes in Table 1 are asso-
ciated with RAT’s suitable targets because vulnerable orga-
nizations, products, and services may suffer from attacks
using a variety of strategies. In contrast, preventive mea-
sures are associated with RAT’s absence of capable guardians
because encryption and VPN services, crypters, and proxies
are intended to neutralize preventive measures by bypassing
anti-virus and log monitoring software.

B. DEFINITION OF CRIMEWARE SERVICES
AND PRODUCTS
We now need to review the definitions used in both the
research and business practice literature. This study extends
the IS literature by facilitating a conceptual understanding
of the CaaS business models used by the cybercrime under-
ground. Drawing upon prior research and business practice
literature, we propose definitions of CaaS and crimeware that
better reflect the features of CaaS in both of these areas.

1) CRIMEWARE-AS-A-SERVICE
• Account Hacking Services: Previous academic research
has defined account hacking as ‘‘a crime which origi-
nated as a type of theft specific to digital environments
where users create personal digital profiles and store
valuable personal information such as passwords, bank
account numbers, and ID numbers,’’ [16]. In digital envi-
ronments, such as cloud computing platforms, account
hacking is one of the main cybersecurity threats. The
most common account hacking methods are phishing
and brute force attacks. With an emphasis on selling
this as a service, we define an account hacking service
as a service that offers to gain unauthorized access
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TABLE 1. Classification of crimeware products and services. Phishing and brute force attack services are subsets of account hacking service.

to a target’s account by obtaining account information
(e.g., username and password) or extra security infor-
mation (e.g., security questions and answers).
Phishing Services: Phishing has been defined in the
business practice literature in the last few years because
it has become increasingly sophisticated and is one of
the most common techniques used by cybercriminals.
Phishing is defined as ‘‘masquerading as a trustworthy
source in an attempt to bait a user to surrender sensitive
information such as a username, password, and credit
card number,’’ [22]. Volonino et al. [18] defined phish-
ing as ‘‘sending an e-mail to a user falsely claiming to be
a legitimate enterprise in an attempt to scam the user.’’
The term ‘‘phishing’’ is a portmanteau of ‘‘password’’
and ‘‘fishing,’’ where the latter refers to catching fish
using bait or a lure. We thus define a phishing service
as a service that hacks accounts by pretending to be a
reliable source, such as a bank or card service.
Brute Force Attack Services: A brute force attack is an
attempt to log in to an account and steal it by repeatedly

trying random passwords. Such attacks often target less
specific targets than phishing or social engineering. For
example, an attacker may try to log in using one of the
system’s default usernames (e.g., ‘‘root’’ or ‘‘admin’’)
by systematically trying all possible passwords. We thus
define a brute force attack service as a service that hacks
accounts by trying all possible passwords.

• DDoS Attack Services: In the research literature,
a DDoS attack is defined as ‘‘an attack which makes
resources unavailable to its legitimate users,’’ [25]. In the
business practice literature, it is defined as ‘‘an attack
involving an enormous number of spurious requests
from a large number of computers worldwide that
flood a target server,’’ [16]. DDoS botnet attacks can
cause serious damage: for example, the Gameover Zeus
attack stole online banking credentials, resulting in
a $100 million loss [26]. However, the above definitions
are not precise and do not encompass all the definitions
used in research and practice. We thus define a DDoS
attack service as a service that makes one target service
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unavailable by flooding it with traffic from multiple
compromised sources.

• Spamming Services: Over the last decade, spamming
has been defined in a variety of ways in the litera-
ture. The academic literature defines spam as ‘‘unso-
licited and unwanted e-mail from a stranger that is
sent in bulk to large mailing lists, usually with some
commercial objective,’’ [27]. Likewise, Gyongyi and
Garcia-Molina [28] defined spamming as ‘‘any deliber-
ate human action that is meant to trigger an unjustifiably
favorable relevance or importance of some web page
considering the page’s true value.’’ Based on these char-
acteristics, we define a spamming service as a service
that sends out unsolicited emails to a large number of
people (e.g., mailing lists) using automated software.

• Crypting Services: Crypter encrypt programs or source
code to avoid detection and tracking and thus bypass
anti-virus software [30]. Like other hacking services,
encryption is sold as a service because crypters require
a certain level of skill to use. The goal of such a service
is to neutralize the preventive measures put in place by
organizations and anti-virus software, preventing hack-
ing programs from being caught or allowing them to be
left behind to collect information. We define an crypting
service as a service that encrypts malicious code by
using a crypter to bypass anti-virus software.

• VPN Services: Networks connect different entities, and
private networks only allow access by closed commu-
nities of authorized users [31]. The most secure way
to access the Internet is using a VPN, because it hides
all user information (e.g., identity and IP address).
Because attackers use VPN services to avoid tracking or
IP blocks, they are categorized as CaaS-related preven-
tive measures. We thus define a VPN service as a service
that provides a secure connection to the Internet via a
virtual private network.

2) CRIMEWARE PRODUCTS
Crimeware itself is not considered to be CaaS, and comes in
several different forms, as follows.
• Bootnet: Botnets are networks of compromised
(or ‘‘zombie’’) computers controlled by ‘‘bot masters,’’
and have become the most common cyberattack vector
over the past few years [34], [35]. We define a botnet
as a network of infected devices, typically used for
DDoS attacks.

• Exploit: In the business practice field, an exploit is
defined as ‘‘a program created specifically to exploit
a vulnerability, in other words—simply trying to take
advantage of an error in the design or programming of a
system or application,’’ [37] and is used to obtain admin-
istrator privileges on a system. We thus define an exploit
as a program or script that exploits vulnerabilities in
applications, servers, or clients.

• Ransomware: Ransomware is a type of malicious soft-
ware that disables the functionality of a computer in

some way [38]. We thus define ransomware asmalicious
software that encrypts a victim’s data to extort money
from them.

• Rootkit: The business practice literature defines a
rootkit as ‘‘a program that allows someone to obtain
root-level access to the computer,’’ [44]. We thus
define a rootkit as a piece of malicious software that
enables administrator-level access to an operating sys-
tem or computer network.

• Trojan: Trojans are defined by Colarik and
Janczewski [46] as malicious programs that perform a
legitimate function but also engage in unknown and/or
unwanted activity. We thus define a Trojan as a piece of
malware that provides unauthorized remote access to a
victim’s computer.

• Drive-by download: All these crimeware products are
used in drive-by download attacks, which have become
one of the primary types of cyberattack worldwide. Such
attacks target victims through their Internet browsers,
installing malware their computers as soon as they visit
an infected website [33]. We thus define a drive-by
download attack as an attack that installs malware when
the victim visits a malicious webpage.

• Crypter: Crypters can encrypt programs or source code
to avoid detection and tracking by bypassing anti-virus
software [30], and can also be offered as a service.
We thus define a crypter as a piece of encryption soft-
ware that helps an intruder to bypass security programs.

• Proxy: Proxies are used for a variety of purposes, such as
accelerating data transmission and filtering traffic [20].
We thus define a proxy as a server that enables anony-
mous Web browsing.

IV. ANALYTICAL FRAMEWORK AND METHODS
The constructs used in DSR are entity representations [10]
that provide the vocabulary and symbols needed to define
problems and solutions [7]. Accordingly, the design elements
used in this study are the cybercrime underground, criminal
items (CaaS and crimeware), classifications, and front-end
system applications, and the artifacts are based on these
constructs. These artifacts are evaluated in two stages [49]:
ex-ante (classification evaluation) and ex-post (case exam-
ple). BecauseDSR should be tentative, this ex-post evaluation
is essential to the search process used by iterative DSR, which
comprises search, design, ex-ante evaluation, construction,
artifact, ex-post evaluation, and research [49]. Based on this,
we propose the data analysis framework shown in Fig. 1.

Because cybercrime differs from general crime in many
ways, we need to conduct a variety of analyses using a large
dataset. A previous study [50] proposed a data mining frame-
work for crime, dividing crimes harmful to the general public
into eight categories: traffic violations, sex crime, theft, fraud,
arson, gang/drug offenses, violent crime, and cybercrime.

Although the previous study explained how data mining
techniques could be applied to crime analysis, it did not
consider the specific features of cybercrime. Furthermore, it
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FIGURE 1. Proposed data analytical framework. Sections are in parentheses.

only explained the data mining techniques briefly, rather than
presenting a broad overview of the framework [50]. In con-
trast, the goal of our data analysis framework is to conduct a
big-picture investigation of the cybercrime underground by
covering all phases of data analysis from the beginning to
the end (see Fig. 1). This framework comprises four steps:
(1) defining goals; (2) identifying sources; (3) selecting ana-
lytical methods; and (4) implementing an application.

Because this study emphasizes the importance of RAT
for analyzing the cybercrime underground, the proposed
RAT-based definitions are critical to this framework:
Steps 1–4 all contain the RAT elements, as Fig. 1 shows.

A. STEP 1: DEFINING GOALS
The first step is to identify the conceptual scope of the
analysis. Specifically, this step identifies the analysis con-
text, namely the objectives and goals. To gain an in-depth
understanding of the current CaaS research, we investigated
the cybercrime underground, which operates as a closed
community. Thus, the goal of the proposed framework is to
‘‘investigate the cybercrime underground economy.’’

B. STEP 2: IDENTIFYING SOURCES
The second step is to identify the data sources, based on
the goals defined by Step 1. This step should consider what
data is needed and where it can be obtained. Since the goal
of this study is to investigate the cybercrime underground,
we consider data on the cybercrime underground community.
We therefore collected such data from the community itself
and obtained amalware database from a leading global cyber-
security research firm.

Because cybercimimals often change their IP addresses
and use anti-crawling scripts to conceal their communica-
tions, we used a self-developed crawler that can resolve
captchas and anti-crawling scripts to gather the neces-
sary data. We collected a total of 2,672,091 posts sell-
ing CaaS or crimeware, made between August 2008 and
October 2017, from a large hacking community site
(www.hackforums.net) with over 578,000members andmore
than 40 million posts. We also collected 16,172 user profiles
of sellers and potential buyers, based on their communication
histories, as well as prices and questions and answers about
the transactions.
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FIGURE 2. Rule-based matrix used for content filtering.

The black market uses traditional forum threads
(e.g., bulletin boards) instead of typical e-commerce plat-
forms (e.g., eBay, and Amazon). For example, sellers create
threads in marketplace forums to sell items, and potential
buyers comment on these threads. One of the most significant
challenges was therefore converting this unstructured data
into structured data. Since the product features, prices, and
descriptions were explained within longer texts, we used a
variety of text mining techniques to extract the important
features: for example, we used named entity recognition to
extract company names (see Section IV-C(2)). Since these
texts included many typographic errors and jargon terms,
we had to create a dictionary for use during a preprocessing
step.

In addition, we obtained a malware database from a
cybersecurity firm containing over 53,815 entries covering
cybercrimes between May 11, 2010 and January 13, 2014.
This unique dataset strengthened our study by providing real-
world evidence from a different viewpoint.

C. STEP 3: SELECTING ANALYTICAL METHODS
1) CAAS AND CRIMEWARE CLASSIFICATION MODEL
A diverse range of items are sold in the cybercrime under-
ground, with different degrees of associated risk. For this
study, we focusedmainly on items critical to hacking.We first
filtered the messages to select only those that carried signif-
icant risks, and then divided them into the categories shown
in Table 1.

To determine if a given message is dangerous, our classi-
fication model checks whether it falls into one of the follow-
ing five categories: Threat, Product/Service, File Extension,
Market, and Exclusion. Fig. 2 shows a simplified example
to clarify this rule-based approach. We used a dictionary
consisting of 1,191 keywords spread across five categories,
built using data obtained from the cybersecurity research
firm, anti-virus vendors, Wikipedia, and forums.

To be classified as a dangerous Threat, for example, a mes-
sage must also contain Market-related keywords. Messages
containing both Threat- and Market-related keywords are
considered more dangerous (e.g., ‘‘Selling silent Microsoft
Office exploit’’) than messages with only Threat-related
keywords (e.g., ‘‘Can I hide a file inside a word doc?’’).
Likewise, messages related to the Product/Service, Market,
and File Extension categories are not identified as dangerous
if they only contain keywords related to one category.
In addition, messages containing Exclusion-related keywords
(e.g., ‘‘tutorials’’ or ‘‘tips’’) are not identified as a dangerous
(see Fig. 2).

To classify messages correctly, we also use keywords
related to CaaS and crimeware. This classification step is
applied after the messages have been filtered as above,
so many keywords are not needed and the criteria are simpler.
However, when a message fits into multiple categories, this
overlap is recorded so as to derive additional insights from the
later analysis and applications. The types of keyword used for
the proposed classification model are as follows.
• Threat: keywords directly related to threats or cyberat-
tacks (e.g., ‘‘exploit’’ or ‘‘botnet’’).

• Product/Service: keywords related to products or ser-
vices (e.g., ‘‘Facebook’’ or ‘‘Skype’’).

• File Extension: keywords related to software or add-ons
(e.g., ‘‘doc’’ or ‘‘ppt’’).

• Market: keywords related to markets or transactions
(e.g., ‘‘selling’’ or ‘‘$’’).

• Exclusion: keywords that are not related to malware
(e.g., ‘‘tutorial’’ or ‘‘tips’’).

To improve the quality of the training data, we referred
to the malware database obtained from the cybersecu-
rity research firm. Since this database contained labeled
black market communications by cybersecurity profession-
als, it provided an appropriate guide for building the training
dataset.
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However, the database was a little out of date
(May 11, 2011 to January 13, 2014), so we also referred
to more recent data from anti-virus vendors’ websites. Four
undergraduate students (two groups of two) with cyberse-
curity backgrounds assisted in validating this data. Before
creating the training dataset, we presented the participants
with a set of guidelines and procedures based on the mal-
ware dataset. After they had fully understood and discussed
these, we used them to create the training data. When two
students disagreed, someone from the other group discussed
the matter with them to help reconcile the disagreement.
The inter-rater reliability score was 82%. This is above the
suggested reliability minimum (80%), and so was considered
adequate [51].

We employ the naïve Bayes algorithm, a probabilistic
classification algorithm [52], [53] that addresses probabilis-
tic reasoning under uncertainty, because it is the simplest
approach for text classification [54]. Its predictions self-
correct as new information is encountered, so they become
more accurate with more data. The conditional probability is
given by Bayes’ theorem:

P(Ci | d) =
P(d |Cj)P(Cj)

P(d)
(1)

Here, P(Cj) and P(Ci|d) are the prior and posterior prob-
abilities of class Ci, while P(d) and P(d |Ci) are the prior
and posterior probabilities of the predictor d . The dependent
feature vector is x = (x1, x2, . . . , xn) and Bayes’ theorem
gives us the following.

Ci = argmax P(x1, x2, x3, x4, . . . , xn |C)P(Ci) (2)

Ci = argmax
n∏
i=1

P(xn |Ci)P(Ci) (3)

P(xi) =
Number of xi in documents of class C

Number of words in documents of class C
(4)

Basing the probabilistic classifier on the naïve Bayes
model simplifies the conditional independence assumptions
for the CaaS and crimeware classes. The sentences in a
document are tokenized into words, which are classified as
relating to either CaaS or crimeware. The likelihood of the
document having feature xi can then be computed by dividing
‘‘the number of features xi in documents of class C’’ by ‘‘the
number of words in documents of class C’’ (Equation 4).

2) COMPANY NAME EXTRACTION
Named entity recognition is an information extraction tech-
nique that classifies named entities based on a predefined
dictionary. We used the Open Calais API to recognize com-
pany and personal names. For example, Fig. 3 shows that
‘‘Apple’’ is recognized as referring to the company rather
than the fruit. We use named entity recognition to identify the
company names mentioned in the cybercrime underground,
which we consider as potential targets (e.g., RAT suitable
targets) [13], [14].

FIGURE 3. Named entity recognition.

D. STEP 4: IMPLEMENTING AN APPLICATION
Although organizations emphasize the measures they take to
prevent cybercrime, their overall effectiveness has yet to be
empirically demonstrated in practice. In the last step of our
framework, we demonstrate the use of the proposed CaaS
and crimeware definitions, classification model, and analysis
framework. The resulting application implements all the data
analysis methods explained in Section IV and aims to demon-
strate how our proposed framework can deliver insights to end
users.

V. DATA ANALYSIS AND RESULTS
The data analysis step of the proposed framework involves
four steps. Here, we report the data analysis results: CaaS
and crimeware classification and market trends, cybercrime
market dynamics, and potential hacking targets.

A. CaaS AND CRIMEWARE CLASSIFICATION
AND MARKET TRENDS
Here, we evaluate the accuracy of the proposed classifi-
cations. Specifically, we analyze the CaaS and crimeware
trends between 2008 and October 2017 based on these
classifications.

As Fig. 4 illustrates, the most common classes overall
were botnets (17%) and exploits (17%). The most popular
classes in 2017 were botnets (33%), VPN services (20%),
exploits (13%), and brute force attack services (7%). In RAT
terms, this indicates that attackers are interested in both
attack strategy/mode (suitable targets) and preventive mea-
sures (capable guardians against crime).

To validate our classification model, we used a
confusion matrix, a common method of calculating classi-
fier output accuracy [55]. The training and testing datasets
comprised 300 and 700 items, respectively. This gave
an accuracy of 82.6% with a 95% confidence interval
of (70.74%, 81.24%) for identifying the risks posed by
CaaS- and crimeware-related messages. There were 92 true
positives and 488 true negatives, so the precision, sensitivity,
and specificity were 0.561, 0.638, and 0.871, respectively.

The CaaS and crimeware classification accuracy was
76.7%, with a 95% confidence interval of (75.32%, 72.28%).
In addition, the precision and sensitivity were both 0.767, and
the specificity was 0.971.
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FIGURE 4. Dynamic trends of cybercrime underground market
(2008-2017.10): (a) Comparison among categories. (b) Category
self-comparison by year.

B. CYBERCRIME MARKET DYNAMICS
Marketplaces involve heterogeneous consumer demands that
necessitate product differentiation, therefore social network
analysis can be used to discover threats in hacker commu-
nities in the cybercrime underground context. In this regard,
data visualization gives us new insights into the data and its
structure by intuitively expressing relationships that cannot
be seen directly from the data itself.

On the market supply side, Fig. 5 shows what the CaaS and
crimeware sellers were attempting to sell. We considered four
time spans, namely 2008–2010, 2011–2013, 2014–2017/10,
and 2008–2017/10 to explore how the items for sale have
evolved.

We created networks where the nodes represented sellers
and illegal items. To focus on the types of criminal item,
the seller information was masked. As Fig. 5 shows, DDoS
attacks were the most common items between 2008–2010,
but their prevalence has decreased over time because the

range of items available has changed. Exploits have become
more popular since 2011, and there have been corresponding
increases for items related to preventing them, such as proxies
and crypters. This can be interpreted as evidence that attack-
ers are always aware of RAT’s capable guardians against
crime [13], [14].

C. POTENTIAL HACKING TARGETS: INDUSTRIES
AND COMPANIES
In this section, we use cybercrime underground data to
analyze the list of potential target organizations (see
Section III-B); this is further demonstrated in Section V-A
as a monitoring platform. These potential targets are related
to RAT’s suitable targets [13], [14].

Table 2 shows (in alphabetical order) the companies men-
tioned by the hacking community since 2008. According
to the proposed framework (Fig. 1), the data context was
the cybercrime underground, and named entity recognition
(see Section IV-C(2)) was used to extract company names
from the discussion. The companies’ Standard Indus-
trial Classification (SIC) codes were used to categorize
them by industry. To confirm the company and industry
names, we manually investigated all the companies’ official
websites.

Table 2 summarizes the results, which indicate that
the technology (28%), content (22%), and finance (20%)
industries were the ones most targeted by cyber threats. The
technology industry includes many software, hardware, and
automobile companies, while the majority of the companies
in the content industry were related to social networking,
Internet services, or news. The financial targets were made
up of banks and online payment companies. Interestingly,
10% of the companies were telecommunications-related
(e.g., smartphone makers and service providers). These
results help us to better understand what attackers in the
cybercrime underground are most interested in.

VI. EXAMPLE APPLICATIONS
This section demonstrates how our proposed framework can
be implemented and customized for researchers and prac-
titioners according to the DSR guidelines [6], [7]. Specifi-
cally, we present four example applications to evaluate the
implementation process from a DSR perspective. We have
developed an interactive Web platform for these applications,
which can used by companies in a range of industries, such
as finance, technology, services, manufacturing, and health,
as well as by governments.

A. CYBERCRIME MARKET TREND MONITORING
This section describes how to monitor cybercrime mar-
ket trends, based on the CaaS and crimeware classification
model (see Section IV-C(1)) and the classification results
(see Section V-A). The goal of this example application is to
effectively monitor the cybercrime market by monitoring the
number of times each CaaS and crimeware item is mentioned
each day. Because CaaS and crimeware are related either to
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FIGURE 5. Dynamic networks between sellers and cybercriminal items.

attack strategy/mode or to preventive measures (see Table 1),
this can be interpreted in terms of RAT’s suitable targets
(attack strategy/mode) and capable guardians against crime
(preventive measures).

As Fig. 6 illustrates, the application allows users to search
for CaaS and crimeware trends in the cybercrime under-
ground data (see Section IV-B). The data used here were
collected from the ‘‘Premium Sellers Section.’’ This appli-
cation can show the CaaS and crimeware trends since 2008.
Analyzing the hacking tool trends may allow organizations to
discover which ones they should focus on protecting them-
selves against.

These results can be intuitively understood, enhancing our
understanding of how CaaS and crimeware change over time.
First, bar graphs show which of the selected keywords were
most used within the given period. Second, daily trend graphs

show the frequencies with which particular CaaS and crime-
ware items are mentioned. These both serve to highlight the
changes in cybercrimemarket trends over time. Although this
application is based on the proposed classifications, it also
allows new CaaS and crimeware items to be added that
have not yet been classified. This scalability is an important
part of DSR’s search process and its emphasis on tentative
study [49].

B. DETECTING POTENTIAL TARGETS (COMPANIES,
PRODUCTS, AND SERVICES)
This section describes an application that relies on extracting
company names (see Section IV-C(2)) and potential hacking
targets (see Section V-C). The goal of this example applica-
tion is to identify potential target companies, products, and
services. The analysis in Fig. 7 is based on using the named
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TABLE 2. Company names mentioned in cybercrime underground. Names are in alphabetical order.

FIGURE 6. CaaS and crimeware trend monitoring system.

entity recognition algorithm to extract company names
from both ‘‘Hacks, Exploits, and Various Discussions’’ and
‘‘Premium Sellers Section’’ in the cybercrime community
forum. The companies’ SIC codes are used to categorize them
by industry.

By analyzing the attackers’ conversations, the
application can extract the names of the companies,
products, and services that they mention and therefore
their likely targets (see Fig. 7). This analysis of RAT’s
suitable targets [13], [14] allows security managers to
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FIGURE 7. Hacking vulnerability disclosed and the earlier signal from the underground: (a) Monitoring system. (b) Relevant result (July 6, 2011).
(c) BBC news (Feb. 24, 2016).

monitor the potential threats and hence prevent the proposed
attacks.

Figs. 7(b) and (c) illustrate a real-world example.
On February 24, 2016, BBC News reported that a ‘‘Nissan
Leaf electric cars hack vulnerability has been disclosed’’
and explained that the vehicle’s app could be spied on
(see Fig. 7 (c)). Interestingly, this vulnerability had already
been discussed in the underground community, on
July 5, 2011 (4.5 years earlier). This shows that monitoring

the activity of the underground community can enable vulner-
abilities to be discovered before companies formally disclose
them.

C. REAL-TIME SOCIAL MEDIA MONITORING
Cyberattacks are unpredictable and damaging, but those
who have not taken precautions against such attacks suffer
the most. The most effective way to reduce the damage is
to respond in real time. This section therefore focuses on
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FIGURE 8. Twitter monitoring system.

a real-time monitoring application that aims to monitor
cybercrime-related discussions on social networks. Unlike
Sections VI-A andVI-B, this applicationmay reflect different
RAT views, depending onwho is tweeting, such as an attacker
(motivated offender) or anti-virus vendor (guardian against
crime), and on what topic (e.g., suitable targets or preventive
measures).

Fig. 8 shows that the ‘‘hacking’’ keyword was mentioned
in a range of different places. The application presents real-
time global search results visually, allowing users to identify
the new trends and meaningful discussions contained in Twit-
ter messages. It can locate the authors of tweets containing
specific keywords immediately. The application thus yields
insights into the original languages, locations, and hashtags
associated with given keywords. In most cybercrime cases,
it is critically important that organizations take immediate
action, so this monitoring helps organizations to react imme-
diately to the use of specific keywords.

D. CYBERCRIMINAL NETWORK MONITORING
Now, we apply the methods discussed in Section V-B to
analyze the relationships between potential buyers and sellers

in the underground market. This application aims to iden-
tify the potential buyers and sellers of CaaS and crimeware,
using data collected from the forums at www.hackforums.net.
In this case, we visualize the data using a network whose
nodes represent potential buyers and sellers and whose edges
represent forum threads and replies. This allows us to assess
their relationships in terms of the degrees of connectivity
and centrality, based on the numbers of edges connected to
particular nodes (see Fig. 9). This enables the application to
identify the most influential users as well as any patterns in
the network.

This feature is also a potentially useful tool for moni-
toring behavior associated with money laundering. Because
money laundering involves more than one transaction,
it is of vital importance to monitor and detect pat-
terns of interaction among community members. It also
enables end users to keep an eye on the most influen-
tial players in the market. By defining particular attributes
based on activity-related information, additional analy-
ses, such as impact, clustering, and homophily analyses,
can be used to monitor noteworthy attackers and profile
criminals.
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FIGURE 9. Buyers and sellers network analysis.

VII. DISCUSSION AND IMPLICATIONS
A. DISCUSSION
Because this study takes a DSR approach, we have focused
mainly on building and evaluating artifacts rather than on
developing and justifying theory: actions are usually consid-
ered to be the main focus of behavioral science [7]. We have
therefore proposed two artifacts: a data analysis framework
and a classification model. We have also conducted an ex-
ante evaluation of our classification model’s accuracy and an
ex-post evaluation of its implementation using example appli-
cations. In line with the initiation perspective of DSR [6], [7],
these four example applications demonstrate the range of
potential practical applications available to future researchers
and practitioners.

Unlike previous studies [12], [56], [57] that have presented
general discussions of a broad range of cybercrime, our
study has focused primarily on CaaS and crimeware from an
RAT perspective. We have also proposed sets of defini-
tions for different types of CaaS (phishing, brute force
attack, DDoS attack, spamming, crypting, and VPN services)
and crimeware (drive-by download, botnets, exploits, ran-
somware, rootkits, Trojans, crypters, and proxies) based
on definitions taken from both the academic and busi-
ness practice literature. Based on these, we have built an
RAT-based classificationmodel [13], [14]. This study empha-
sizes the importance of RAT for investigating the cybercrime
underground, so these RAT-based definitions are critically
important parts of our framework.

In addition, unlike prior research that discussed the cyber-
crime underground economy without attempting to analyze
the data [3], we have analyzed large-scale datasets obtained
from the underground community.

Looking at the CaaS and crimeware trends, our results
show that the prevalence of botnets (attack-related crime-
ware) and VPNs (preventive measures, related to CaaS) has
increased in 2017. This indicates that attackers consider both
the preventive measures taken by organizations and their vul-
nerabilities. The most common potential target organizations
are technology companies (28%), followed by content (22%),
finance (20%), e-commerce (12%), and telecommunication
(10%) companies. This indicates that a wide variety of com-
panies in a range of industries are becoming potential targets
for attackers, having become more vulnerable due to their
greater reliance on technology.

B. LIMITATIONS AND FUTURE RESEARCH
Although our study has made several significant findings,
it nevertheless has several limitations that will need to be
addressed in future studies. These will be able to add more
analysis and significant further insights.

First, we only collected data from the largest hacking
community and did not consider other hacking communities.
Future studies will therefore need to generalize our findings
by investigating a wider range of hacking communities.

Second, this study has focused on the CaaS and crime-
ware available in the cybercrime underground, but much in-
depth analysis remains to be done on the configurations of
cybercrime networks. Future research could cluster keywords
and threats by industry to provide a deeper understanding of
the potential vulnerabilities, and it could attempt to discover
the network effects involved or the leaders of the cybercrime
underground.

C. IMPLICATIONS FOR RESEARCH
This study contributes to the DSR literature in a broader
IS context in several ways. Because it takes a DSR approach,
it contributes to the design artifacts, foundations, andmethod-
ologies in this area [6]–[8]. First, by creating example front-
end applications, we have demonstrated how our design
artifacts (the proposed framework and classification model)
can be implemented in practice. Despite the rapidly growing
threat from cybercrime, there has been little research into
practical frameworks for future cybersecurity researchers: the
previous studies have not attempted to analyze the data or take
a systematic modeling approach [3], [58]–[62]. In DSR,
we must demonstrate that the artifacts can be implemented
in a business environment for them to qualify as solving an
important unsolved problem [7]. We have therefore provided
an implementable framework, not just a conceptual one.

Second, this study adds to the emerging cybersecurity
literature by providing a foundation on which to build [7].
We have investigated the cybercrime underground economy
using our proposed analytical framework. Despite the impor-
tance of data analysis, scholars have had little guidance as
to how to analyze and integrate data from different contexts.
We have shown (see Section IV and Fig. 1) that large-scale
datasets can be analyzed using a range of techniques within a
single analytical framework.

A previous study [63] examined how data-driven document
classification can help decision-making by improving data
quality and model performance in IS. Our proposed frame-
work, which can be used to effectively and systematically
classify CaaS and crimeware, therefore provides opportuni-
ties for further research. This study also extends the prior
research by proposing well-developed analytical strategies
that can help in building empirical models.

In addition, there is currently a lack of good CaaS and
crimeware definitions and classification models. This has
limited progress in IS because researchers have had to rely on
a broad range of potentially inadequate definitions borrowed
from the business practice literature. Thus, our proposed
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definitions and classification model will serve as a basis for
further research.

Third, this study adds to the body of knowledge by demon-
strating new approaches to the problems cybercrime and
social media researchers face [7], [73]. Despite the increasing
importance of data analysis, researchers have been slow to
recognize the advantages of new and more powerful data-
driven analysis methods. We have applied several modern
techniques, such as machine learning, key phrase extrac-
tion, and natural language processing, in this area, thereby
encouraging future research to bemore systematic and empir-
ical. In addition, our results suggest that combining natural
language processing and machine learning approaches is a
suitable way to study closed communities whose members
frequently use jargon or obscure expert language.

Finally, this study adds to RAT [13], [14] by applying it to
the cybercrime underground. The same three factors can be
applied to cybercrime and general crimes, so we have clas-
sified CaaS and crimeware in the context of the cybercrime
underground and analyzed them accordingly.

D. IMPLICATIONS FOR PRACTICE
From a RAT perspective, the practical implications of this
study mainly affect the capable guardians against crime,
because our results indicate how underground attackers per-
ceive preventive measures. A previous review of the current
status of legal, organizational, and technological efforts to
combat cybercrime in different countries relied on a case
study of the work being done in Taiwan [64]. It made
four recommendations for governments, lawmakers, interna-
tional organizations, intelligence and law enforcement agen-
cies, and researchers: (1) regularly update existing laws;
(2) enhance specialized task forces; (3) use civil resources;
and (4) promote cybercrime research. The practical impli-
cations of our study are based on those of the previous
study [64]. We have already discussed the fourth recom-
mendation (‘‘promote cybercrime research’’) in the previous
section, so we will now focus on the other three areas.

First, our study has implications for governments and
lawmakers in that it recommends existing laws be regularly
updated. The proposed CaaS and crimeware definitions and
classification model may improve national defense and secu-
rity by suggesting potential government roles and the adop-
tion of particular regulatory policies. A previous study [65]
suggested that governments and lawmakers should encourage
security providers, such as anti-software vendors, to collab-
orate and share security-related information. For example,
governments and companies could develop joint plans to stop
the spread of cybercrime by tracking cyber threats [64]. Our
study therefore suggests governments should actively encour-
age companies to invest in their cybersecurity infrastructures.

Second, the proposed data analysis framework can be used
to enhance specialized task forces. This study suggests that
organizations in all industries should attempt to gain a deeper
understanding of the nature of the cybercrime underground.
For example, they should be aware that there are cybercrime

underground markets where hacking tools are sold. More
importantly, these tools could be based on vulnerabilities
in their organizations, products, and services. Governments
and organizations therefore need to increase their technical
capabilities when it comes to analyzing large-scale datasets
of different types [66], [67]. Although the proposed frame-
work and classification model are of particular use to compa-
nies mentioned specifically by the cybercrime underground,
the framework can also be used to analyze more general
types of issues commonly encountered in practice [68]. In this
regard, legal and technical training is needed to reduce the
impact of cyberattacks [64].

Third, this study calls for researchers, companies, anti-
virus vendors, and governments to collaborate in the fight
against cybercrime using civil resources. Rather than act-
ing alone, these groups should unite to maximize their
efficiency and effectiveness. Successful collaboration may
enable stronger and better-coordinated responses to imme-
diate cyber threats in risky environments [69]. For example,
by sharing information, technology, and support, stronger
defense systems can be built for everyone. Our study
enables this by providing a framework, definitions, classi-
fication model, and applications that can be implemented
by researchers, governments, organizations, and anti-virus
vendors.

Finally, this study also has important implications for
society. Over the last few years, the world has been facing
cyberterrorism and cyberwar threats from nation-sponsored
attackers [70]. Pollitt [71] defined cyberterrorism as ‘‘the
premeditated, politically motivated attack against informa-
tion, computer systems, computer programs and data which
results in violence against non-combatant targets by sub-
national groups or clandestine agents.’’ Unlike most cyber-
crime, which is primarily motivated by monetary gain [72],
cyberterrorists are politically motivated. As a result, govern-
ments should, for example, strengthen their ability to protect
their citizens in online virtual environments by enhancing
their immediate responses to threats such as cyberespionage
and cyberterrorism. This issue therefore has profound impli-
cations in terms of the need for a global cyber defense to
maintain a cyber-safe environment.
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