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ABSTRACT Multi-agent systems (MASs) have received tremendous attention from scholars in different
disciplines, including computer science and civil engineering, as a means to solve complex problems by
subdividing them into smaller tasks. The individual tasks are allocated to autonomous entities, known as
agents. Each agent decides on a proper action to solve the task using multiple inputs, e.g., history of actions,
interactions with its neighboring agents, and its goal. The MAS has found multiple applications, including
modeling complex systems, smart grids, and computer networks. Despite their wide applicability, there
are still a number of challenges faced by MAS, including coordination between agents, security, and task
allocation. This survey provides a comprehensive discussion of all aspects of MAS, starting from definitions,
features, applications, challenges, and communications to evaluation. A classification on MAS applications
and challenges is provided along with references for further studies. We expect this paper to serve as an
insightful and comprehensive resource on the MAS for researchers and practitioners in the area.

INDEX TERMS Multi-agent systems, survey, MAS applications, challenges.

I. INTRODUCTION
In recent years, Distributed Artificial Intelligence (DAI) has
received tremendous attention from academia due to its abil-
ity to address complex computing problems [1], [2]. DAI
algorithms are classified into three categories, based on the
fundamental methods used to solve the tasks, namely: parallel
AI, Distributed Problem Solving (DPS), and Multi-Agent
Systems (MAS). Parallel AI involves developing parallel
algorithms, languages, and architectures for increasing the
efficiency of classical AI algorithms by leveraging task par-
allelism [2]. DPS involves dividing a task into subtasks each
of which is allocated to a node among a set of coopera-
tive nodes, known as computing entities. Computing entities
have shared knowledge or resources as well as predefined
communications with other entities which in turn limits their
flexibility [1].

Multi-Agent Systems (MAS), which are the main focus of
this paper, consist of autonomous entities known as agents.
Similarly to computing entities inDPS, agents collaboratively
solve tasks yet they offer more flexibility due to their inher-
ent ability to learn and make autonomous decisions. Agents
use their interactions with neighbouring agents or with the
environment to learn new contexts and actions. Subsequently,
agents use their knowledge to decide and perform an action
on the environment to solve their allocated task. It is this

flexibility that makes MAS suited to solve problems in a vari-
ety of disciplines including computer science, civil engineer-
ing, and electrical engineering [3]. To develop MAS require
addressing a diverse range of complex challenges such as
coordination among agents [4], learning [5] and security [1].

Existing survey articles present a relatively narrow dis-
cussion on MAS, e.g., Zidan et al. [6] have focused on
the fault detection challenge while Shamshirband et al. [3]
elaborate onMAS applications in network security. However,
researchers and practitioners (particularly those new to the
area) need to have a broad understanding of MAS rang-
ing from basic definitions, research challenges, application
domains and evaluation methodologies. As agents can be
applied in different disciplines, there is a need for a compre-
hensive field-agnostic resource to cover the aforementioned
MAS concepts. By understanding the applications of agents
in different disciplines, the reader will gain valuable insight
into how they can put MAS into practice. Being aware of the
open challenges is instructive to learn of potential pitfalls and
limitations and also for identifying future research directions.
A dive into the evaluation methodologies is necessary to
appreciate the performance gains that can be achieved with
MAS and the potential tradeoffs. Balaji and Srinivasan [7]
discussed the salient features of MAS and outlined a lim-
ited number of challenges. However, they did not discuss

VOLUME 6, 2018
2169-3536 
 2018 IEEE. Translations and content mining are permitted for academic research only.

Personal use is also permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.

28573

https://orcid.org/0000-0002-6789-6353


A. Dorri et al.: MASs: Survey

FIGURE 1. An overview of the paper.

applications, evaluations and a broader set of challenges
including security and task allocation among others.

In this paper, we provide an all encompassing overview of
MAS that will enable the reader to gain a thorough under-
standing of this broad discipline. To do so, we first define
agents and outline their features to clearly differentiate MAS
from other related concepts such as expert systems. Next,
we present a taxonomy of the applications and challenges of
MAS. Additionally, we discuss various approaches used to
evaluate the performance of agent systems. Figure 1 depicts
various topics covered in this paper section-by-section and
also outlines the flow of ideas.

The rest of the paper is organized as follow: Section II pro-
vides an introduction to agents and their features. Section III
introduces MAS and their salient features while Section IV
covers MAS applications. Section V provides a comprehen-
sive discussion on MAS challenges. Section VI discusses
the key methods used for communications between different
agents. Section VII provides a discussion on the methods
for evaluating an agent system, and finally Section VIII con-
cludes the paper.

II. AN INTRODUCTION TO AGENTS
In this section, we define agents and their key features.
In the literature, there are multiple definitions for agents
resulting from diverse application-specific features of agents.
Russell et al. [8] defined an agent as ‘‘a flexible autonomous
entity capable of perceiving the environment through the sen-
sors connected to it.’’ This definition has been corroborated

by other researchers in the discipline, e.g., [9]. A different
perspective was presented in [10], where the authors defined
an agent as ‘‘an encapsulated computational system that is
situated in some environment and this is capable of flexible,
autonomous action in that environment in order to meet its
design objective.’’ These and most other definitions frame
agents in the context of a specific field of study. However,
the notion of agents is rather generic and can be broadly
applied to many disciplines. Thus, we propose a generalized
definition considering the fundamental abilities and features
of agents:
Agent: An entity which is placed in an environment and

senses different parameters that are used to make a decision
based on the goal of the entity. The entity performs the
necessary action on the environment based on this decision.
The above definition comprises four keywords which can

be further elaborated:
1) Entity: Entity refers to the type of the agent. An agent

can be a software, e.g. daemon security agents, a hard-
ware component, e.g. thermostat, or a combination of
both, e.g. a robot.

2) Environment: This refers to the place where the agent
is located. The environment can be a network in the
case of traffic monitoring agents, a software when the
agent is monitoring the actions of software compo-
nents, etc. An agent uses the information sensed from
the environment for decision making. The environment
has multiple features that affect the complexity of an
agent-based system [1]:
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• Accessibility: Accessibility refers to the accuracy
with which agents can sense data from the envi-
ronment. In an accessible environment, agents
can sense accurate and up to date data from
the environment. For instance, a network firewall
agent may capture the entire traffic feed of a net-
work. In contrast, in an inaccessible environment
the agent senses noisy and/or incomplete data.
Physical world, i.e., any event on earth, is an
example of inaccessible environment as the sen-
sors that capture the data introduce inherent noise
which perturbs the observed (and thus measured)
signal.

• Determinism: This refers to the predictability of
the results of an action. In a deterministic envi-
ronment the results are predictable, e.g. in an
environment which can be modeled by finite
state machine, the agent precisely knows the next
state for each action. In non-deterministic environ-
ments, the outcome of an action is not entirely pre-
dictable as it may be influenced by other factors,
e.g. in a game, the outcome depends on the actions
of all participants.

• Dynamism: This refers to the changes that occur
in the environment that are independent of the
actions taken by the agents. An environment in
which changes can only occur as a consequence of
the action of the agents is considered to be static.
In all other instances, an environment is considered
to be dynamic. Recall that the decision making
process of agents relies on the sensed informa-
tion from the environment. When the environment
changes, the previously sensed informationmay no
longer be accurate. Thus, in a dynamic environ-
ment agents must detect a change in the state of
the environment and update the sensed information
which incurs more overhead compared to static
environments where initial sensed information can
be used for decision making during the lifetime of
the agent.

• Continuity: This refers to the continuity or dis-
creteness of the agent’s environment. According
to this feature, MAS environment is classified into
two categorize: continuous and discrete. A contin-
uous environment affects the agent’s state through
a continuous function, e.g., an agent that moves
within a physical environment. A discrete envi-
ronment constrains the agent to enter into a set of
predetermined states, e.g. a mobile agent that mea-
sures its timestamped position as it moves through
the environment.

3) Parameters: The different types of data that an agent
can sense from the environment are referred to as
parameters. For instance, the parameters for a soccer
robot agent are the position and speed of the team
members and opponents, and the position of the ball.

4) Action: Each agent can perform an action that results in
some changes in the environment. For example, when
a soccer robot kicks a ball the position of the ball
changes. An agent can perform a set of discrete or con-
tinues actions. In a continues set of actions, the agent
can perform unlimited actions, e.g. a soccer game.
A discrete set of actions in contrast has a finite set of
actions, e.g. an agent controlling a thermostat in a room.

The goal of each agent is to solve its allocated task with
some additional constraints, e.g. a deadline. To achieve this
aim, the agent first senses parameters from the environment.
Empowered with this data, the agent can build up knowledge
about the environment (discussed in Section V-B). An agent
might also use the knowledge of its neighbors. This knowl-
edge along with the history of the previous actions taken and
the goal are fed to an inference engine which decides on the
appropriate action to be taken by the agent. Figure 2 depicts
the aforementioned steps.

FIGURE 2. The structure of an agent.

The following features enable agents to have broad appli-
cability and solve complex tasks [11], [12]:

• Sociability: Agents can share their knowledge as well
as request information from other agents to improve
performance in reaching their goals.

• Autonomy: Each agent can independently execute the
decision making process and take appropriate action.

• Proactivity: Each agent uses its history, sensed param-
eters, and information of other agents to predict the
possible future actions. These predictions allow agents
to take effective actions that meet their goals. This ability
implies that the same agent may take disparate actions
when placed in different environments.

While an agent working by itself is capable of taking
actions (based on autonomy), the real benefit of agents can
only be harnessed when they work collaboratively with other
agents. Multiple agents that collaborate to solve a complex
task are known as Multi-Agent Systems (MAS).

III. MULTI-AGENT SYSTEMS (MAS)
The salient features of MAS, including efficiency, low cost,
flexibility, and reliability, make it an effective solution to
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FIGURE 3. Implementation of a) Facilitator, b) Mediator.

solve complex tasks. Their efficiency stems from the division
of labor inherent in MAS whereby a complex task is divided
into multiple smaller tasks, each of which is assigned to a
distinct agent [13]. Naturally, the associated overheads, e.g.,
processing and energy consumption, are amortized across the
multiple agents, which often results in a low cost solution as
compared to an approach where the entire complex problem
is to be solved by one single powerful entity. Each agent can
solve the allocated task with any level of pre-defined knowl-
edge which introduces high flexibility [14]. The distributed
nature of problem solving adopted in MAS also imparts high
reliability. In the event of agent failure, the task can be readily
reassigned to other agents.

To study MAS, agents and their relations are modeled
using graphs. Graphs have been extensively used in com-
puter science for modeling complex systems, e.g. social
media [15], and analyzing them mathematically. When MAS
are modeled as a graph, each vertex represents an agent and
an edge between two vertices indicates that the two agents
are communicating with each other (see Section VI). The
actions taken by an agent may potentially change the relations
between agents and thus change the structure of the graph.
The final decision made by an agent applies to the corre-
sponding graph that might change the edges or structure of
the graph. Details of graphs relevant to MAS are beyond the
scope of this paper and readers are referred to [16], [17] as
complete resources.

In MAS, agents typically only have partial information
as an agent mainly communicates with its direct neighbors.
On the one hand, this reduces the communication overhead
which in turn ensures scalability since the overheads remain
relatively low as the number of agents increase. On the other
hand, the time and communication overhead associated with
finding an agent that provides a particular service increases.
To reduce the outlined overheads for finding an agent, par-
ticularly for large-scale MAS, the notion of middle agents is
introduced. Middle agents maintain a list of services offered
by all agents. Any agent that is searching for a particular
service first contacts a middle agent which directs it to the
appropriate agent offering that service [18]. Depending on the
implementation, middle agents can be classified as:

• Facilitator: As shown in Figure 3a, a facilitator acts
as an intermediary between the agent sending the
request (requester) and the agent providing the ser-
vice (requestee). The facilitator routes the request to
the appropriate agent. The response is sent back to the
facilitator which relays it to the requester. As is evident,
the facilitator becomes a bottleneck and a potential sin-
gle point of failure [19]. To amortize the effects of a
central facilitator, multiple collaborative facilitators are
employed to respond to the requests [20]. This method
requires the facilitators to communicate to remain syn-
chronized and balance the load, i.e., requests, among
themselves.

• Mediator: This implementation differs from the above in
that the requester and requestee agents can communicate
directly with each other as shown in Figure 3b. This
reduces the load on the mediator agent as compared to
the facilitator implementation.

TABLE 1. MAS features and categorizations that arise while considering
each feature.

A. MAS FEATURES
In the following we outline seven important features of MAS
and discuss the different categorizations that arise while con-
sidering each feature. Table 1 proposes a summary of these
features.

28576 VOLUME 6, 2018



A. Dorri et al.: MASs: Survey

1) LEADERSHIP
Herein, we consider the existence of a leader, i.e., an agent
that defines goals and tasks for the other agents based on one
global goal. The presence or absence of such a leader can
be used to categorize MAS as leaderless or leader-follow.
In leaderless MAS, each agent autonomously decides on
its actions based on its own goals. The decision of each
agent is affected by the decision of other agents if agents
collaborate to reach consensus (see Section V) on a particular
feature. In contrast, in leader-follow, the leader agent defines
actions for the rest of agents. Followers (i.e., other agents)
communicate and share knowledge to find the position of the
leader. The leader is either predefined or is collaboratively
chosen by agents [43]. MAS can have a mobile leader or a
group of agents acting as leaders. A mobile leader can move
from one location to another (see discussion about mobility
below). Thus, agents may need to track the position of the
leader which incurs additional (communication and process-
ing) overheads and delays. When there are multiple leaders,
they collaboratively guide the followers by communicating
with each other to make decisions.

2) DECISION FUNCTION
Herein, we categorize MAS based on the proportionality
of the changes in the decision function output to its input
changes. According to this, MAS are categorized as: linear
and non-linear. In linear MAS, the decision of an agent is
proportional to the sensed parameters from the environment,
e.g. a thermostat agent turns off the heater when the tempera-
ture reaches a threshold. This featuremakes linear agents easy
to analyze mathematically. In non-linear MAS, the decision
of the agent is not proportional to the sensed metrics due to
the nonlinearity of the input to the decision making process,
e.g., multiple aircrafts must agree on the pitch rate which is
affected differently by earth arc and pitch angle [44].

3) HETEROGENEITY
Based on the heterogeneity of agentsMAS can be divided into
two categorize namely: homogeneous and heterogeneous.
Homogeneous MAS include agents that all have the same
characteristics and functionalities, while heterogeneousMAS
include agents with diverse features.

4) AGREEMENT PARAMETERS
In some applications of MAS, agents need to agree on par-
ticular parameters known as metrics. Based on the number
of metrics, MAS are classified as first, second, or higher
order. In first order, agents collaborate to agree on one
metric. For example, multiple warheads in a multi-warhead
missile follow the same trajectory to destroy the targeted
area [45]. In second order, agents must agree on two metrics,
e.g., considering both position and velocity for spacecraft
formation [46]. High-order MAS were first defined by the
authors in [47]. Based on their definition, in high-order
MAS agreement between agents is made when the metrics

(either one or two) and their high-order derivatives converge
to a common value. For example, in a bird flock, birds con-
sider not only the position and velocities but also acceleration
for agreeing on the direction of flying.

5) DELAY CONSIDERATION
Agents might face multiple sources of delay for performing
tasks. For instance, delay in the communication media, e.g.
wireless or wired, used by agents to exchange data, or delay in
scheduling resources for each agent. Depending on whether
the delays are substantial and relevant, MAS can be classified
into two groups namely with delay or without delay. The
former takes the delay sources into account, while the latter
assumes that there are no delay sources. The latter instance
is rather simplified as there is no communication and pro-
cessing delay. However, most real world applications always
experience non-trivial delays.

6) TOPOLOGY
Topology refers to the location and relations of agents. MAS
topology can be either static or dynamic (also known as
switching in the literature). In a static topology, the position
and relations of an agent remains unchanged over the lifetime
of the agent. In dynamic topologyMAS, the position and rela-
tions of an agent changes as the agent moves, leaves or joins
the MAS, or establishes new communications, i.e. relations,
with other agents.

7) DATA TRANSMISSION FREQUENCY
Agents sense the environment and share the sensed data with
other agents either in a time-triggered or an event-triggered
manner. In the former, the agent continuously senses the
environment, collects data, and in pre-defined time intervals
sends all newly sensed data to other agents. In event-triggered
MAS, the agent only senses the environment when a partic-
ular event occurs. Then, the agent sends the collected data to
other agents.

8) MOBILITY
Based on their dynamicity, agents can be classified as
static or mobile agents. A static agent is always located in
the same position in the environment, while mobile agents
can move around in the environment. A mobile agent can be
hosted by other agents meaning that it uses the resources of
other agents, monitors them, or senses the environment from
the position of other agents to perform actions. For example,
an Intrusion Detection System (IDS) agent moves between
multiple servers (agents) in the network to analyze the server
processes and communications and thus detect attacks.

B. DIFFERENTIATING MAS WITH SIMILAR SYSTEMS
Wooldridge [1], Zhao et al. [25], and Sadeghi et al. [48] com-
paredMASwith expert systems and object-oriented program-
ming language, two concepts that also involve decision mak-
ing and sharing of knowledge. An expert system senses the
environment and learns knowledge, then makes a decision to
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TABLE 2. A study on the differences of MAS with expert systems and object-oriented programming.

FIGURE 4. A summary of MAS applications.

solve a task. UnlikeMASwhere each agent can communicate
with any other agent, an expert system can communicate and
exchange data with pre-defined entities. Although both MAS
and expert systems use a decision making function, the input
differs which affects the final decision. In an expert system
the decision is based on the sensed data from the environment
and the knowledge of the expert system, while an agent also
uses its goal. According to the decision, an expert system
advises a controller to perform an action. The controller can
reject the decision of the expert system as it is a separate
system that uses other inputs as well. However, an agent
directly acts on the environment after making a decision.

In object-oriented programming, an object (e.g. object A)
can communicate (or share knowledge or resources) with a
pre-defined limited set of objects by creating a public func-
tion. Other objects invoke the function to communicate with
object A. When object A permits other objects to access one
of its functions (by making the function publicly available),
it cannot control the frequency with which the function is
accessed. However, in MAS an agent can communicate with
any node in the network and can control the frequency with

which other agents request its resources. Objects have limited
pre-defined inputs that can be passed from the main object,
while agents use multiple inputs. A summary of differences
between MAS, expert systems and object-oriented program-
ming is given in Table 2.

In this section we outlined the key features of MAS. These
features increase MAS applicability which is outlined in the
next section.

IV. MAS APPLICATIONS
In this section, we present a taxonomy of MAS applications
based on broad discipline: i) Computer networks (section IV-
A), ii) Robotics (section IV-B), iii) Modeling (section IV-
C), iv) City and built environments (section IV-D), and v)
Smart grids (section IV-E). A summary of these applications
is outlined in Figure 4.

A. COMPUTER NETWORKS
The complexity in computer networks significantly increases
due to the emergence of new technologies and proliferation
of Internet-connected devices. Agents are widely used to
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overcome this complexity. Due to the broad range of appli-
cations of MAS in networks, we further classify them into
four sub-categorize:

1) CLOUD COMPUTING
Cloud computing enables ubiquitous access to the config-
urable system resources (e.g., CPU, GPU, and memory)
and computing services (e.g., servers, databases, networking,
and software) often over the Internet. Cloud computing uses
virtualization as the underlying technology to provide ser-
vice to the users. Using virtualization, a physical machine
is shared among multiple customers as multiple Virtual
Machines (VMs), each of which emulates a distinct machine.
Cloud computing has multiple advantages compared to the
traditional approach wherein each user maintains dedicated
resources for himself:
• Reduction of the monetary cost: The cloud users rent
the resources they require which is managed by the
cloud provider. This eliminates the need for buying and
maintaining resources and thus reduces the monetary
cost for the user.

• Reliability: The existence of multiple replications for
each resource makes cloud computing resilient against
resource failure and thus increases its reliability. In event
of a resource, e.g., a CPU, failure its tasks can be
offloaded to other similar resources.

The following are the key challenges that introduce complex-
ity in cloud computing: managing the cloud resources and
communication and accounting the usage of resources and/or
services by each user [49], [50].

In [51] an agent-based framework is proposed for exe-
cuting Bag-of-Tasks (BoT), i.e., a collection of independent
tasks, in the cloud. A group of broker agents collect infor-
mation about available resources and the cloud providers
for each particular task in BoT, thus this group essentially
are middle-agents discussed in Section III-A. Broker agents
match each customer with an appropriately suited cloud
provider. Then, the customer and the cloud provider negotiate
to reach an agreement over the resources to be offered to
the customer and the price that should be paid to the cloud
provider. The allocation, deallocation, and execution time for
a task is studied using simulations as well as the cost from
the end users point of view. Simulation results show that the
agent system has higher success in allocating tasks compared
to Amazon EC2 cloud resource allocation method.

During task allocation, it is important to consider the load
in each resource as overloading results in extensive delay
in receiving services. Singh et al. [52] proposed an agent-
based load balancing framework to balance the load in VMs.
The cloud provider defines a policy to control the load on
the VMs. The proposed method benefits from three agents
namely: load agent, migration agent, and channel agent.
The load agent ensures that the load on VMs matches with
the defined policy by monitoring their load. To monitor the
load on VMs, the load agent requests the channel agent to
initiate a migrant agent. Migrant agents are mobile agents

(see Section III-A) that move in the network and collect
information about resources and VMs. This information is
reported to the channel agent which controls transfer policy
and selection policy. Then, the channel agent forwards the
received information to the load agent. Based on the received
information, the load agent balances the load between VMs
by allocating incoming tasks to VMs with less load.

MAS are applied for resource monitoring [51],
security [53], resource discovery [54], and automatic service
management [55] in the cloud. A complete survey of MAS
applications in the cloud can be found in [56].

2) SOCIAL NETWORKING
The popularity of social networks has increased exponen-
tially with the growth in Internet users. A social network is
comprised of actors, e.g. users, groups, and services [57].
The complexity of the social networks is derived from its
dynamicity, i.e., large number of participants joining or leav-
ing the network or establishing new connections with other
participants, and its broad range of applications and services.
MAS can be a potential solution to overcome the complexity
of social networks.

Gatti et al. [58] proposed an agent-based method to predict
user behavior, e.g. likes, posts, and follows, in social net-
works, e.g. Twitter. The authors proposed the use of multiple
agents, i.e., actors, which are distributed in the social network
to collect a dataset of the behavior of the users. The agents
then perform topic and sentiment classification on the data
of each particular user which is then used to build the user
profile. Finally, the user profile is fed into a prediction system
that predicts the future behavior of the user including likes,
topics, replies, posts, and shares.

A social network needs not to be necessarily web-based.
Any location that humans with similar interests gather
together to interact and share information for a particular rea-
son can be considered as a social network.Ma and Zhang [59]
considered a school as a social network and applied MAS to
aid the school managers in finding the relation between the
distribution of fund to different school programs, e.g. sport,
academic, and cultural activities, and school performance.
Students, teachers, and school departments are represented
as agents which collaboratively form the social network,
i.e., the school. The interactions of each student with other
students or teachers, the fund distribution policy from past
years, and the performance of student in the current and past
years are organized in a hierarchical structure. This structure
is then fed into a learning function that evaluates the relation
between the funds distribution policy and the academic per-
formance of the students.

3) SECURITY
Security applications of MAS in networks have been studied
since 2002 [60]. MAS are an effective solution to network
security as they can proactively learn about and thus detect
new security threats (see Section II).

An autonomous agent-based Intrusion Detection Sys-
tem (IDS) is proposed in [61]. The proposed IDS consists of
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five agents namely collective, detection, decision, response,
and collaborative agents. The collective agent collects Simple
Network Management Protocol (SNMP) and routing tables
content from the network, and sends this data to the detection
agent. The latter uses a misuse and anomaly detection engine
to detect unusual packets or communications. The results of
the detection engine are fed into a decision agent that decides
if any malicious activity has occurred in the network and if
so, it decides on a proper way to mitigate its affects. The
decided action is then passed to a collaborative agent which is
a mobile agent (see Section III-A) that delivers the decision to
a response agent. The response agent enacts the appropriate
action in the network.

Agent-based IDS is the main application of MAS in net-
work security in the literature. However, MAS is also applied
for other security applications. Sarika and Paul [62] proposed
an agent-based security method to protect users against tabn-
abbing attack. In this attack, the attacker opens random web-
sites on idle tabs of the target user’s web browser. Two agents
monitor open tabs and collect 5-tuple elements which are text,
image, URL, title, and favicon, i.e. the webpage title icon.
Then, agents compare the fingerprint of the actions running
on the open tabs with the existing signatures of attacks to
detect the tabnabbing attack. Simulation is conducted using
JADE simulator (see Section VII). The simulation results
demonstrate that using agents, false positive and false nega-
tive rates decreases compared to non-agent methods, leading
to 91% accuracy in the attack detection.

It is likely that in the future MAS could also be used as a
solution for complex security tasks such as trust and keyman-
agement. Additionally, due to large scale and special features
discussed in Section III-A, MAS can be used to overcome
security challenges of Internet of Things (IoT). A compre-
hensive study on agent-based IDS is proposed in [3].

4) ROUTING
Routing refers to finding a path for packets from a source
node towards a destination based on specific metrics, e.g. the
number of hops between the source and the destination. Using
agents for routing is among the first applications of MAS
studied since 1998 [64]. MAS have been evolved since then
as new challenges emerge for routing protocols.

Claes et al. [65] proposed a decentralized agent-based
routing protocol for Vehicular Ad-hoc Networks (VANET)
that is comprised of three groups of agents. The agents in
the first group are hosted by the vehicles (see Section III-A)
to monitor the vehicle parameters, e.g., speed, location, etc.
The second group are hosted by the roadside infrastruc-
tures and monitor communications of the vehicles with each
other and the roadside infrastructures. The third group cre-
ate a virtual environment by modeling the vehicles, road-
side infrastructures, and their communications, as a graph
(see Section III). Ant colony algorithms are applied to the
graph by agents to find a short route toward the destina-
tion. This method prevents congestion in an area by sending
different routes to different vehicles. Implementation results

prove that the agent-based method has shorter trip duration
compared to other studied routing methods.

One of the key challenges in routing is the reliability of
the selected route, i.e., ensuring that the route will not break
frequently. Bendjima and Feham [65] proposed a reliable
routing protocol for Wireless Sensor Networks (WSN). The
proposed method, benefits from agents in forwarding packets
and aggregating the sensors’ data. Initially, the sink, i.e., the
central controller in WSN, broadcasts a packet to find avail-
able resources of nodes for specific tasks which are used
for sectoring the network. Then, the sink establishes mobile
agents (see Section III-A) to collect and aggregate the data of
sensors in multiple sectors. By tracking the sensors that each
mobile agent visits, the sink initiates a sorted list of sensors
based on their distance to the sink for each sector that is used
as a reliable route toward each sensor. Simulation results,
demonstrate lower energy consumption and packet drop rate
in the agent-based routing protocol compared to conventional
routing protocols.

In another attempt to address reliability, Manvi and
Kakkasageri [67] proposed a reliable multicast routing pro-
tocol that consists of two groups of agents. The first group
are mobile agents and move in the network to collect energy,
bandwidth, mobility, and memory state of the nodes. This
information is used to compute a Reliability Factor (RF) for
each node. The RF is then passed to the second group of
agents that establish a multicast backbone using the nodes
with highest RF. Simulation results prove that the agent-
based method has higher packet delivery ratio and reliability
compared to methods that do not use agents.

B. AGENTS IN ROBOTICS
Using agents for robotics has been studied for over two
decades with the first article published in 1996 outlining the
the pros and cons of agents in robotics [68].

Cena et al. [69] argued that there exists two main chal-
lenges in robotics namely: (1) cooperation and coordination
between robots, and (2) planning their movement trajectory.
The authors then proposed a method that uses hardware and
software agents (see Section II) to overcome the outlined
challenges. Hardware agents refer to the physical hardware
that makes up the robot, while software agents are decision
making, path planning, task management, and communica-
tion agents. A hardware agent uses its sensors, e.g. cameras,
to capture images of the environment. Then, a communication
agent sends the images to an image processing agent. The
latter processes images to find the location of the robot and
obstacles in the environment. This information is then sent
to the decision maker agent that finds a path with minimum
obstacles toward the destination. The implementation results
demonstrated that the proposed method could detect obsta-
cles and find an optimized path (without any obstacle) to
reach the destination.

Robots may be deployed in non-deterministic dynamic
environments (see Section II) which increases the com-
plexity of their decision-making. To study such complexity,
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an agent-based soccer robot is proposed by Duan et al. [70].
Agents (i.e., players) are grouped into teams. Agents in
a team learn knowledge regarding the opponent team and
possible actions by interacting with the environment, then
they share learnt policies with other agents in their team.
Reinforcement learning is used along with Probabilistic
Neural Networks (PNN) to increase the accuracy of the final
decision made by the agent. Implementation results show that
agents predict the correct actions leading to an increased ball
possession percentage (an important performance measure in
soccer) in the agent team compared with the non-agent team.

Further applications of agents in robotics are discussed
in [71]–[73].

C. AGENTS FOR MODELING COMPLEX SYSTEMS
Modeling complex dynamic systems is costly and incurs
significant processing overhead due to the demand for power-
ful modeling platforms and high complexity. The flexibility,
autonomy and scalability afforded by agents (see Section II)
makes Agent Based Modeling (ABM) a low-cost and low-
resource solution for modeling complex systems. ABM uses
a rule-based methodology for modeling the environment in
contrast with other modeling methods that use equations. The
most important advantages of ABM are [74]: i) ability to
be aggregated and combined with other modeling methods,
ii) flexibility in assumptions for modeling a MAS, iii) flexi-
bility in pre-defined knowledge as agents can gain knowledge
by learning from the environment, iv) possibility of parallel
execution which can speed up the modeling process, and
v) ability to explore emergent behaviors due to agent
proactivity.

Domínguez et al. [75] proposed an ABM to model supply
chains. Each entity in the supply chain is modeled sepa-
rately with its own policies and is able to define its own
interactions with other entities. The proposed method com-
prise of two groups of agents, namely: planning and phys-
ical agents. Costumers and suppliers use six agents in the
planning group to negotiate and reach an agreement over the
price of the products. The agents in the planning group are
as follows: i) demand fulfillment agent which manages the
customer demand, ii) material resource planning agent which
communicates with the producers and purchases products,
iii) demand forecast agent that forecasts the demand of the
customers based on the current and history of demands,
iv) master planning agent which aggregates production plan-
ning, v) production planning agent which disaggregate the
aggregated planning by the master planning agent, and
vi) scheduling agent which schedules jobs in multiple agents.
Three agents in the physical group perform physical tasks
which are receiving and storing raw materials, manufactur-
ing, and delivering products to the customer.

An ABM is proposed in [76] to study the usages of an
Urban Distribution Center (UDC). In a smart city, the UDC
centrally manages the delivery of products to control city
congestion, pollution, delivery time, and reliability by opti-
mizing and scheduling the routes used for delivering goods.

In the proposedmethod,MAS are comprised of trucks, goods,
costumers, UDC, and city vehicles. Unpermitted or overtime
parked vehicles in parkings lead to parking problems for
trucks and thus incur delay in delivering goods. The UDC
agent considers this challenge while designing delivery paths
to further reduce the delivery time. The proposed method
minimizes the delivery cost for shop owners and maximizes
the delivery profit for delivery companies compared to con-
ventional management systems.

Based on arguments made in [12] the existing modeling
environments for the power industry are not able to effectively
model complex scalable power networks, e.g., a smart grid
with a large number of different energy sources and con-
sumers. ABM is an effective distributed modeling method for
smart grids, that makesABMan interesting research direction
in this field [77]. Readers are referred to [73] and [77] for
more detailed discussion on ABM.

D. AGENTS IN CITY AND BUILT ENVIRONMENTS
In recent years, using agents for managing cities and build-
ings has received tremendous attention from researchers.
In a city, unorganized distribution of freight increases the
cost, pollution, and congestion. Khayyat and Awasthi [79]
proposed an agent-based method to address this challenge
using six agents namely: RFIDG, retailer, supplier, carrier,
network, and city agents. The RFIDG agent uses RFID tags
to manage the supply of resources. To buy goods from a
retailer or a supplier the customer sends its request to either
the retailer or the supplier agent. On receiving the request,
the retailer or supplier agent searches its database to find the
requested goods. Next, the goods are sent to the carrier agent
to be shipped to the customer. The network agent determines
the optimal path that reduces congestion in the city for the
carrier agent to deliver the goods. The city administrator
agent informs both parties of a transaction (i.e., the supplier
and the customer) about the relevant policies and rules, e.g,
commerce and shipping goods.

Another fundamental challenge in cities is controlling
and managing the transport system and traffic in growing
metropolitan areas. Hager et al. [80] proposed an agent-
basedmethod to address this challenge. The proposedmethod
considers parameters such as fare and people satisfaction for
defining and analyzing the transport model. They use two
groups of agents: travellers and vehicles. The agents in these
groups share their knowledge about congestion and traffic
which is used by other agents to decide on a low-congested
short path toward their destination.

MAS is also applied for managing buildings. An agent-
based method for heating management in buildings is pro-
posed in [81]. The proactivity and flexibility of agents
(see Section III-A) made them effective solutions for manag-
ing heating systems which are comprised of heterogeneous
heating devices and sensors distributed around the building.
A demand agent checks temperature in the building and
passes the data to gas heater, buffer, and heat pump agents.
The latter agents use the received data from the demand agent
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FIGURE 5. A summary of MAS challenges.

to balance the temperature of the building. The authors imple-
mented the proposed method in an apartment and compared
it with a centralized method as a benchmark. The imple-
mentation results show that the daily power consumption is
significantly reduced using the agent method as compared to
the centralized approach.

Further reading in this field can be found in [81] and [82].

E. AGENTS IN SMART GRIDS
In the literature, agents are used to address multiple chal-
lenges of smart grids including balancing the generated and
the demanded energy, negotiating between the energy con-
sumer and producer over the energy price, storing energy in
the home storages, and energy restoration.

Nguyen and Flueck [84] proposed an agent-based service,
i.e., energy, restoration for smart grids that supports the dis-
tributed energy storage. The system uses two agents namely:
switching and distributed energy storage agent. The switching
agent balances the energy load, and detects and then isolates
faults, i.e., power outage due to a fault in some energy produc-
ers or energy distribution system. The energy storage agent
provides energy for the grid depending on whether the grid
is connected to the smart grid or is isolated. The proposed
method improves the system loss by effective restoration and
achieves dynamic islanding to restore the parts of the grid
which are being disconnected (islanded).

The participants in smart grid are either energy pro-
ducer or consumer. The energy producers aim to enhance
their profit by selling energy with higher price. To achieve
this aim, Vytelingum et al. [85] proposed an energy storage
management method. Each energy producer (agent) has a
storage device and aims to increase its profit by analyzing the
price signals generated by other agents including customers
and other energy producers. Each agent records the storage

usage in a unique storage profile. The agent analyzes the
storage profile using game theoretic methods to predict future
usage and thus decide on whether to sell or store its produced
energy.

Readers are referred to [86] for further reading of MAS
applications in smart grids.

In this section we have provided a high-level discussion on
MAS applications in different disciplines. The next section
discusses key challenges in MAS.

V. MAS CHALLENGES
Although the salient features of MAS increase its
applicability in multiple disciplines, significant research
challenges need to be addressed which include: coordina-
tion between agents (section V-A), learning (section V-B),
fault detection (section V-C), task allocation (section V-D),
localization (section V-E), organization (section V-F), and
security (section V-G). MAS challenges are typically
application-specific. In this section, we outline the key chal-
lenges that apply to the vast majority of applications as
summarized in Figure 5.

A. COORDINATION CONTROL
The action performed by each agent affects the environment
and thus the decision made by other agents. Coordination
control refers to managing agents to collaboratively reach
their goals [14]. Multiple challenges arise from coordination
including consensus, controllability, synchronization, con-
nectivity, and formation which are outlined below:

1) CONSENSUS
In MAS consensus refers to achieving a global agreement
over a particular feature of interest. Consensus has been
widely studied in the literature [34], [87]. Multiple MAS
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features, outlined in Table 1, impact the consensus prob-
lem as they affect communication and collaboration between
agents. Table 3 summarizes the feature-specific consensus
approaches. This table also provides references for further
study. We disregard MAS features that have no effect on the
agent relationships compared to classical MAS, e.g., leader-
less MAS.

TABLE 3. Feature-specific MAS consensus approaches.

The authors in [38] established a new consensus algorithm
for both fixed and dynamic topology MAS. The authors
mathematically prove that using their algorithm agents can
reach an agreement on a particular feature of interest.
Simulation results demonstrate that as time passes, the agent
disagreement on the feature of interest reduces till they finally
reach an agreement. The authors also defined a new type of
consensus known as average-consensus wherein the agents
reach a consensus over the average of the initial state of the
particular feature of interest. In occasions where finding a
unique parameter for agents to reach consensus either incurs
significant (processing and communication) overhead or is
impossible due to the diversity of agents and their features,
average-consensus can be employed to make the agents
consistent.

One of the well-known instances of consensus is flocking
which refers to collective behavior of a number of agents
to reach a group objective [108]. Flocking exists in nature,
e.g. ant colony, bees, fish, and penguins [38]. In one of
the pioneering papers on flocking [109], the authors pro-
posed three main rules that lead to a flocking model. These
are:
• Flock centring: attempt to stay close to nearby
flockmates

• Obstacle avoidance: avoid collisions with nearby
flockmates.

• Velocity matching: attempt to match velocity of nearby
flockmates.

These three rules are known as cohesion, separation, and
alignment, respectively. Flocking applications in engineering
include: vehicular and transportation control, military mis-
sions, and mobile sensing [108], [110].

Achieving consensus has two main sub-challenges based
on the features of the underlying MAS, namely:

• Tracking: In leader-followMAS (see Section III-A) with
one leader, agents should reach consensus over the posi-
tion of the leader. This ensures that agents maintain their
connection with the leader. This challenge is known as
tracking [21].

• Containment: Containment is similar to tracking with
the exception thatMAS havemore than one leader [111].
The leaders may limit the geographical position of
agents to control the borders of their group. Additionally,
leaders may connect to each other to exchange control
data or the data produced by agents, e.g. sensed data
from the environment.

2) CONTROLLABILITY
Controllability refers to the situation when MAS can be
steered from an initial state to a specific state using cer-
tain regulations [35], [112]. Therefore, there is certainty in
reaching a particular state by following specific steps. Two
key metrics that affect MAS controllability are the degree of
dynamism in the topology (see Section III-A) and the degree
of determinism in the environment (see Section II). In a
dynamic MAS, the topology changes periodically, affecting
the links between agents and thus their collaboration. In non-
deterministic environments the results of actions are not
predictable, thus agents should decide on new actions after
observing the result of their previous actions which incurs
delay and limits the proactivity of agents. In the literature,
controllability is largely achieved in a centralized manner,
where designated leaders instruct followers to reach a par-
ticular goal. Controllability has multiple applications which
includes: managing aircraft, vehicles, and robots [35].

3) SYNCHRONIZATION
Synchronization means the actions each agent performs are
aligned in time with other agents [1]. Synchronization has
a close relation to the consensus challenge that is nicely
highlighted in [113] as: ‘‘consensus means agents reach-
ing an agreement regarding a certain quantity of interest
that depends on the state of all agents, while synchroniza-
tion defines the correlated-in-time behavior among different
agents.’’ Increased heterogeneity among agents complicates
synchronization. The reason is that homogeneous agents can
be synced over a common feature, while for heterogeneous
agents, synchronization should be achieved over multiple dis-
tinct features. Heterogeneous synchronization is also known
as partial-state or output synchronization in the literature [30].

4) CONNECTIVITY
In some circumstances, agents demand permanent connection
to each other, e.g. agents in leader-followMAS should always
be connected to the leader. This requirement introduces the
connectivity challenge. The following challenges contribute
to the complexity of the connectivity: i) mobility: themobility
of agents leads to frequent disconnections between agents and
subsequent re-establishment of new connections, ii) noisy
environments: any interference in the environment can
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interrupt the connection between two agents and thus require
re-establishment of these connections, and iii) limited view
of the MAS topology: as agents have limited view, posi-
tioning the agent to achieve maximum connectivity is
challenging [114].

Based on connectivity, MAS can be classified into
connected or connectionless. In connected MAS, permanent
connectivity between agents is guaranteed, while in the con-
nectionless model there is no such guarantee. Connectivity
is widely applied in flocking and vehicular systems [115].
In these instances, the position of agents changes periodically
and agents must always maintain their connectivity with each
other.

5) FORMATION
In some instances, it may be necessary for a group of agents
in aMAS to be organized in a particular structure and that this
structure be maintained for a specific period of time (which
could even be the entire lifetime of the MAS). For exam-
ple, a group of Unnamed Airborne Vehicles (UAVs) can be
requested to form a particular formation to find a specific item
in the environment, or to sense multiple parameters from the
environment. This challenge is known as formation challenge
in the literature [116], [117]. Three main steps in formation
are: 1) finding the most effective structure to be applied
to all agents, 2) organizing agents based on the determined
structure, and 3) maintaining the determined structure for a
specific time. Heterogeneity of agents, limited view of the
environment, and dynamicity of the MAS or environment
makes the outlined steps highly challenging [118].

Liu and Geng [115] discussed the formation of agents for
a finite time. Xia et al. [120] proposed a position aware
formation method where a central agent which knows the
position of all agents, controls the formation. Formation has
a broad range of applications in military, disaster manage-
ment, UAV control, and vehicular control [119], [121], [122].
A complete dicussion on formation and its applications can
be found in [123].

B. LEARNING
In MAS, each agent autonomously decides on the appro-
priate action to reach to its goal based on multiple metrics
(see Section III). Agents can leverage machine learning algo-
rithms [124] to discover and forecast the changes in the
environment and adapt to unforeseen situations [125] and
thus formMulti Agent Learning (MAL) systems. The follow-
ing challenges increase the complexity of adopting learning
systems forMAS [5], [126], [127]: i) Processing and commu-
nication overhead of learning methods which consumes the
resources of agents, ii) MAS environment may be dynamic.
Thus, the agents must frequently sense updated information
to be used by the learning machine, which in turn consumes
a significant amount of agent resources, iii) The topology of
MASmay change which requires reconnecting with neighbor
agents, iv) Protecting agents against malicious agents which
inject false information, and v) Scalability of the learning
method for large scale MAS.

The agents can share their knowledge with their neighbors
and achieve collaborative learning to reduce the effect of
some of the challenges outlined above [128]. MAL is nor-
mally studied in the stylized setting provided by repeated
games, e.g. Prisoners’ Dilemma, Game of Chicken and Rock-
paper-scisors [126]. Studying agents in the context of a game
abstracts the basic concepts of MAL and directs the focus
on MAL output by providing the final results of learning
methods.

Two main machine learning methods used in MAL are
Reinforcement Learning (RL) and Genetic Programing (GP).
RL is a trial-and-error method where each agent changes its
state and observes the reward or penalty it receives from the
environment or other agents [5], [122], [126]. Each agent
uses actions with positive effects repeatedly, while avoiding
repeating actions with negative effects [127]. In RL, agents
have no pre-defined knowledge or policies about the envi-
ronment. In the literature, there are different reinforcement
learning methods for agents such as Minimax-Q, the Friend
-or-Foe Q-learning, Nash Q-learning, and Q-learning [122].

The second widely used learning method in MAL is GP
which is a type of Evolutionary Algorithm (EA) in machine
learning. In GP multiple computer programs are encoded as a
set of genes that are evolved using EA [129]. As time passes,
only the most effective genes survive and compete with other
genes to approach the demanded solution [130].

C. FAULT DETECTION
Detecting and isolating faulty agents is a fundamental task
as a faulty agent may infect other agents that it collaborates
with [131]. Current methods for Fault Detection and Isola-
tion (FDI) are mainly centralized, where a central agent aims
to detect and then isolate faulty agents [132]. Centralized
methods are suboptimal for large-scale and distributed sys-
tems such as MAS. This is attributed to the typical issues
that plague centralized approaches including single point of
failure and the potential for overwhelming a single agent
(if many agents send requests to this agent). Consequently,
FDI demands distributed solutions where all agents exchange
data to detect and isolate faulty nodes [133].

A well-known approach for addressing FDI is the
unknown observer. In this method, agents classify the inputs
(i.e., the received signals or communications from other
agents) into unknown and known groups. Next, the agents
monitor the unknown input generators to detect faulty agents.
The process of deciding on faulty agents is beyond the
scope of this paper and is discussed with greater details
in [130] and [131]. In [136] the existing FDI methods are
classified into two categories based on the inputs used for
identifying faulty nodes: a) without Embedded Residual
Generator (ERG), and b) with ERG. In the latter category,
the FDI uses new inputs from the environment to detect faults.
In MAS with ERG, the results of the previous FDI is used in
addition to the new inputs from the environment as the input
of the FDI. Thus, the FDI always depends on the previous
results which in turn decreases its robustness.
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The current literature in FDI suffers from the following
limitations [6], [132], [133]:
• The focus is mainly on homogeneous agents while in
most applications agents are heterogeneous.

• Most existing methods demand high resource and/or
data processing which might not be affordable by all
agents.

• Only few works discuss isolating faulty agents.
However, a detected but non-isolated faulty agent is
able to send information to other agents, thus consuming
resources of other agents.

• Most proposed solutions are centralized and thus not
necessarily useful for MAS as discussed above.

A complete survey on FDI can be found in [6].

D. TASK ALLOCATION
Task allocation refers to the allocation of tasks to agents
considering the associated cost, time, and (communication
and processing) overhead. Task allocation can be central-
ized or decentralized [137]. Dos Santos and Bazzan [134]
suggest a hybrid approach by organizing the agent system into
multiple clusters. In each cluster one node (knows as cluster
head) allocates tasks to the members of the cluster.

Two fundamental metrics for allocating tasks to agents are:
• Agent talent: This refers to the total number of resources
of each agent. Agents are assigned tasks proportional
to their resources. However, it is of great importance to
consider the current load at an agent prior to allocating
a new task to it. If the tasks allocated to an agent exceed
the resources of the agent (i.e., the agent is overloaded),
then the delay in receiving a response from the agent
will increase significantly. To prevent overloading, load
balancing is used to equally distribute the load between
agents.

• Agent position: The position of an agent impacts
the communication delay as well as overheads
(e.g., the number of packets needs to be transmitted
to communicate with other agents) [137], [139]. Thus,
the agent position should be considered while assigning
tasks to reduce the overhead. For instance, if task X
demands resources owned by agents B and C, then it
is preferred to allocate X to an agent that is located near
both B and C [139].

Task allocation has diverse applications including allocating
sensing tasks to heterogeneous agents and allocating rescue
missions to ambulances [140]. A complete survey on task
allocation is given in [137].

E. LOCALIZATION
Recall that each agent has limited view (only its neighbors)
of the MAS topology. With this limited view, locating
a particular agent, i.e. localization, can be challenging.
An agent might be localized based on: i) having particular
resources which is known as resource localization, ii) run-
ning specific services, or iii) owning a specific iden-
tity [141]. Most existing localization methods in literature

are centralized. However, centralized methods would not
necessarily scale for large scale MAS, thus raising the
need for distributed solutions [141]. In a distributed solu-
tion, the agents exchange their neighborhood information,
e.g., features, services, or identities, with other neighbors.
Consequently, they can collectively build a global topology
to localize any agent. However, this will increase communi-
cation overhead between agents. Additionally, there will be
a significant delay in updating the information of agents in
MAS. While a hybrid topology may be necessary to balance
the overheads and centralization and distribution, determin-
ing the optimal level of distribution for localization remains
an open issue.

The dynamicity of the agents clearly affects localization.
Localizing dynamic agents demands more communication
and computation resources compared to static agents. Agents
can localize a dynamic agent by estimating its future posi-
tion (or state) using its current speed or moving direc-
tion. This is known as state estimation [142]. Using state
estimation, the agents can follow a mobile agent continu-
ously which can potentially overcome the tracking challenge
(see Section V-A.1).

F. AGENT ORGANIZATION
Organization refers to the way that agent communications
and connections are defined. In certain approaches which are
outlined below, agents can be grouped based on particular
features such as goals, resources and services [143]. The
prevalent approaches for organizing MAS are [144]–[146]:
• Flat: This is the most basic organization structure
wherein all agents are regarded as equals. There is no
designated leader and every agent communicates with
its neighbors. Figure 6a illustrates this organization.

• Hierarchical: In hierarchical organization, agents have
tree-like relations as shown in Figure 6b. Leaf agents,
e.g., agents G and H in Figure 6b, communicate with
other agents using their parents (agent B). Parents con-
trol their leaf agents, i.e., children, and may have their
own parents. At the highest level, there is one agent
known as root agent (agent A). Hierarchical organization
may lead to delay or create a bottleneck, particularly
at the root agent (or parents) as it is responsible for
processing communications of all leaf agents. Based
on the number of authoritative agents, i.e. those who
have control over other agents, the hierarchical orga-
nization can be divided into two types namely simple
and uniform. In the simple approach, the root agent
has exclusive authority and controls all communications.
In the uniform approach, there are more than one author-
itative agents in the hierarchy meaning that in addition
to the root, all or particular parents can also control their
children.

• Holonic: In holonic organization, agents are organized
in multiple groups which are known as holons based
on particular features, e.g., heterogeneity or sensing
ability of the agents in holon. Holons are then layered
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FIGURE 6. Fundamental organization methods employed in MAS, namely: a) Flat, b) Hierarchical, c) Holonic, d) Coalition, e) Team,
f) Matrix, and g) Congregation.

in multiple layers as shown in Figure 6c. The agents can
communicate with other agents in the same holon or in
other holons in the same layer. Thus, in holonic

organization an agent can be member of more than one
holon in the same layer. For upper layer communica-
tions, a head agent is used which is selected among
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the most resource available agents in the holon. This
organization is suited for MAS when each supper-agent
(a member of a holon in upper layer) requires sub-agents
(lower layer holon members) to solve a particular task
collaboratively. Each sub-agent may also have the same
requirement.

• Coalition: In coalition organization, agents are tem-
porarily grouped based on their goal. Consequently,
the agents can reach their own goal with lower (process-
ing delay and communication) overhead compared to the
organization where there is no such grouping. Figure 6d
shows a coalition organization. Each agent can be part
of more than one coalition, e.g., agent 7. By reaching
their goal, the agents destroy the coalition. The internal
organization of a coalition is normally flat; however,
other organizations, e.g., hierarchical organization, can
be used to further reduce overheads or apply control
over agents. Finding and grouping agents with the same
goal incurs processing and communication overhead on
agents. Thus, there is a trade-off between the decreased
overhead resulting from the coalition and the incurred
overhead for finding agents with the same goal and
forming them in coalition.
This organization is suited when a collection of agents
with similar goals exists in MAS which their collabora-
tion associates them in reaching their goal. For example,
a group of ambulances (agents) may gather together to
rescue people during an earthquake. Forming coalition
aids ambulances to reach their goal effectively as it dis-
tributes them fairly to cover wider area and thus rescue
more injured people.

• Team: In team organization, the agents create a
group (team) and define a group goal which differs
with their own goal. Depending on the time required to
reach the team goal, a team may be short-time or long-
time. The agents in a team collaborate to reach the
team goal. Figure 6e depicts a team organization. The
team goal can be updated which leads to change in the
responsibilities, roles and authorities of agents in the
team. Each team can request information from agents in
other teams to improve its own decision-making process.
A team can have an internal organization (e.g. hierar-
chical) to improve the performance and efficiency in
reaching the team goal. For instance, in a team of agents
responsible for analyzing a city traffic, the agents create
a hierarchical structure so that the traffic data can be
integrated by the parents to reduce the communication
overhead.
The number of agents in a team (known as team size) is
one of the key issues in the team organization. A larger
team can sense more data from the environment; how-
ever, integrating the data and knowledge of multiple
agents demands high processing. The final decision of
the team is less challenging in small teams, however,
the data used by small teams is limited. A trade-off
between the decision-making overhead and the accuracy

of the data should be considered while deciding the team
size.
Unlike coalition where agents are grouped to reach their
own goal, in a team agents attempt reaching the team
goal. Thus, this organization is suited when multiple
agents attempt reaching the same goal.

• Matrix: In matrix organization each agent is adminis-
trated, i.e., managed, by at least two head agents (known
as managers) as shown in Figure 6f. An example where
this organization can be used is a company where each
staff gives report to a product manager (that controls
the product) and the functional manager (that controls
the functions of a task). This organization is effective
where agents are controlled by more than one leader
(or manager).

• Congregation: In congregation organization agents in a
location form a congregation to achieve their require-
ments that they cannot achieve alone. A farmer market
can be considered as a human congregation where peo-
ple gather to sell/buy what they need. Each agent can
leave or join congregations but should be part of only
one congregation at each point of time. The satisfaction
of an agent in congregation, i.e., the degree in which an
agent fulfills its requirements, depends on other agents
in the congregation. A congregation should always have
at least one member. Figure 6g shows congregation
organization. This organization is affective where each
agent requires the resources of other agents to achieve
its goal or perform its tasks.

Readers are referred to [139] and [143] for further readings
regarding agent organizations.

G. SECURITY
Security is highly challenging in MAS due to decentraliza-
tion, sociability, andmobility [1]. The effects of these features
are discussed below:
• Sociability: Agents use the information or knowledge
that they acquire from either neighboring agents or the
environment for the decision-making process. This
makes an agent vulnerable against malicious entities that
may share falsified data to impact the decision of an
agent.

• Decentralization: With the lack of a central trusted
authority, verifying the identity of agents and creating
trust between agents become highly challenging.

• Mobility: Amobile agent might be affected bymalicious
agents. If so, it spreads false information to a growing
number of agents that it encounters while moving. The
other security threat of mobile agents is that it might
attack the agent that it has migrated to it and consume
its resources or read its data.

Key security requirements in MAS are [148], [149]:
1) Authentication: assures that each agent is the one that

it claims to be.
2) Authorization: assures that each agent has the right to

access what it requests for.
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FIGURE 7. Communication approaches in MAS: a) Message passing, b) Blackboard.

3) Integrity: assures that amessage has not beingmodified
since generation.

4) Availability: assures that the services and resources are
available to the authenticated and authorized agents
when requested.

5) Confidentiality: assures that only the permitted agents
can read particular data.

Distributed trust is widely used inMAS to enhance security
whereby agents build trust in each other by observing and
verifying their actions [150], [151]. In distributed trust, agents
analyze the validity of the information they received from
other agents. Agent A bestows more trust in agent B as it
receives more truthful information from B [152].

This section outlined the key challenges in MAS. In the
next section, we discuss the primarily communications meth-
ods in MAS.

VI. AGENT COMMUNICATION
Communication between agents has been studied for over
50 years [153]. Three widely used approaches for commu-
nication include:

• Speech act: In [153] John Austin, the pioneer researcher
in speech act communication, identified that some utter-
ance verbs or sentences, referred to as speech acts,
change the physical environment, e.g. in the proper cir-
cumstances if a proper person says ‘‘I now make you
man and wife,’’ then this sentence affects the physi-
cal environment by defining new roles and conditions.
An agent can act as a speaker (S) that produces utterance
to change the beliefs of the hearer (H) [154]. Agents per-
form utterance by performing primary actions that are
perceived as an utterance according to some language
grammar [155]. Readers are referred to [1] for further
reading.

• Message passing: In thismethod agents directlymessage
each other as shown in Figure 7a. The agents use point-
to-point or broadcast communication to talk to other
agents. In the former, agent A can directly talk to agent B
if it knows B’s address. In broadcast communication

model, agent A sends a message to all its neighbors.
To ensure message interpretability, the agents in a com-
munication must use an agreed structure which is further
discussed below.

• Blackboard: In this communication method, agents can
collaboratively share data with each other using a central
repository called Blackboard as shown in Figure 7b.
Each agent stores its data on the blackboard that is
readable by other agents. To control the access of agents,
the blackboard uses a control knowledge. Each agent can
access multiple data defined in the control knowledge.

The message semantics are rather important to ensure that
the agents communicating with each other have the same
interpretation of the data exchanged. This is particularly
challenging with heterogeneous agents. A simple example is
when agent A sends temperature to agent B as 12◦C, then the
temperature should not being interpreted as 12◦F by agent B.
An Agent Communicate Language (ACL) aims to address
the aforementioned challenge. An ACL provides a unique
message format and ontology for all agents to communicate
and interpret received messages. Balaji and Srinivasan [7]
classified the ACL into two main categories namely procedu-
ral and declarative. In procedural ACLs, the communication
between agents is modelled as a sharing of procedural direc-
tives. In declarative ACLs, declarative statements are used
to specify definitions, assumptions, and assertions. The most
important programming languages that support each of the
mentioned categories are shown in Figure 8.

FIGURE 8. ACL categories and their well-known programming languages.

Foundation of Intelligent Physical Agents (FIPA) proposed
a comprehensive ACL framework for agents which is now
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TABLE 4. A summary of four MAS simulators.

widely used in most instantiations of MAS. Details of ACLs
and their coding are beyond the scope of this paper and
readers are referred to [7], [152], and [153] for more details.

VII. MODELING AND SIMULATION ENVIRONMENTS
FOR AGENT-BASED SYSTEMS
This section outlines multiple modeling and evaluation
methods used to analyze performance metrics, which vary
depending on the MAS application and goal, of the designed
agent-based system compared to the state-of-the-art. In the
following we outline three fundamental evaluation methods:
• Java Agent Development framework (JADE): JADE
is among the most widely used simulators in MAS. The
popularity of JADE stems from the following features:
i) it is Java based and benefits from third-party libraries,
ii) it is written based on FIPA standard (see Sec VI),
iii) it supports simulating distributed systems, iv) it has
a graphical interface for designing MAS, v) it hides
MAS complexity from the designer, vi) it is open-source,
and vii) it can be linked to Matlab [158], [159]. The
authors in [159] provide a complete instruction to MAS
implementation using JADE.

• GAMA: GAMA is a modeling and simulation platform
for building agent-based systems [160]. GAMA has a
number of advantages including: i) it can be used to
model/simulate MAS in any application, ii) it supports
GAML, a high-level and intuitive agent-based language,
that can be readily used to simulate MAS, and iii) it sup-
ports large scale MAS which are comprised of millions
of agents.

• Matlab: Matlab is used to study the performance of
MAS especially with respect to mathematical complex
evaluations [161]. Additionally, Matlab is linkable to
JADE for further studies on MAS performance [158].

• Mathematical analysis: MAS are representable using
graphs (see Section III). Consequently, using math-
ematical analysis are employed to evaluate MAS
performance.

The aforementioned evaluation methods are the most
widespread methods to study MAS. However, there exists
other infrequent evaluation methods which are discussed
in Table 4.

The outlined evaluation methods are particularly designed
for MAS. Due to wide applicability, particular evaluation
methods which are used to analyze systems in a specific
application can be employed to evaluate the performance
of an agent-based system designed to address challenges in
that application. For instance, to study the performance of
an agent-based computer network, NS2 [166], which is a
network simulator, can be employed for evaluation purpose.
As another example, Sinalgo [167] can be used in distributed
systems (similar to systems in Section IV-A).

VIII. CONCLUSION
In this survey, we proposed a high-level comprehensive
discussion regarding diverse aspects of MAS which helps
newcomers to grasp basic concepts of MAS, study existing
applications in multiple disciplines, the challenges in devel-
oping MAS, and the methods to study MAS performance.
Wefirst provided a definition of agents andMAS and outlined
their key features. We then discussed the main applications
and challenges of MAS while introducing references for
further studies. Next, we discussed communications between
agents and concluded the paper by a discussion on evalua-
tion methods to analyze the effectiveness of an agent-based
system. We expect this article to serve as an insightful and
comprehensive resource on MAS for researchers and practi-
tioners in the area.
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