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ABSTRACT A motion parameter capturing method is proposed to jointly estimate the initial positions
and velocities of multiple mobile targets in robotic sensor networks. By using the time of arrival (TOA)
measurements between the sensor nodes, the proposed method does not require any motion sensors. Non-
cooperative unconstrained linear least square (ULLS), constrained linear least square (CLLS), semidefinite
programming (SDP), and mixed second-order cone semidefinite programming (SOCSDP) algorithms are
designed by only exploiting the TOA measurements between anchor nodes and mobile targets. Then, the SDP
and SOCSDP algorithms are extended to the cooperative approach in which the measurements between
the mobile targets are also employed into the optimization model, as well as the measurements in the
noncooperative approach. The simulations and real experiments show that the cooperative SDP and SOCSDP
algorithms provide better performance than the noncooperative ULLS, CLLS, SDP, and SOCSDP. Compared
with the linear ULLS and CLLS, the computation complexity of the convex SDP and SOCSDP is higher for
a large number of variables and equality constraints. The positioning error of the SOCSDP is approximately
identical to the SDP, but the SOCSDP runs faster than the SDP.

INDEX TERMS Robotic sensor network, semidefinite programming, mobile target, parameter capturing.

I. INTRODUCTION

Recent advances in computing, communication, and related
technologies have resulted in significant interest in sensor
networks. Sensor network is a collection of sensor nodes
that have a limited amount of computational and battery
capacity, the ability to communicate with each other, and
the ability to sense the environment. Mobile robots equipped
with sensor nodes can be used to assist with completing
some complex tasks of sensor networks and improving the
network performance. Robotic sensor network shows great
advantages for its flexible mobility ability [1], [2]. In the
robotic sensor network, the position obtaining of sensor nodes
is also a critical problem for its applications, such as, data
collection, coverage control [3], target tracking, and others.
Conventional global positioning system (GPS) is not suitable
for the position obtaining of sensor nodes due to its huge
volume, energy consumption and hardware cost. To reduce
the positioning cost, a few anchor nodes with know their
positions are used to derive the positions of the remaining

sensor nodes. By using the ranging measurement information
extracted from the signaling, the unknown positions of sensor
nodes are estimated.

Among all kinds of ranging methods, time of arrival (TOA)
approach [4] has gained an increasing attention for high-
definition localization accuracy when low complexity devices
are available. Based on whether there are mobile sensor
nodes or not, sensor networks are divided into station-
ary or robotic sensor networks. The traditional triangulation
positioning method may be feasible for the stationary sensor
networks, but it is not applicable for the robotic sensor net-
works. So a motion parameter capturing method is proposed
for robotic sensor networks in this paper. The motion param-
eters including the initial positions and velocities of multi-
ple mobile targets are jointly estimated when assuming the
velocities of the mobile targets to be invariable. The proposed
method does not require any motion sensors. By exploit-
ing the TOA measurements between anchor nodes and
mobile targets, the unconstrained linear least squares (ULLS),
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constrained linear least squares (CLLS), the convex semidef-
inite programming (SDP) and mixed second order cone
semidefinite programming (SOCSDP) algorithms are pro-
posed in the noncooperative approach. Then the convex
SDP and SOCSDP algorithms are extended to cooperative
approach in which the TOA measurements between the
mobile targets are additionally employed into the optimiza-
tion model. The main contributions of this paper are listed as
follows,

1) A motion parameter capturing method is proposed by
using the TOA measurements between sensor nodes.
The motion parameters including the initial positions
and velocities of multiple mobile targets are jointly
estimated. The proposed method does not require any
motion sensors only by using the TOA measurements.

2) To avoid the local convergence of conventional estima-
tor, the linear ULLS and CLLS estimators are designed
to jointly estimate the initial positions and velocities for
the proposed optimization model. Then convex SDP
and SOCSDP algorithms are also put forward in the
noncooperative or cooperative approach.

3) The proposed system is implemented on sensor nodes
and evaluated by both simulations and real-world
experiments. The results show that the convex SDP and
SOCSDP algorithms provide more robust performance
than the linear estimators in larger noise conditions.
However, the convex SDP and SOCSDP algorithms run
slower than the linear estimators for the high computa-
tional complexity.

This paper mainly presents a motion parameter capturing
method for the initial positions and velocities of multiple
mobile targets. The rest of this paper is structured as follows.
Firstly we describe the related work in Section II. Section III
presents the problem specification of motion parameter cap-
turing. Section IV in detail describes the noncooperative
ULLS, CLLS, SDP, and SOCSDP algorithms. Section V
introduces the cooperative SDP and SOCSDP algorithms.
Section VI derives the computational complexity of these
proposed algorithms. Section VII analyzes the simulation
results and real experiments. The conclusions are represented
in Section VIII. This paper contains a number of symbols.
Following the convention, we represent the matrices as bold
case letters. If we denote the matrix as (x), ()~ and (x)” rep-
resent the matrix inverse and transpose operator, respectively.
|I*]| denotes £> norm. diag{=} represents a diagonal matrix.
[A];; denotes the element at the ith row and jth column of
matrix A. For arbitrary symmetric matrices A, A > 0 means
that A is positive semidefinite.

Il. RELATED WORK

Sensor network has attracted much attention for its wide
applications, such as battlefields, habitat monitoring, medical
treatments, underwater sensing, ecological sensing and oth-
ers [5], [6]. To complete more complex tasks, some sensor
nodes are equipped to mobile robots in the sensor network.
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Due to the mobility ability of robotic sensor network, it has
also received significant attention for its wide applications,
such as exploring an unknown environment [7], data col-
lection [8], [9], coverage control [3], leak detection in the
dangerous field [10], and others [11], [12].

Robotic sensor network has the limitations of its short
communication range, limited coverage, and limited compu-
tational power, so by cooperating with other agents as a group
it can perform more complex tasks, ranging from search
and rescue to environmental monitoring and surveillance.
In order to perform sensing, navigate reliably, or coordination
using robotic sensor networks, the position obtaining of the
mobile robots is important for event detection, auxiliary local-
ization and coverage control [13]-[15]. In sensor networks,
it is often that a few anchor nodes with known positions
are used to determine the remaining target nodes whose
positions are unknown and required to be localized [16].
By using the ranging information extracted from the sig-
naling between the nodes, the positions of target nodes are
derived. The ranging approaches locate the target nodes by
measuring the Euclidean distances between the nodes with
certain range techniques. Many ranging methods use tech-
niques such as, time of arrival (TOA) [17], time difference
of arrival (TDOA) [18], [19], angle of arrival (AOA) [20],
received signal strength (RSS) [21], [22], and acoustic energy
strength [23], [24]. Due to the influence of reflection, antenna
direction and multipath fading, it is difficult to accurately
describe the RSS with mathematical models, so the ranging
errors is possible to be too large. Since the range of sound
propagation is limited, the application of acoustic energy
method is relatively small. Among the different ranging meth-
ods, the TOA ranging method has gained an increasing atten-
tion for its easy hardware implementation and high-definition
ranging accuracy.

To accurately estimate the positions of the target
nodes, a lot of positioning algorithms are proposed for
stationary sensor networks. Maximum likelihood (ML)
estimator [25], [26] is asymptotically optimal, but the per-
formance of the ML estimator highly relies on the initial
solution provided for the iterative solver. To overcome the
shortcoming of ML estimator, the linear estimator is proposed
by converting the optimization problem of the ML estimator
into a linear model. The linear estimator represents the posi-
tion estimates as closed-form solutions which do not require
the initialization [27]-[29]. However, the linear estimator is
not applicable for the cooperative localization which provides
better accuracy performance compared to the noncooperative
localization [30], [31].

To improve the performance of the linear estimator, convex
optimization methods are also proposed by relaxing the cost
function of ML estimator into the convex optimization prob-
lem and efficiently solved by using existing algorithms such
as interior point methods which also do not require any initial
solutions [32], [33]. The convex optimization algorithms can
be realized by the cooperative approach in which not only
the measurements between anchor nodes and target nodes but
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also the measurements between target nodes are employed
into the optimization model. However, only the measure-
ments between anchor node and target node are exploited
in the noncooperative approach. Compared with the non-
cooperative approach, the cooperative convex optimization
methods provide better accuracy performance [34], [35]. Due
to the convex relaxation and the equivalent approximation,
the solution of the convex optimization is sub-optimal and
cannot achieve the best possible performance in the presence
of noise. On the other hand, the computational complexity of
convex optimization is high for a large number of variables
and equality constraints produced in the relaxation of convex
optimization.

The convex optimization can be realized by semidefinite
programming (SDP) [36]-[38], second order cone program-
ming (SOCP) [39], [40], or mixed second order cone semidef-
inite programming (SOCSDP) algorithm for the position
estimates in sensor networks. The SDP algorithm provides
a tighter relaxation and hence results in a better localization
accuracy compared with the SOCP. However, the SDP algo-
rithm runs slower than the SOCP for a number of variables
and equality constraints produced in the process of convex
relaxation. The lower complexity of SOCP is because for a
given problem, the number and size of variables and con-
straints required for solving SOCP are smaller than those
required for solving SDP. The mixed SOCSDP algorithm
trades off the positioning accuracy and computational com-
plexity.

In robotic sensor networks, the current positions of the
mobile targets are also calculated by using the ranging
measurements of the anchor nodes to the mobile targets.
Moreover, the future positions of the mobile targets can
also be predicted accurately by using some methods such
as, dead-reckoning [41], simultaneous localization and map-
ping (SLAM) [42], and filtering methods [43]-[45]. In the
dead-reckoning methods, the positions of the mobile targets
are calculated by using the wheel rotation measurements
when assuming the start positions to be known. However,
the dead-reckoning methods require extra motion sensor and
would be limited due to the accumulating errors especially
when the wheels would skid under the unsteadily working
conditions. The accumulating errors would be largen over
time, so the dead-reckoning methods are not suitable for the
exploring of far mobile distances.

The SLAM method has been extensively proposed to
explore the environment map by availing of the mobility
ability in robotic sensor networks. In [46], multitarget SLAM
technique is designed to estimate the positions of the sensors
in a sensor network. In [47] and [48], multipath propagation
is used to explore the environment map, which would be
served by the simultaneously navigating system. However,
the main disadvantage of most SLAM methods is the high
computational complexity, which makes them less efficient
specially in larger multirobot networks.

When all kinds of ranging data are noisy, there
are some position prediction methods which include
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Kalman filter (KF) [49], [50], extended Kalman filter (EKF),
and particle filter (PF) [51]. KF filter updates the estimates of
the mobile targets with continuous prediction and correction
to improve the tracking accuracy of the mobile targets, only
when the uncertainties are gaussian and the system dynamics
are linear. To extend the prediction model to nonlinear model,
EKTF filter is proposed by linearizing the nonlinear measure-
ments. However, KF and EKF can only be applicable for the
processing of gaussian noise. So the PF filter is proposed to
predict and update the mobile target positions by constantly
resampling when there are non-gaussian noises.

Most of above proposed methods provide the accurate
position estimates of the mobile targets based on their motion
and sensor data. Moreover, to improve the performance of
the position estimates, [52] introduced the linear estimator to
estimate the relative node positions by given pair-wise range
measurement and relative speed measurement between com-
municating nodes. In [38], the mobility-aided SDP algorithm
is proposed by considering the velocity measurement to be
available. As is known that the velocity measurement or the
obtaining of the motion data requires extra hardware devices.
Furthermore, the velocity measurements are subject to mea-
surement errors, so the velocity estimate is not enough accu-
rate especially when there are larger measurement errors.

Ill. PROBLEM SPECIFICATION

In a deployed region of robotic sensor network, there are
M anchor nodes with known position coordinates which are
denoted by a; = [a; b1l e R2, i =1,2,...,M.1In the
same region, N mobile targets equipped with sensor nodes
start from the initial positions X; 0 = [xj 0 yj,o]T € R? with
constant velocity v; = [vjx vjy]T € R, j =M+ 1,M +
2,...,M + N. As Fig. 1 shows that there are N (N = 3)
mobile targets in the region surrounded by four anchor nodes
(M = 4). At the same time, the TOAs are measured between
anchor nodes and mobile targets at sampling period 7. So at
the kth interval, the TOA measurement #;  ; between anchor
node i and mobile target j can be obtained that

Il ai —x;x |
tijk = % + &ijk (1)
wherei = 1,2,... . M,j=M+1,M+2,....M +N,
k=1,2,...,K.K is the total number of samples. It is noted

not of all links between anchor node i and mobile target j
are measurable due to the limitation of communication range.
&ijk 1s noise which is modeled as uncorrelated zero-mean
Gaussian variable with variance 81.2)]-, &+ C s propagation speed
of electromagnetic wave. || a; — X; || denotes the distance
between anchor node i and mobile target j at the kth interval
period. On the other hand, the TOAs between the mobile
targets each other are also measured and given by

lijk = Wik = i | " Nk | + &ijk 2
where i =M +1,M+2,... M+N,j=M+1,M +
2,...,M+N,k=1,2,...,K.| X;x — X« | represents the
distance between mobile target i and j at the kth sampling
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FIGURE 1. Mobile targets and anchor nodes.

period (i # j). The mobile targets start from the initial
positions X; o = [xj0 yj,o]T with a constant velocity v; =
[Vjx vj,y]T € R?, so at the kth sampling period the position
equations of mobile target i and j are obtained with

Xk = X0+ kT'v; 3)

Xjk = Xj0+ kTVj

wherei =M +1,M+2,.. M+N,j=M+1,M +
2,....M +N,k=1,2,...,K. In above proposed model,
the goal of motion parameter capturing is to estimate the
initial position X; o and the velocity v; of mobile target j by
using the TOA measurements,j = M+1,M+2,...,M+N.
Then the paths of these mobile targets are traced according to
the position equations of mobile targets. Let ey = [1  kT]”
and U; = [xj0 Vj]T, the measurement equations can also be
rewritten as

T
|a;—e U | )
lijg=————— ek i=12....M

C
I el (U; —U) | 4
tijk = % + ik @)
i=M+1,M+2,.... M+ N

wherej =M+1,M+2,... M+N,k=1,2,...,K.Based
on whether the TOAs between the mobile targets each other
are exploited or not, the parameter capturing is also divided
into noncooperative or cooperative approach. Only the TOA
measurements between the anchor nodes and the mobile tar-
gets are employed into the estimation problem, but the TOAs
between the mobile targets each other are not considered in
the noncooperative approach. However, in the cooperative
approach, the TOAs between the mobile targets are used to
improve the estimation performance. For the convenience
of description, S = {jj = M +1,M + 2,...,M + N}
represents the set of indices of the mobile targets. Let A;
be the set of the indices of the anchor nodes connected to
mobile target j and B; be the set of indices of the mobile
targets connected to mobile target j. So £ = A; U B; repre-
sents the set of the indices of all links connected to mobile
target j. In this section, these defined notations are listed
in Tab. 1.
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TABLE 1. Notation descriptions used in this paper.

Notations Descriptions
a; known position of anchor node ¢
Xk position of mobile target j at the kth interval period
X;,0 initial position of mobile target j
2} velocity of mobile target j
‘. TOA measurement between anchor node ¢ and
ok mobile target j at the kth interval period
e measurement noise between anchor node ¢ and
hik mobile target j at the kth interval period
c propagation speed of electromagnetic wave
M number of anchor nodes
N number of mobile targets
K number of samples
T sampling period

IV. NONCOOPERATIVE APPROACH

When mobile target j starts from the initial positions x; o with
a constant velocity v;, the TOAs between the anchor nodes
and the mobile targets are also measured. All TOA measure-
ments are sent to the central computing unit for parameter
estimation. In the noncooperative approach, only the TOAs
between anchor node and mobile target are employed into
the parameter estimation. Considering a single mobile target
J» the ML estimator of the parameter capturing problem is
obtained by the following optimization

, 1 AL
argnlljl_n Z Z 82_(ti'j’k — #)2 5)

2 c
T ieAj k=1 "ijk

where j = M + 1,M + 2,...,M 4+ N. By using the
optimization method of (5), the unknown parameter U; is
derived one by one. The solution of ML estimator should be
approximately solved by numerical techniques which require
an initial solution. When the initial solution is not enough
close to the true solution, local convergence may occur and
convergence is not guaranteed. To avoid the selecting prob-
lems of initial solution, the linear estimator and convex algo-
rithm are introduced to uniquely derive the motion parameters
including the initial positions and velocities of the mobile
targets.

A. LINEAR ESTIMATOR

To capture the motion parameters of mobile targets, the linear
estimator is firstly proposed by converting the optimization
problem of (5) into unconstrained linear least squares (ULLS)
estimation. Then the constrained linear least squares (CLLS)
method is designed by availing of the constrained condition.
The ULLS estimator represents the estimation value as an
analytical closed-form solution by using all TOA measure-
ments between anchor nodes and mobile targets. To obtain
the closed-form solution to the parameter capturing problem,
the first expression of (4) is equivalently transformed into

T
| a; — e, Uj ||I= c(tijk — €ijk) (6)
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where i € A;. Squaring both sides of (6) and neglecting
the second order high term, we can obtain that

—Za,-e,{Uj + UjTeke,{Uj = Cztiz’j,k — al-Tai — 2C2ti’j,k8i’j’k
@)
where i € A;,j = M+ 1,M +2,...,.M + N,
k =1,2,...,K. We define a new unknown vector n; =

U] U'U; x](vjl" € R7. By stacking all TOA measure-
ments of mobile target j in an ascending of i and k, the matrix

form of (7) is written as
Ajnj = bj + &j ®)

where the row vector of A; is equal to [—2a;e] el e, 2kT],
the row elements of b; and ¢; are equal to [cztizj 0 aiTai] and
[—2621‘1',]"](8[) j.k], respectively. The covariance of noise ¢;, X;

is obtained with
% = diag{4c*i?; 67,1} i€ A ©9)

So the weighting least square (WLS) solution to (9) is
obtained by

= (A]-TE].’IAJ-)_IA]-T zjflbj (10)
When the mobile target j is fully connected to all anchor
nodes, A; € RMLX7 b, ¢ REM ¢ ¢ REM and 3; ¢
REKM xKM

The estimation error of 7; is denoted by An;, which is given

by

Anj= ATz A TIAT g (11)
So the covariance of estimation error An;, cov(An;) is
obtained with

cov(An) = A =A™ (12)

Extracting from the estimated 7;, we can obtain the esti-
mation parameters of the initial position and the velocity of
mobile target j,j = M + 1,M + 2,...,M 4+ N. Above
calculation does not consider the constraint relationship of
the elements in the vector n; each other. So it is called as
unconstrained linear least square (ULLS) method for motion
parameter capturing problem. Since the variable relaxation
is performed in the ULLS method, the estimation error is
large. To reduce the estimation error of motion parameters,
the constrained linear least square (CLLS) is designed by
considering the constraint relationship of the elements in 7;,
J=M+1,M~+2,...,M+N.

The true initial position and velocity of mobile target j
are denoted by X; o = [Xj0 ,0];0]T and V; = [V, f/j,y]T,
respectively. Considering the error between the estimated and
the true, we can obtain that

2o = [ni(D) + Ani(DI & ni(1)* + 20D An;(1)
3o = [1j2) + A1 ~ nj(2)* + 2n;()An;(2)
7= [;3) + Ani3P ~ 0j(3)* + 21;3) Aryy(3)
= [0j(4) + A = ;4 + 20;(4) An;(4)
o+ 370 = nj(5) + Ani(5)
D407, = ni(6) + Anj(6)

(13)
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where n;(I) or An;(l) represents the /th element of the vector
njor An;, I =1,2,...,6.So the matrix form of the expres-
sion (13) is written as

Gt =hj+ (14)
where 6, = [fcj%o 5’j2,0 ﬁj%x \312 1" denotes the unknown

vector of mobile target j which is required to be estimated,
J=M+1,M+2,...,M+N.The others in (14) are defined
as

G =

S O

0 1
0 1
1 0

oS O = O
- o O O
—_— = O O

0 0 0
h=[n? neP 9GP p@? we we]
Lj=diag{2nj(l) 2n;(2) 2n;3) 24 1 1}
v = LiAn;

15)
So the WLS solution to (14) is
0= (G] z;ﬂ} G)'G/ 2;,.}11, (16)
where X, ; is given by
%, =E ) (17)
Since y; = L;jAn;, X, is also obtained by
%, =L cov(An)L; = LT (A] zj—‘Aj)—le (18)

By using the definition of the vector Uj;, the more accurate
motion parameter estimates of mobile target j can be repre-
sented by

Xj0 = sign{diag{nj(l : 2)}},/49]-(1 :2) (19)

ffj = sign{diag{nj(3 : 4)}}, /60,(3 : 4)
j=M+1,M+2,...,M + N. The initial position and
velocity of each mobile target are estimated by (19) which
obtains more accurate estimates by availing of the constrained
conditions. So it is called as constrained linear least square
(CLLS) method of motion parameter capturing problem.

B. SDP ALGORITHM

To avoid the problem of divergence, an another approach
is SDP algorithm which can be efficiently solved by using
existing algorithms such as interior point methods. Similar
to the proposed linear estimator, each mobile target is to
be estimated for its motion parameters including the initial
position and the velocity. Considering the mobile target j and
its connected anchor nodes i € A;, the ML estimator is firstly
rewritten by the equivalent transformation. Let d; j x =|| a; —
X; « || which denotes the distance between anchor node i and
mobile target j, so (1) is rewritten as

dijk =ctijr — &ijk) (20)
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By squaring both sides of (20) and neglecting the second
order term, (20) is rewritten as

d2 = 22

2
ik = €l — 267t j k€ jik (21

wherei € Aj,j=M+1,M+2,... M+N,k=1,2,... K.
So the ML estimator is expressed by

argmm 222 uk ”k)

Uj ieA; k=1 l] l/k
st.dijr =l ai —Xj |l (22)

To obtain the convex optimization form, a new matrix Z; is
defined as

%=[h W}} (23)
U Uy
wherej =M + 1,M +2,...,M + N. Itis found that
T
&, = [_aék] Z; [_aék] i€ A (24)

So the optimization problem of (22) can also be rewritten as

K
w3 o
Z; {aiji}Adiji}

iE.Ajk=1
t ! d’ 2120 < ay;
S“tz 52 (tjk CLik)" = ik
iK%k
a 17 a
2 i | ai . ,
di’j’k_[_ek} Z,[_ek] ied (@5

wherej =M +1,M +2,...,M + N. By relaxing Z; > 04,
the nonconvex optimization problem of (25) is relaxed into
convex SDP form

ZZ“W

Z{C‘l]k}{dz]k E.Al K
2
o d” c tl] k
ik T
st | o ijkdik | o g,
ij ¢ tlj k 1
ti,j,kal,j,k
T
d*, = a Z: a ic A
ij.k —ey J —ey J
Z >0y (26)

The proposed SDP algorithm provides a convex optimization
solution. However, the SDP algorithm runs slower due to a
larger of variables and equality constraints. The set of all
possible solutions obtained from SDP relaxation is a subset of
all possible solutions that can be obtained by SOCP. In other
words, SDP provides a tighter relaxation than SOCP solution
since the SOCP solution set includes the SDP. To reduce the
computational complexity, here the robust SOCP algorithm
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is provided for the SDP optimization model. To obtain the
SOCP form, a new variable A; j x is defined and written as

2 2
dl]_Ctl]k on

Ak =
ad ti,j,kal,j,k

Then the inequality constraint of (25) is transformed as
EEY) (28)

where Aj = [Ajjilie Ak =1,2...,
¢; is also defined by

K
¢ = Z Z i jk (29)

iG.Aj k=1

K1, the new variable

So the SDP optimization problem of (15) can be equivalently
written as its epigraph form

min b;
Zijldig)dy
st |l A [I< ¢j
dizj k¢ t
22 = )"11 k
tl,],k(sl,j,k
a " a
2 i ) i . .
di,j,k = [—ek] Z; [—ek] ie A
70, 30)

where the SOCP and SDP constraints are mixed by only
using the TOA measurements between the anchor nodes and
the mobile targets, so the solution to (30) is also called the
noncooperative SOCSDP algorithm. Due to the using of the
similar optimization function, the solution to noncooperative
SOCSDP algorithm is very close to that of the noncooperative
SDP algorithm.

V. COOPERATIVE APPROACH
To improve the performance of the motion parameter captur-
ing, the TOA measurements between the mobile targets each
other are also employed in the cooperative approach. In the
noncooperative approach, the motion parameters may be
difficult to be estimated for less measurements. Compared
with the noncooperative approach, the cooperative approach
provides robust solutions for the parameter capturing since
the TOAs between the mobile targets are also employed into
the optimization model. In the following, the cooperative
approach is designed for the motion parameter capturing by
using not only the measurements between the anchor nodes
and the mobile targets (i € A;) but also the measurements
between the mobile targets each other (i € 5;).

When the motion parameters of multiple mobile targets are
defined as U = [U}, ., Uy, ... Uj_ 41", the ML
estimator for cooperative approach can be expressed as the

following optimization problem
M+N K

1 | ai—elU; |,
argmln Z Z 282 ijk — L
ie A j=M+1k=1 "ij.k
M+N K T
e Ui =Up I,
-— 31
+2:Zj§j (i jk - ¥ (3D

ieBjj=M+1 k=1 lj k

VOLUME 6, 2018



X. Wu et al.: Motion Parameter Capturing of Multiple Mobile Targets in Robotic Sensor Networks

IEEE Access

Similarly, the solution of ML estimator is not available and
should be approximately solved by numerical techniques
which require the initialization. When some approximations
are used to linearize the nonlinear measurement equation,
the linear estimator obtains an analytical closed-form solu-
tion to the unknown parameter estimates. The exploiting of
linear estimator is difficult in the cooperative approach, since
the TOA measurement equations can not to be linearized.
So semidefinite programming algorithm is proposed for the
cooperative approach by using the additional TOA measure-
ments between the mobile targets each other.

Considering not only the measurements between the
anchor nodes and the mobile targets (i € .4;) but also the
measurements between the mobile targets (i € B;), we obtain
the ML estimator for the cooperative approach with

M+N K
argmm Z Z Z 2 52 t/k th)2
i€ j=M+1 k=1 lijik t/k
stdijr=lai—xkll €A
dijk =l Xix — Xk || i€B (32)

To design the convex form for the cooperative approach,
we also should convert the nonconvex optimization model
into convex problem. Firstly, we also define an unknown
matrix Z, which is given by

[ ur
Z= [ U uu’ } (33)
Similarly, it is not difficultly found that
T
d12] K= & Z A i€ Aj
" —Sjk —Sjk
T (34)
0 0
a2, = 2 zZ 2 i€ B
K Si.k — Sjk Si.k — Sjk

wherei =M +1,M+2,... M+N,j=M+ 1,M +
2,...,M + N,s; ; and s; ;. are obtained with

sik =102 . e 0, ]T
—— —— ——
1 i-M N
(35)
sik =102 e 0, 17
—— —— ——
1 M N

Then the optimization problem of (32) is equivalent to
M+N K
D DD B BLI
1{(11,],](}7{ l,j,k} ie£jj=M+1 k=1

1

s.t. — ————(d? ik T

t,]k z,Jk

T
2 a; a; .
di,j,k = . Z s 1 e A]
Sj,k Sj.k

T
0 0 .
d*, = 2 // 2 ieB
Jr Sik — Sjk Sik — Sjk
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2.2 2
i) = ik

When relaxing Z > 0>y 42, (36) is converted into convex SDP
form

M+N K
DI 3 3N
Z {a;ji}Adiji} 18 oM 41 k1
= =
2 2.2
ij v i,
d-j ik
Ui jk 8
i,j,k9i,j.k
S.t. d2 cztz z 02
ij i,jk 1
li,jk8ijk

T
a; a; .
dt2j k= ! Z ! [AS] A/
M ¥ —Sj.k ‘

T
d2, :[ 0, } Z|: 0 ] ieB;
h Si,k — Sjk Sik — Sjk

Z > On42 (37)

To reduce the computational complexity and obtain the con-
vex SOCP form, we use the same definition of (27). Then the
inequality constraints in (36) is rewritten as

[AlI<¢ (38)
where A = [Ajjkli€ & j=M+1,M+2....M + N,k =
1,2...,K], ¢ is defined by

M+N K
p=> > > aijk (39)
i€&; j=M+1 k=1

Similar to the noncooperative approach, (37) is also rewritten
as its convex SOCSDP form
min
Z,),{diji}.®
st [All=¢
2 2 2

dijx = lijx
— T = Xijk
ijkBijik

T
a; a; .
dlzj k= ! Z ! 1€ ./4]
A —Sjk —Sjk

T
0 0 .
d*, = 2 y/ 2 ieB
v Sik = Sjk Sik = Sjk

Z >0y (40)

The cost function of the convex problem is linear. So it
ensures that there is only one minimum point. The convex
optimization problem requires no initialization from the user.
It can be solved with well known algorithms such as interior
point methods which are self initialized and avoid the solution
to the initialization. Extracting from Z we can obtain the
motion parameters of the multiple mobile targets.

VI. COMPLEXITY ANALYSIS

When considering the full measurements between the mobile
targets and the anchor nodes, each mobile target has a
total of M connected anchor nodes. In the noncooperative
ULLS of (10), A; € REMX7T 3, ¢ REMxKM . ¢
RXM  The solution of the noncooperative ULLS estimator
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TABLE 2. Parameters in computing the computational complexity.

Algorithms Variables Nsocp n; P Ngdp nfdp
noncooperative SDP 4K M + 16 2KM + 3 0 0 KM+1 KM Oi size 2,
noncooperative SOCSDP KM+ 17 KM+ 3 1 KM+1 1 4
cooperative SDP AKL + (2N +2)2 2KL+3 0 0 KL+1 Kg]c\}fj_izze 2
cooperative SOCSDP KL+ (2N +2)2+1 KL+3 1 KL+1 1 2N 42

includes five matrix multiplications and one matrix inversion.
Referred by [53] the computational complexity of (10) is
upper bounded by O(14K>M?) when assuming MK > 7.
Since a total of N mobile targets is required to be estimated
in the network, the computational complexity of noncoopera-
tive ULLS estimator is O(14NK2M?). In the noncooperative
CLLS depicted as (16), G; € R4, ¥, ; € R¥4 h; € RS.
So the computational complexity of N mobile targets is upper
bounded by O(488N).

To illustrate the proposed convex algorithm, the number
of the SOCP and SDP constraints are denoted as Ny, and
Nygp, respectively. The number of equality constraints is
denoted as m in the designed convex optimization model.
The corresponding dimension of the ith SOCP and SDP cone
are denoted as n‘;an and n‘;dp , respectively. Tab. 2 lists the
number of variables, equality constraints, SOCP constraints,
SDP constraints and dimension of SOCP and SDP cone for
these proposed algorithms. The computational complexity of
these proposed algorithms is calculated as a function of K,
the number of samples, M, the number of anchor nodes, N,
the number of mobile targets, and L, the total number of
connections. For a network with full connectivity, we can
obtain that L = N(M + (N — 1)/2).

As can be seen from Tab. 2, the noncooperative SDP
algorithm has 4KM + 16 variables, while the proposed non-
cooperative SOCSDP has only KM + 17 variables. More-
over, the number of equality constraints for noncooperative
SOCSDP is KM + 3, which is always smaller than 2KM +
3, the number of the noncooperative SDP. Two different
cooperative approaches including SDP and SOCSDP are also
proposed to estimate the unknown parameters of the mobile
targets. The number of variables for the cooperative SDP is
4KL + (2N + 2)?, which is greatly larger than KL + 2N +
2)2 + 1, the number of the cooperative SOCSDP. Similarly,
the number of the cooperative SOCSDP is always smaller
than that of the cooperative SDP algorithm.

A convex optimization problem can be solved by iter-
ative optimization techniques, e.g., interior-point methods.
As is known, the worst-case complexity of solving the

. . . 2 ~—Nsocp __socp
mixed SOCP and SDP algorithm is O((m* }_,27" n,*" +

N.Yl B 2 NS B 3
m2y T n;dp +my 7 n;dp + m®)+/Nlog(1/¢)), where
V/Nlog(1/€) is the required least iterations, € is the accuracy
of the convex optimization solution. The complexity of solv-
ing the mixed SOCSDP is linear with n;"”, while that of

solving the SDP is quadratic in n‘;dp . Using the parameters
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listed in Tab. 2 and assuming KM >> 17, we further calculate
the computational complexity for N mobile targets.

Noncooperative SDP ~ 0(16NK 3M3/Nlog(1/ e))
Noncooperative SOCSDP =~ O(2NK>M3+/Nlog(1/¢))
Cooperative SDP ~ O(24K3L3/Nlog(1/e))
Cooperative SOCSDP =~ O(2K3L3+/Nlog(1/e))

(4D)

As can be seen that the computational complexity of the
SOCSDP is always less than that of the SDP, whether it is a
cooperative approach or not.

VII. EVALUATION

The ULLS, CLLS, SDP and SOCSDP algorithms for the
noncooperative or cooperative approach are proposed to esti-
mate the motion parameters of the multiple mobile targets,
when the mobile targets start from the initial positions at the
constant velocities. To evaluate the performance of these pro-
posed algorithms, two different scenarios were examined in
the simulations. In the first scenario, four anchor nodes were
placed regularly on the corners of a square 100 m x 100 m.
In the square region, five mobile targets started from the
initial positions which were randomly determined. Fig. 2(a)
shows the geographical coordinates of the deployed anchor
nodes, the initial positions and moving velocities of mobile
targets. However, four anchor nodes were placed irregularly
in the second scenario. The geography of four anchor nodes is
plotted in the Fig. 2(b), where the initial positions and moving
velocities of the mobile targets are the same as in Fig. 2(a).
The moving velocities of five mobile targets are denoted in
the circle brackets. Full connectivity is initially assumed,
meaning that each mobile target can be connected to all
anchor nodes and also to all other mobile targets, unless
otherwise noted. The propagation speed c is set to 3 x 108
m/s. Each standard deviation §; j ; of the TOA measurement
noise is equal to 6. The proposed convex SDP or SOCSDP
algorithm is implemented by the CVX toolbox using SeDuMi
as the solver.

A. IMPACTS OF THE NOISES

To demonstrate the performance of the proposed noncooper-
ative ULLS, CLLS, SDP, SOCSDP, the cooperative SDP and
SOCSDP algorithms, we perform Monte Carlo (MC) simula-
tions with 500 ensemble runs to evaluate the root mean square
error (RMSE) of the estimated parameters. The RMSEs of
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FIGURE 2. The geography and parameter setting of four anchor nodes and five mobile targets. (a) The first scenario. (b) The second scenario.

these proposed algorithms are calculated by averaging over
the motion parameters of five mobile targets. The number
of samples K and sampling period T are set to 5 and 1 s,
respectively, when the noise standard deviation § is varied
from I ns to 10 ns.

When the anchor nodes are placed regularly as Fig. 2(a),
the RMSE performance of these proposed algorithms is plot-
ted in Fig. 3(a) where the CRLB of estimated parameters is
derived in appendix. It is shown that the RMSE performance
of each algorithm degrades as the noise standard deviation
increases. When the noise standard deviation is small, these
proposed algorithms perform well. The RMSE difference
between the CRLB and each proposed algorithm becomes
larger with the increasing of noise standard deviation. Com-
pared to the noncooperative ULLS estimator, the RMSE of
the CLLS is less due to the exploiting of the constraint
conditions. Since the same optimization function is used,
the RMSE of the SOCSDP is very close to that of the
SDP. Furthermore, the cooperative approaches including the
SOCSDP and the SDP perform significantly better than the
noncooperative approaches since the TOA measurements
between the mobile targets are additionally employed into the
optimization model.

The velocities of all mobile targets are estimated along
with the initial positions when the noise standard devia-
tion is also varied from 1 ns to 10 ns. Fig. 3(b) shows the
RMSE performance of these proposed algorithms when the
anchor nodes are deployed in the first scenario. It can also
be seen from Fig. 3(b) that the RMSE of each proposed
algorithms becomes larger with the increasing of noise stan-
dard deviation. When the noise standard deviation is set to
1 ns, the RMSEs of noncooperative ULLS and cooperative
SOCSDP are 0.11 m and 0.08 m, respectively. However, when
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the noise standard deviation is increased to 10 ns, the RMSEs
of noncooperative ULLS and cooperative SOCSDP achieve
1.08 m and 0.75 m, respectively. Compared with the RMSE
performance of initial positions plotted in Fig. 3(a), the dif-
ference between the RMSE of cooperative approach and its
CRLB becomes larger in Fig. 3(b).

The deployment of the anchor nodes is irregular and shown
as Fig. 2(b). When the noise standard deviation is varied from
1 ns to 10 ns, Fig. 3(c) and Fig. 3(d) plot the RMSEs of
estimated initial positions and velocities, respectively. As can
be seen that the cooperative SOCSDP and SDP algorithms
provide better accuracy performance than the noncoopera-
tive approaches. In comparison with the previous scenario,
the RMSE difference between the ULLS and the CLLS is
much larger. So the ULLS performs worse when the anchor
nodes are placed as irregularly. It is also shown that the RMSE
of SOCSDP is very close to that of the SDP when the standard
deviation is increased from 1 ns to 10 ns.

B. NUMBER OF SAMPLES

More number of samples means the increasing of the mea-
surement information, so the CRLB of estimated unknown
parameters should be reduced. The noise standard deviation
and the sampling period are set to 1 ns and 1 s, respec-
tively. By using the regular placement of the anchor nodes,
the RMSEs of ULLS, CLLS, noncooperative SOCSDP and
cooperative SOCSDP are plotted in Fig. 4(a) when the num-
ber of samples is increased from 3 to 10. The RMSE of
the SDP is very close to that of the SOCSDP for the same
network configuration, so the RMSE of the noncoopera-
tive or the cooperative SDP is not shown here. As can be seen
from Fig. 4(a) that the RMSE of estimated initial position
is reduced with the increasing of the number of samples.
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FIGURE 3. Impacts of the noises in the different scenarios, K=5, T=1 s. (a) RMSE of estimated initial position in the first scenario. (b) RMSE of
estimated velocity in the first scenario. (c) RMSE of estimated initial position in the second scenario. (d) RMSE of estimated velocity in the second

scenario.

The cooperative SOCSDP performs best among four algo-
rithms since the measurements between the mobile targets
are employed into the optimization model in the cooperative
approach. When the number of samples is set to 3, the RMSE
of the cooperative SOCSDP is 0.38 m. However, the RMSE
of the cooperative SOCSDP is reduced to 0.17 m, when the
number of samples is set to 10.

Fig. 4(b) also plots the RMSE of estimated velocity with
four proposed algorithms, when the number of samples is
increased from 3 to 10. As also can be seen that the RMSE
of estimated velocity is less at a larger number of samples.
The RMSE of estimated velocity is reduced from 0.18 m/s
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to 0.03 m/s with the cooperative SOCSDP algorithm, when
the number of samples is increased from 3 to 10. However,
a larger number of samples leads to increasing of the compu-
tational complexity of the proposed algorithms. The RMSE of
the cooperative SOCSDP is also least among four algorithms.
Compared with the estimated initial position, the RMSE of
the estimated velocity is farther from its corresponding CRLB
with the cooperative SOCSDP algorithm.

C. COMPARISON WITH THE STATIC METHOD
In [35], a static SOCSDP method is proposed when mobile
targets are not assumed. Due to the extra unknown parameter
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of the velocity, the RMSE performance of our proposed
method is worse than the static SOCSDP method proposed
in [35], when the number of samples is less. However,
the larger number of samples leads to the increasing of mea-
surement information and would improve the RMSE perfor-
mance of our proposed algorithms. When the sampling period
is set to 1 s and the noise standard deviation is varied from
1 ns to 10 ns, the RMSE:s of different methods are plotted by
considering different number of samples in Fig. 5.

As can be seen that the RMSE of estimated initial position
is larger with a smaller number of samples. When the number
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of samples and the noise standard deviation are respectively
set to 3 and 10 ns, the RMSE of estimated initial position is
3.88 m with the cooperative SOCSDP. The RMSE of the static
SOCSDP method is 2.54 m. However, When the number of
samples is increased to 10, the RMSE of estimated initial
position is reduced to 2.08 m with the cooperative SOCSDP.
So it is shown that our cooperative SOCSDP performs bet-
ter than the static SOCSDP method at a larger number of
samples.

When the anchor nodes are placed irregularly, the RMSE of
estimated initial position is also plotted in Fig. 5(b) with these
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different methods. It is also shown the proposed algorithms
perform worse as the noise standard deviation increases.
When the anchor nodes are placed regularly in the first
scenario, the RMSE difference between each algorithm and
its corresponding CRLB is small. However, in the irregu-
lar deployment of the anchor nodes, the RMSE difference
between each algorithm and its CRLB is increased. When
the number of samples and the noise standard deviation are
respectively set to 7 and 10 ns, the RMSE of the cooperative
SOCSDP and its CRLB are 2.12 m and 2.04 m in the first
scenario. In the second scenario, the RMSE of the coopera-
tive SOCSDP and its CRLB are 2.78 m and 2.16 m, when
the number of samples and the noise standard deviation are
also set to 7 and 10 ns, respectively. The RMSE difference
between the cooperative SOCSDP algorithm and its CRLB is
increased from 0.08 m to 0.62 m, when the anchor nodes are
placed as the second scenario.

D. SAMPLING PERIOD
Smaller sampling period can shorten the moving distance
of the mobile targets when keeping the moving velocities
invariable. So it ensure that the mobile targets are in the
communication range of the anchor nodes. Then the motion
parameters would be possible to be instantaneously captured.
In this subsection, we examine the impacts of sampling period
on the RMSE performance of estimated motion parameters.
The number of samples and the noise standard deviation are
set to 5 and 1 ns, respectively. When the sampling period is
increased from 0.1 s to 1 s, the RMSE is plotted in Fig. 6 for
the irregular deployment of the anchor nodes.

Firstly, the RMSE of estimated initial positions is evaluated
and plotted in Fig. 6(a). As can be seen that the RMSE
of the estimated initial position is essentially unchanged as

24386

the sampling period increases. When the sampling period is
increased from 0.1 s to 1 s, the RMSE of the cooperative
SOCSDP is fluctuated from 0.32 m to 0.35 m. The fluctuated
range of each algorithm is very small with the increasing of
sampling period.

Similarly, the RMSE of estimated velocity is plotted
in Fig. 6(a), when the sampling period is increased from
0.1 s to 1 s. The shown result in Fig. 6(b) is different from
Fig. 6(a). The RMSE of estimated velocity is reduced as the
sampling period increases with each algorithm. When the
sampling period is varied from 0.1 s to 1 s, the RMSE of the
cooperative SOCSDP is reduced from 0.93 m/s to 0.09 m/s.
Each algorithm performs better at a larger sampling period,
but it prolongs the moving distances of the mobile targets and
would lead that the mobile targets is out of the communication
range of the anchor nodes.

E. REAL EXPERIMENT

To compare the performance of these different algorithms,
we also conduct a real experiment by using ultra wide
band (UWB) module of DWM1000. The UWB module
DWMI1000 directly provides the ranging between sensor
nodes by using the TOA measurement. So we should modify
our model by setting the propagation speed c to 1. The initial
positions of the mobile targets and anchor nodes are manually
set and measured. Motion sensor module are equipped to the
sensor nodes for obtaining the ground truth of the velocities.
In the real experiment, four anchor nodes are placed on the
corners of a square 12 m x 12 m. Three mobile targets started
from the initial positions (3, 3), (6, 7.5), and (1.5, 8) with the
velocities of (0.1, —0.2), (—0.3,0.1), and (0.1, —0.3) in an
indoor environment shown as Fig. 7(a). When considering the
velocities of three mobile targets to be unknown, we perform
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500 samples and estimate the motion parameters of three
mobile targets. The cumulative distribution function (CDF)
of positioning error is plotted in Fig. 7(b) with the noncoop-
erative ULLS, CLLS, SOCSDP, and cooperative SOCSDP,
when the sampling period and number of samples are set
to 1 s and 5, respectively. As can be seen that 10% of the
positioning error is larger than 0.081 m by using the nonco-
operative ULLS. However, only about 6% of the positioning
error is larger than 0.081 m with the noncooperative CLLS.
Compared with the noncooperative ULLS, the positioning
error of noncooperative CLLS is less due to the exploit-
ing of the constrained condition. It is also interesting to
see that the cooperative SOCSDP provides the best accu-
racy performance among the four algorithms. The average
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positioning errors are 0.048 m, 0.054 m, 0.054 m, and 0.057 m
with the cooperative SOCSDP, the noncooperative SOCSDP,
the CLLS and the ULLS, respectively.

We also investigate the performance of the cooperative
SOCSDP with different number of samples in the real exper-
iment since the accuracy performance of the cooperative
SOCSDP is best among four different algorithms. When
the sampling period is set to 1 s, the position error CDF
of the cooperative SOCSDP is plotted in Fig. 7(c) with
different number of samples. When the number of sam-
ples is set to 5, 7, and 9, 10% of the position error is
larger than 0.079 m, 0.057 m, and 0.048 m, respectively.
So the position error is reduced as the number of samples

increases.
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The velocities of the mobile targets are also estimated
along with the initial positions. The performance of the
velocity error is also investigated, when the number of
samples is invariably set to 5. The velocity error CDF is
plotted in Fig. 7(d) with the cooperative SOCSDP, when
the sampling period is set to 1 s, 2 s, and 3 s, respec-
tively. As can be seen that 10% of the velocity error is
more than 0.022 m/s when the sampling period is set to
1 s. However, the largest velocity error is only 0.012 m/s
when the sample period is increased to 3 s. The estimated
velocity error is also greatly reduced as the sampling period
increases.

VIIl. CONCLUSIONS

By using time of arrival (TOA) measurements between
mobile targets and anchor nodes, the noncooperative
approaches including the unconstrained linear least
square (ULLS), constrained linear least square (CLLS),
semidefinite programming (SDP) and mixed second order
cone semidefinite programming (SOCSDP) are proposed to
estimate the initial positions and the velocities of the mobile
targets. Then the noncooperative convex approaches are
extended to the cooperative SDP and SOCSDP by employ-
ing the TOA measurements between the mobile targets
each other. The linear estimators including the ULLS and
CLLS provide a closed-form fast solution to the unknown
parameters of the mobile targets. Compared with the ULLS,
the CLLS provides better accuracy performance due to the
exploiting of the constraint condition. The RMSE of the
cooperative approach is less than that of the noncooperative
approach, since the TOA measurements between the mobile
targets each other are additionally exploited as well as the
TOA measurements between the mobile targets and the
anchor nodes. The convex SOCSDP algorithm provides the
approximately identical accuracy performance with the SDP,
but the computational complexity of the SOCSDP is less than
that of the SDP.

APPENDIX
CRLB FOR MOTION PARAMETER CAPTURING
When there are gaussian measurement noises in the proposed
model, CRLB defines the a lower bound on the variance
which provides a benchmark for evaluating the accuracy
performance of estimation algorithm. The CRLB of unknown
parameters is the diagonal elements of the inverse of the
Fisher information matrix (FIM). When the TOA measure-
ments are designed to estimate the motion parameters of
multiple mobile targets, we derive the CRLB for cooperative
approaches which include noncooperative case as a special
case (N =1).

In the proposed model, both the initial positions and
the velocities of the mobile targets are required to be
estimated and considered as unknown parameters. A new

vector is defined and denoted as ¢ = [Xg viiT ¢

4N _ T T T T _
RT’ X0 - [XM+1,OT XM+T2,0 c Xyl Vo=
Vaer Vugo Vil
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The probability density function of all TOA measurements
is given by

M+N K

1—[ 1—[ 1—[ 1 (L tijk)
p(t; @) = { exp{——————1}
ic j=M+1k=1 "V 278k 25k
42)
where d; j . is obtained with
di,j,k =|a — Xj.0 — kTVj | ie .Aj 43)
dijk = Il %i0 = X0 +kT(vi = v) || i€B;

So the FIM of the parameter capturing problem is obtained
with

8% In p(t;
g Y npt¢) (44)
T dgp
So (44) can also be rewritten as
ad ad
p o (7 0T) )
dp dg
where = = diag{s}; ), 1(p) = [rijxl. i € &.j = M +

d,.
ILMA+2.... M+N,k=1,2...,K.rijx = %k — tijks
or(g) _ .9 ¢  _ r.X0 v X0 v :
o = [riyj’k], ik = [riyj’k rl.,jyk], Tiik and rijk are given
by
Xj0 +kTv; — a;
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So the CRLB of unknown motion parameters is obtained with

CRLB([¢]) = [F ()11, 47
wherel =1,2,...,4N.
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