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ABSTRACT Social Internet of Things (SIoT) supports many novel applications and networking services for
the IoT in amore powerful and productiveway. In this paper, we have introduced a hierarchical framework for
feature extraction in SIoT big data using map-reduced framework along with a supervised classifier model.
Moreover, a Gabor filter is used to reduce noise and unwanted data from the database, and Hadoop Map
Reduce has been used for mapping and reducing big databases, to improve the efficiency of the proposed
work. Furthermore, the feature selection has been performed on a filtered data set by using Elephant Herd
Optimization. The proposed system architecture has been implemented using Linear Kernel Support Vector
Machine-based classifier to classify the data and for predicting the efficiency of the proposed work. From
the results, the maximum accuracy, specificity, and sensitivity of our work is 98.2%, 85.88%, and 80%,
moreover analyzed time and memory, and these results have been compared with the existing literature.

INDEX TERMS Internet of Things, social Internet of Things, machine Learning, big data, feature selection.

I. INTRODUCTION
Developing IoT enabled technologies and their solutions are a
major challenge. However, IoT is about the pervasive collec-
tion and sharing of data towards a common goal [1]. In IoT,
the data refers to attribute values such as variables or inte-
ger values; and event refers to when certain conditions are
met or when certain states are reached [2], [4]. IoT service
allows certain functions to be carried out through a predefined
interface [5], [6]. Some researchers are particularly interested
in identifying risk issues arising during discovering and inte-
grating data within IoT [7]. Recently, the SIoT have been
developed; another utilization of Internet of Things (IoT).
The SIoT is a larger social network, connecting people and
people, people and objects, and objects and objects [8].

Thus creating the opportunities which bring several chal-
lenges to data processing systems for improving data col-
lection, cleaning and storage, and performing real-time
analytics [9]. Moreover, in the current scenario of Big Data,
various standards and platforms have been introduced by rela-
tional database vendors and can be used for data aggregation
as well as data analysis [10], [11]. The ‘‘big data and SIoT
is the perfect representation of social systems and the IoT
to characterize human progression [12].Various feature selec-
tion algorithms have been proposed; which can be classified
into two broad categories, i.e., filter approaches, and wrapper
approaches. In filter-based approach, the filtration process
is performed before classification process because of the
independent usage nature of classification algorithms [13].
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Linear Kernel Support Vector Machine-based classifier is
used to classify the data. LK-SVM has numerous benefits
like resolving little specimen; nonlinear and high dimensional
pattern recognition [14]. Subsequently, the advanced things
can’t specifically apply to SIoT. In addition, heterogeneous
nature of SIoT, different things communicating with each
other under its umbrella devours a high volume of memory,
power processing, along with high bandwidth [15].
• The main contribution of our manuscript as SIoT struc-
ture to ensure system with big data based on data classi-
fication model help some features.

• For this analysis consider some social databases and
finally performed classification model aid of LK-SVM
classifier, moreover improve the performance of the
system; optimized features are used and finally this
approach results also.

• This work will be useful for the SIoT systems and will
help to provide the guidance to the researchers of SIoT
and big data.

Hussein et al. [17] have examined a novel administration
structure in view of a reasoning approach for dynamic SIoT
administrations revelation in smart spaces. Thus, reason-
ing about clients’ situational needs, inclinations, and other
social angles along with clients’ encompassing condition
were proposed for creating a file of situation-aware services
which coordinates clients’ needs. This reasoning approach is
then actualized as a proof-of-idea model, specifically Airport
Dynamic Social, inside a brilliant airport.

Nguyen et al. [18] investigated the issue in detail and
propose a model-driven way to optimize an IoT applica-
tion in regards to its non-practical prerequisites. A source
code transformation, that updates the source code with the
produced movable parameter values and then executes the
compiler to make another binary image of the application.
The investigational results shows that non-useful prerequi-
sites, for example, power consumption and reliability can be
enhanced generously at the time of optimization.

Multiple birth support vector machine is a novel machine
learning calculation for multi-class characterization, which
is considered as an augmentation of twin support vector
machine by Zhang et al. [19]. To foresee another specimen
initially decides an interim for each class depending on the
separations between training tests and their hyper planes and
after that groups the new example relying upon the separa-
tions amongst hyper planes and the new example which are
in the relating interims. What’s more, smoothing procedure
is connected to the model, the first occasion when it was
utilized as a part of multi-class twin support vector machine.
The results on false datasets and UCI datasets demonstrated
that the proposed algorithm was effective and has great order
execution.

The rest of the paper described as follows, section 2
performs state of the art in SIoT, classification and big
data models and section 3 presents the detailed pro-
posed work with different layers function includes block
diagram. Section 4 comprises of simulation results of

proposed work and performs comparison with the existing
works and finally concludes our research work with future
enhancement.

II. BRIEF LITERATURE REVIEW
SIoTs alludes to the quickly developing system of associ-
ated protests and individuals that can gather and exchange
information using embedded sensors proposed by Hasan and
Al-Turjman [16]. The researchers proposed a bio-inspired
particle multi-swarm enhancement (PMSO) directing calcu-
lation to build, recoup and select disjoint ways that endure
the disappointment while fulfilling Quality of Service (QoS)
parameters. Multi-swarm technique empowers deciding the
optimal directions in choosing the multipath directing while
at the same time trading messages from all positions in
the system. Results demonstrated that the procedure utiliz-
ing the qualities of all individual best data is a substantial
technique for the motivations behind enhancing the PMSO
execution.

High-Performance Computing (HPC) solution has turned
into a key issue and has pulled into consideration as of late
been proposed by Ahmad et al. [20]. It presented a frame-
work engineering that chooses Artificial Bee Colony (ABC).
In addition, a Kalman filter was used as a part of Hadoop bio-
logical system that is utilized for evacuation of noise. A total
four-level engineering was recommended that productively
totals the information by removing superfluous information,
and investigate the information using the proposed Hadoop-
based ABC algorithm. To check the effectiveness of the pro-
posed calculations in the proposed framework engineering,
we have executed the proposed framework utilizing Hadoop
and Map Reduce with the ABC calculation. ABC calculation
was used to choose highlights, though; Map Reduce was
supported by a parallel algorithm that proficiently forms an
enormous volume of data.

The Internet of Things (IoT) is overpopulated by a huge
number of objects along with millions of interactions and
services [21]. Mardini et al. [21] have recommended the
SIoT; where each question in the IoT can utilize its compan-
ions’ or friends-of-friends’ connections to look for a particu-
lar administration. This is generally a moderate procedure on
the grounds that every hub (object) is required to deal with
a substantial number of companions. This work tends to the
issue of link determination of companions and scrutinizes five
techniques in the literature. It has been proposed a link deter-
mination procedure utilizing the Genetic Algorithm (GA) to
locate the close optimal solution. The outcomes demonstrated
a change in the inspected methodologies regarding a few
parameters.

Thus, the main challenges are:

• Internet of Things gadgets, to interface with each other
in a proficient way, consequently creating Big Data not
deliver better reduction.

• The SIoT Big Data, to decrease the vitality utilization
engaged with the SIoT at the time of communicating
Data over the Internet.
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• Advanced data analysis and intelligent approaches will
provide utility to the SIoT with optimization and classi-
fier model [20].

• Develop a bio-inspired PSO routing algorithm achieve
fast recovery from path failure by attempting to extend
an existing approach. Optimization is required, in order
to meet non-functional requirements in the application
design phase and the problem of IoT is overcome by the
proposed method [17], [18].

III. PROPOSED APPROACH
A. SIoT DATA COLLECTION
The developed things in the SIoT can able to detect the
physical conditions, collects data, exchange or scatter infor-
mation, process information for fitting applications, and com-
municate with different things. Henceforth, SIoT has been
introduced with power innovation that aids in understanding
the physical world and external jolts. While IoT can be con-
sidered of having ordinarily correspondence to the physical
world by detecting or activating through huge numbers of
various gadgets, SIoT worldview and this specimen appeared
in figure 1, raises imperative issues regarding why and how
to use these services as well as application.

FIGURE 1. Sample social IoT.

B. FILTERING
Filtering is the key to the proposed approach, as for a par-
ticular dataset, some filter will be used to select the subset
of dataset and, subsequently, the execution will remove noise
and undesirable data.

1) GABOR FILTER
Gabor is Gaussian function, which have been revised by
complex sinusoids. Under specific conditions, the period
of the reaction of Gabor channels is roughly linear. Gabor
wavelet symbolizes a class of functions. The utilization of
the Gabor channel bank can viably diminish the calculation,

decrease the measurement and remove noisy information.
AGabor base is a Gaussian function, in which the exponential
is adjusted with respect to the result of a Gaussian and an
exponential. The two-dimensional Gabor functions (u) can be
described using equation 1 and 2.

u(a, b) = g(a, b)∗exp−2π jf ya (1)

Here

g(a, b) =
1

2πσaσb
∗ exp

−1
2

(
a2

σ2a
+

b2

σ2b

)
(2)

Gabor capacities are bandpass filters, which are Gaussians,
focused on frequency in the spatial-area. Gabor channel with
various frequencies and with introductions in various ways
have been used to localize and extricate text area from data
by removing noise.

C. DATA BASE REDUCTION
Hadoop MapReduce (HRM) comprises of a Job Tracker and
a few Task Trackers. When a MapReduce task is executed,
the Job Tracker divides it into smaller tasks (map as well
as reduce), which can be processed by the task trackers and
when the input dataset is given to aMapReduce data, it is split
into autonomous data chunks using map task. The output of
map task is the input of reduce task. The map function exe-
cutes the technique of allocating each sample to the nearest
focus while reduce task executes the new centers updating.
As a result, the given data is mapped in a few groups and thus,
the Map Reducer reduces SIoT database using a threshold
value (Figure 2).

1) MAPPING PROCESS
Once the filtered data is converted into a set of data, a mapper
can evaluate the nearest center point for every data. Maps are
the individual tasks that change input data into the middle of
the road information; such that the transformed intermediate
data shouldn’t have similar type as input data.

2) REDUCES PROCESS
This process is known as diminish mission, which inputs
the productivity from a map and unites the data tuples into
a slighter group of tuples and results into a reduced set of
values. Now, the reduce process combines the data created
during the mapping process.

D. FEATURE SELECTION
Now, we have used feature selection technique to select opti-
mal subset of features out of all the features. Here, we have
used EHO for feature selection and optimization. Elephant
Herding Optimization searches the element space covetously
and is constantly able to determine a better feature sub-
set to optimize the given input data. It is used to improve
classification.
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FIGURE 2. Proposed EH based classifying system for SIoT.

1) ELEPHANT HERDING OPTIMIZATION
In nature, the elephant is also considered as a social animal
and the herd consists of several clans of female elephants and
their calves. Under the influence of leader elephant or matri-
arch, the movement of every clan is defined. The Female
Elephant (FE) use to live with their family groups whereas the
Male Elephant (ME) separated when they grow up and live in
contact with their family group utilizing low-frequency vibra-
tions. Following assumptions are considered for herding:
• The population of elephants is divided into clans; each
clan contains a fixed number of elephants.

• A fixed number of ME leaves their clan and live alone.
• Each clan moves under the leadership of a matriarch.

The group of matriarch holds the best solution in the herd
of elephants while the worse solution is decoded from the
position of the group of male elephants. Updating procedure
of EHO has been shown below.

2) ELEPHANT POSITION
In this step, the position of each elephant in different clans
can be determined except the matriarch and male elephant
that holds the best and worse solution respectively. For each
clan Ci elephants; each clan has ‘P’ elephants. The position of
ith elephant i= 1,2,. . .E also jth clan j= 1,2,. . . l is represented
by Gi,j.

a: Movement update of fittest elephant of each clan
Elephants that move far from the group can be used to model
the investigation. Every clan have some number of elephants
with the most noticeably bad estimations of the target work
has been moved to the new position.

b: Separating worst elephants in clan
The worst elephant or male elephant will be separated from
their family groups. During clan separation operation, the bits
can be changed randomly since multiplication is performed
with the random number. If the probability of randomness is
given, then the number of bits to be changed can be estimated.

Where,
Gnewli,j→ Updated position,
Gli,j→ Old position,
Gbestli,j→ Position of best in the clan,

Algorithm 1 EHO Algorithm
(i) Initialization process
Choose feature attributes from the reduced database, EH
parameters are scale factor and random values.
(ii) Fitness evaluation
Optimal feature selection consider accuracy as fitness
function
(iii) Position of new elephant

Gnew,li,j = Gci,j + α(Gbest,li,j − Gli,j)× r (3)

(iv) Movement update
The position update for best fit in the clan is given by

Gnew,li,j = β × Gcenter,lj And Gcenter,lj =
n∑
i=j

Gli,j/nl

(4)

(v) Separate worst position
The worst position updated as

Gworst,li,j = Gmin + (Gmax − Gmin + 1)× r (5)

(vi) Memorize the best probable results
(vii) Exit if
The optimal solution with maximum accuracy reached.

else
Iteration = Iteration +1.

α and β, And r ε 0 to 1, nl → The total number of ele-
phants in each clan,
Gworst,ci,j→Worst male elephants in the clan and
Gmax and Gmin → Maximum and minimum allowable

boundary limits for the clan elephants.
In a given scenario of EHO, each clan source is linked

with a bit vector, where the vector depends on the overall
number of features. All the features are then evaluated and
the feature, which has its value ‘1’, is in the subset of optimal
features. These optimal features are fed into the classifier
model to improve precision and performance rate of the
proposed model.

E. CLASSIFICATION
For the data classification, the optimal feature attributes are
given as an input to support vector machine (SVM). The SVM
could perceive new data as members or non-members of the
functional class based on the expression data. The classifier
has two models one as training and another as testing as
shown in figure 3.

1) TRAINING MODEL
The scaling is essential for the variable (traits) with bigger
variance. Training data can be used for separating hyper plane
and if the training data are directly divisible, then choose
these hyper planes such that there are no focuses amongst
them and to maximize their distance.
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FIGURE 3. Linear kernel SVM-based classifier.

2) LINEAR KERNEL SVM
A supposition is made that bigger the margin or distance
between these parallel hyperplanes; the better the classifier
error. Before considering N-dimensional hyperplanes, let us
consider a simple 2-dimensional example. The linear kernel
function appears beneath condition.

N∑
i=l

αi · fi · K (g, gi) = 0 (6)

Here ‘g’ vector drawn from the input space, assumed to be in
the dimension

p0, αi are the Lagrange coefficient,
fi is the equivalent target output and
K(g, gi) denotes the inner product of two vectors convinced

in the feature space by the input vector.

K (g, gi) = gTi gj + C (7)

Now, we have to apply the set of above parameter to the
training dataset and get the classifier. An SVMmaps the input
into a high-dimensional feature space and finds a separating
hyper plane.

3) TESTING MODEL
Now, again apply the same set of parameters to the training
dataset and get the classifier. Later on, use the classifier to
classify the testing dataset to get the generalization accuracy.

IV. RESULTS AND DISCUSSIONS
The proposed SIoT data classification with optimal feature
selection implemented in Java programming language with
JDK 1.7.0 in a windows machine with the system setup,
i5 processors with 4GB RAM and 64bit operating system
platform.

The proposed model has been compared with the existing
approaches like Ant Colony Optimization (ACO), Particle
Swarm Optimization (PSO), and Genetic Algorithms (GA)
based on the parameters like the total accuracy, the num-
ber of features, and classification results with performance
metrics.

TABLE 1. Five database attribute information.

A. DATABASE DESCRIPTION
The proposed optimal feature based classification models
the training and testing process and considers the five dif-
ferent databases from the UCI machine learning repository.
Each database contains some features/attributes and different
classes; this information has been demonstrated in table 1.
Each dataset have been analyzed as per the number of fea-
tures. Description of the five databases used in the work are-

B. GPS TRAJECTOIRES
This dataset contains trip information regarding taxi stand,
call origin details, unique taxi id, unique trip id and the
Polyline. The Polyline is a string of GPS coordinates with
each coordinate being obtained after every 15 seconds of the
trip beginning with the pickup and ending with the drop-off.

C. INDOOR USER MOVEMENT PREDICTION FROM RSS
This dataset represents a real-life benchmark in the area of
Ambient Assisted Living applications. Input data contains
temporal streams of radio signal strength (RSS) measured
between the nodes of aWSN, comprising 5 sensors: 4 anchors
deployed in the environment and 1 mote worn by the user.

D. WATER TREATMENT PLANT
This dataset comes from the daily measures of sensors in an
urban waste water treatment plant. The objective is to classify
the operational state of the plant in order to predict faults
through the state variables of the plant at each of the stages
of the treatment process.

E. HEPATITIS
The dataset contains 155 instances distributed between two
classes die with 32 instances and live with 123 instances.
There are 19 features or attributes, 13 attributes are binary
while 6 attributes with 6-8 discrete values. The goal is to
forecast the presence or absence of hepatitis virus.
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F. TWITTER DATASET FOR ARABIC SENTIMENT ANALYSIS
The chosen tweets express some kind of emotions (posi-
tive or negative) and the goal of our model is to extract
valuable information from such tweets with the end goal to
determine the sentiment orientation of the inputted text. The
months-long comment procedure of the tweets is physically
led principally by two human specialists (local speakers of
Arabic). On the off chance that the two specialists agree on
the label of a specific tweet, then the tweet is doled out this
label. Something else, a third master is counseled to break the
tie.
Performance Metrics:

Sensitive =
TP

TP+ FN
(8)

Sensitive =
TN

TN + FP
(9)

Accuracy =
TP+ TN

TP+ TN + FP+ FN
(10)

Throughput: The throughput is the quantity of data (bits)
conveyed within a time component (sec).
Energy Consumption (EC): The energy consumption is the

standard of the energy devoted in data conveying from basic
data to the target data within a time component.

TABLE 2. Optimal features with accuracy for proposed work.

Five datasets such as GPS Trajectories, Indoor User Move-
ment Prediction from RSS, Water Treatment Plant, Hepatitis
and Twitter Dataset for Arabic Sentiment Analysis and their
optimal set of selected features are detailed in the table 2. For
example, water treatment plant has 38 numbers of features,
among that, 19 optimal features are selected using the opti-
mization algorithm with 96.45% accuracy.

Figure 4 explains the comparative analysis of optimiza-
tion algorithm in the feature selection process. For each
database, the accuracy of optimal feature selection is com-
paredwith the algorithm like EHO, PSO,ACO,GA andABC.

FIGURE 4. Comparative analysis for feature selection.

The optimization process by choosing an appropriate set of
adjustable parameters, we practical that our approach is able
to achieve a good rough calculation From the overall analysis,
the proposed EHO based feature selection attains maximum
accuracy in all the five databases compared to other related
algorithms.

TABLE 3. Computational time and memory for proposed work.

Table 3 describes the time required for the data compu-
tation and its memory allocation for different data size. For
example, 100 Mb data size needs 58 seconds for data com-
putation and its corresponding memory allocation is about
1324581 bytes. Similarly, for other data set, the computation
time and memory size are revealed in the above table.

Figure 5 represents the throughput (Kbps) for various data
size (Mb) such as 50, 100, 150, 200, 250 and 300. Throughput
is analyzed with two conditions namely, Hadoop with opti-
mization and Hadoop without optimization. On comparing
both the analysis, Hadoop with optimization accomplishes
maximum throughput in the range of 6000 to 12000.

The energy consumption (EC) of different data size is
depicted in figure 6 under two conditions, namely Hadoop
with optimization and Hadoop without optimization. The
amount of energy consumed during the data convey from
basic data to the target data is measured and compared.
The energy consumption of wireless statement primarily
is governed by on the numeral of bits of data to be
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FIGURE 5. Throughput Vs data size.

FIGURE 6. Energy consumption Vs data size.

FIGURE 7. Performance metrics for various classifiers.

communicated with sensor network. The graph clearly shows
that the energy consumption is high in the Hadoop without
optimization compared to Hadoop with optimization.

Figure 7 illustrates the performancemetrics of various clas-
sifiers such as LK-SVM, Neural Network (NN), K-Nearest
Neighbour (KNN), and Naïve Bayes (NB). Compared to the
existing classifiers, the proposed LK-SVM classifier attains
more specificity and sensitivity. The SVM could classify the
data as members or non-members of the class based on the
expression data. The highest accuracy of data classification
is 98.86%, which is achieved, in the proposed LK-SVM.

FIGURE 8. Comparative analysis for classification Performance.

Figure 8 represents the accuracy of the different classifier
for the four different data sets i.e. Indoor User Movement
Prediction from RSS, Water Treatment Plant, Hepatitis and
Twitter Dataset for Arabic Sentiment Analysis. For the four
datasets, the maximum accuracy is accomplished in the pro-
posed LK-SVM compared to other classifiers.

V. CONCLUSION
The study investigated the classification of SIoT with big
data map-reduce system. Here, Gabor filter has been used to
reduce the redundant data from the database. Furthermore to
improve the efficiency of the proposed work, Hadoop Map
Reduce has been analyzed for mapping the data. The optimal
features were selected from the database using the algorithm
for data classification. In this research work, the EHO has
been used to select the optimal subset of features from each
dataset. Finally, LK-SVM classifier was proposed to classify
the data as class 1 and class 2 based on the expression data.
The result shows that the proposed model attains a maximum
accuracy of 98.86% compared to other existing approaches.
The researcher can use the proposed work to improve the per-
formance measures of big data classification based on SIoT
by using advanced classifier with the hybrid optimization
algorithms.

An application of the Internet of things in a social network
that includes a smart device that can impulsion its status
messages on Twitter and in few areas like telecommunication,
marketing and finance have been early adopters of big data
analytics.
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