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ABSTRACT Consolidation of virtual machines is used to reduce the power consumed in cloud computing
systems. In consolidation, some virtual machines are migrated from some source servers to other destination
servers and source servers are turned off. Most current consolidation approaches depend on the utilization of
servers to determine both source and destination servers. In this paper, a consolidation approach that depends
on multiple criteria is proposed and evaluated. The approach has one algorithm for determining source
servers and another algorithm for determining destination servers. Simulations experiments show relevant
improvements over utilization-based approach in terms of throughput, power consumption, monetary cost,
and scalability by 21%, 12%, 24%, and 37%, respectively.

INDEX TERMS Consolidation, throughput, virtual machines, data center, power consumption.

I. INTRODUCTION
Cloud is a highly dynamic environment and then alloca-
tion of virtual machines to servers of data centers cannot
ensure the guarantee of the service quality expected by cus-
tomers or the benefits or profit expected by providers. Balanc-
ing the amount of power consumption and the performance
of a cloud represents a critical issue. Inefficient employment
of resources is one of the most significant sources of ever-
increasing power consumption in these systems. This means
that more resources are used in executing applications than
the sufficient number of resources and then more power is
consumed [1].

In cloud computing environments, greater power saving
can be achieved by using consolidation, Dynamic Volt-
age Frequency Scaling (DVFS), or efficient scheduling of
customer applications. In consolidation, the cloud tries to
use fewer servers or physical machines in order to exe-
cute applications without breaking the Service Level Agree-
ment (SLA) [2], [3]. So, the cloud selects some servers
to be turned off and their virtual machines or applications
are migrated or transferred to other servers where they can
complete execution. In DVFS, the computing elements can
change their voltages and frequencies according to the allo-
cated applications [4]. In addition, scheduling of applications
to virtual machines and scheduling of virtual machines to

servers can play important role in reducing energy consumed
in cloud environments [5], [6]. Most existing research works
are consolidation based or scheduling based because the
property of DVFS is not always available in cloud computing
systems due to the high cost. In addition, the performance
of the cloud can be degraded when the frequency of the
computing elements is reduced.

The research work developed in this paper is based on
consolidation technique. In this work, the main focus is to
propose a multi criteria-based consolidation approach that
depends on more than one criterion when selecting both
source and destination servers. The main contributions intro-
duced in this paper are:

1) Proposing an algorithm for determining the source
servers to be turned off and the list of virtual machines
to be migrated.

2) Proposing an algorithm for determining the destination
servers on where the migrated virtual machines will be
executed.

3) Integrate both of the proposed algorithms into an
approach in order to obtain superior performance in
terms of the most important performance criteria for
both provider and customer.

The next sections of this paper are organized as fol-
lows: Section 2 briefly explains consolidation-based related
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work, Section 3 presents a brief description of the prob-
lem statement, Section 4 elaborates in details the pro-
posed approach, Results are presented and discussed in
Section 5 and Section 6 provides the conclusion and some
suggestions for the future.

II. RELATED WORK
Many researchers have extensively studied managing power
consumption in cloud computing systems and multiple meth-
ods were proposed. The proposed methods are classified
as methods based on software techniques such as efficient
scheduling and consolidation andmethods based on hardware
techniques such as DVFS. The research work in this paper is
based on consolidation technique. The concept behind this
technique is to utilize as minimum servers as possible in
order to reduce power consumed by data centers. This can be
done by migrating some selected virtual machines from some
source servers to other destination servers and switching off
the source servers and then energy can be saved [2], [3].

Multiple consolidation methods and approaches were
developed in the context of reducing power consumption.

Murtazaev and Oh [7] have proposed a consolidation
mechanism to reduce the number of utilized servers and
virtual machine migration. However, their mechanism con-
siders only utilization of memory and CPU when selecting
the virtual machined to be migrated in the data centers.

Rao and Thilagam [8] have proposed a consolidation
mechanism, called residual resource defragmentation that
uses Sercon algorithm for reducing the number of active
servers. The mechanism depends on exchanging virtual
machines among servers to reduce defragmentation.

Beloglazov and Buyya [9] proposed a consolidation algo-
rithm,which ranks the virtualmachines according to CPUuti-
lization and allocates each virtual machine to servers by turns.
Then, for each server, it calculates the amount of increased
energy and selects server with minimum increased energy as
the target server. Beloglazov et al. [10] proposed a method
for reducing the migration of virtual machines depending on
utilisation thresholds.

Han et al. [11] proposed a resource utilization aware
consolidation algorithm to improve resource utilization and
power consumption. The algorithm considers both utilization
state and number of active recourses and it consolidate under-
utilized servers to minimize migration of virtual machines.
Liao et al. [12] proposed a consolidation approach that sorts
servers according to their CPU utilization, performs migra-
tion of virtual machines from the underutilized servers and
turns down some inactive servers to save energy.

Lee and Zomaya [13] proposed two consolidation meth-
ods that consider active and idle servers. The main base of
the their methods is to maximize utilization of servers and
minimize energy consumption.

Similarly, Horri et al. [14] have developed a scheduling
approach that depends on the utilization of the employed
servers. Arianyan et al. [15] proposed a consolidation based
strategy depending on CPU, memory and bandwidth of

servers to determine the servers with heavy loads. In [16],
they extend their work by combining the consolidation and
the DVFs methods in a fuzzy based approach with the aim to
minimize the conflict between the two methods. Frincu [17]
developed a mechanism to avoid improper decisions of vir-
tual machine migrations that have considerable influence on
the cloud profit. Esfandiarpoor et al. [18] proposed consoli-
dation methods that depend on switching down some other
devices such as cooling and network devices to save energy.
Beloglazov and Buyya [19] have developed a dynamicmech-
anism for consolidation of virtual machines. They have pro-
posed a set of algorithms for defining overloaded and under-
loaded servers, determining virtual machines to be migrated
and locating the new servers for the virtual machines to be
migrated.

Reviewing previously developed works reveals that most
proposed consolidation methods consider the utilization of
servers as the main criterion for selecting source and des-
tination servers. However, in addition to utilization, there
is a set of other effective criteria that can be considered
when determining these servers such as failure probability
and power consumption rate. In this paper, failure probability
and power consumption rate of servers are also considered for
determining both source and destination servers.

Researches believed that Utilization is a good indicator for
the amount of power consumed by servers in data centers,
so they used it for determining source and destination servers
for the migration of virtual machines. In most cases, uti-
lization is not the only appropriate indicator for determining
source and destination servers and this represents the moti-
vation of research work in this paper. For example, if we
have two servers S1 and S2 and the utilization of each of
them is 60% and 10%, respectively. The failure probability of
S1 is 0.7 and the failure probability of S2 is 0.1. The power
consumption rates of S1 and S2 are 40KWh and 20KWh,
respectively. Which server will be more suitable in this case
S1 or S2? Utilization based consolidation method will select
S2 as the source server to be turned off after migrating virtual
machines to S1. However, S1 is prone to fail more than
S2 and in case of failure of S1 more power will be consumed
to alleviate the effect of this failure. In addition, the power
consumption rate of S1 is higher and worse than the power
consumption rate of S2. So, S1 will consume more power
than S2. Thus, depending only on utilization of servers is not
a good choice.

III. PROBLEM STATEMENT
Customers submit their applications with the service require-
ments to the cloud. The cloud assigns the applications to the
most appropriate virtual machines according to the service
requirements.

Generally, the service requirements comprise response
time and financial cost of performing their applications in the
data center. Response time of an application is the interval
time between submitting the application and obtaining results
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FIGURE 1. The cloud architecture.

of its execution. It is defined as:

τi = τic + τie + τiw, (1)

where τic is sum of the time required to transfer the applica-
tion i from the customer to the assigned virtual machine and
the time required to transfer execution results to the customer,
τie is the time required to process the application i in the data
center and τiw, is the expected waiting time incurred by the
application [20].

The financial cost represents the price the customer will
pay for the cloud provider for service performed. Most
providers offer pay-per-use service in which customers pay
only for resources used by their applications. For example,
Google chargers customers according to number of CPU
cycles used [21].

Virtual machines are allocated to servers or physical
machines in the cloud. Each server can host multiple virtual
machines. During the execution of these applications, servers
that host the allocated virtual machines could expend unnec-
essary electrical power and then produce more financial cost
which is not acceptable by both customers and providers.

Consolidation through migration of virtual machines is a
popular technique used in order to reduce the power con-
sumption through reducing the number of employed servers
to the most possible number. So, some virtual machines are
transferred or migrated to other servers and the same number
of virtual machines can be applied with fewer servers. Then,
the released servers are switched off and thus the amount
power consumption is reduced.

The decision of migration is taken according to the migra-
tion strategy applied by the cloud. Selecting the migration
strategy is a major challenge. In other words, why should the

migration of a virtual machine be performed? Most existing
consolidation techniques consider the utilization of servers as
the criterion when decision of migration is taken. However,
in addition to utilization, there are also some other important
factors that can affect the performance of the data center and
thus they should be also considered. These factors can include
failure probability, response time, power consumption rate,
monetary cost rate, load balancing, etc.

IV. THE PROPOSED CONSOLIDATION APPROACH
In this section, the proposed multi-criteria based consolida-
tion approach is presented. The approach has two algorithms
in the context of saving electrical power. The first algorithm
determines the set of source servers to be turned off and group
of virtual machines to be migrated. However, the second
algorithm determines the destination servers for these virtual
machines.

Determining the strategy used in migration is one of the
cloud provider responsibilities because it has the full aware-
ness about the infrastructure of the cloud. The provider of the
cloud expects that the migration process of virtual machines
contributes in improving the performance of the cloud. There-
fore, the main rule of migration is to transfer virtual machines
from servers of poor performance to others of better perfor-
mance. In order to efficiently migrate virtual machines or
applications, a search must be conducted through the cloud to
find the destination server to which the virtual machine will
be migrated and where the performance will be improved.
The criterion on which this search is based represents the
major challenge in the migration process.

In this paper, the architecture shown in Figure 1 is con-
sidered. Each cloud contains one or more data centers and
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FIGURE 2. The SSS algorithm.

each data center has a set of servers or physical machines on
which virtual machines are constructed and implemented to
run applications of customers. Also, each data center contains
a set of modules to monitor and control the operation of
its resources. These modules include Monitoring module,
Migration module and DC Information module. The main
duty of the Monitoring module is to observe the performance
of all virtual machines in the data center and to collect the
up to date status data of all resources in the data center. This
data is then sent to the DC Information module in order to
update the related records. The DC Information module has
a data base that contains up to date status data needed about
data center servers.

According to the performance requirement, theMonitoring
module prepares a set of source servers to be turned off and a
migration list that contains virtual machines to be migrated.
Then, it delivers this list to the Migration module. The Mon-
itoring module implements the logic of the Source Server
Selection (SSS) algorithm shown in Figure 2 in order to build
the migration list. The SSS algorithm selects virtual machines
from servers that have performance under threshold values of
failure probability, utilization and power consumption.

For each virtual machine, the Migration module asks the
DC Information module for a set of servers that can host
the virtual machine according to the customer’s requirements.
The DC Information module supplies the migration module

FIGURE 3. The DSS algorithm.

with a list of servers for each virtual machine in the migra-
tion list. Based on this servers list, the Migration module
determines the list of recommended servers for each virtual
machine. The set of servers in the recommended list should
satisfy the threshold values of power consumption rate, fail-
ure probability and utilization. Then, the most suitable desti-
nation server is selected from the recommended list according
to the policy defined by the Destination Server Selection
(DSS) algorithm shown in Figure 3. The selected server is
added to the list of destination servers.

In order to achieve that, the DSS algorithm computes the
value of Selection Factor (SF) for each server in the set of
recommended servers and uses this value to select the most
suitable destination server for each virtual machine in the
migration list. The Selection Factor (SF) of a server r is
defined by:

SF r =
∑m

k=0
ArkWrk , (2)

where Ark represents a criterion partially used to determine
the value of the Selection Factor of server r . The crite-
ria used may include server utilization, failure probability,
response time, power consumption rate, monetary cost rate,
load balancing, etc. In accordance to their needs, the provider
and the customer determine the value of each related cri-
terion. For example, the provider determines the values of
failure probability and utilization criteria, while the customer
determines the values of response time and monetary cost
criteria. The value Wrk is the corresponding weight for each
criterion. It is noted that, the sum value of all weights should
equal 1.
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FIGURE 4. The comparison of throughput. (a) 1000 VMs. (b) 5000 VMs.

For each virtual machine, the algorithm selects the server
with the largest value of Selection Factor from the list
of the recommended destination servers and then dis-
patches the virtual machine to the selected destination
server.

V. RESULTS
The use of simulation tools enables research investigators
to develop and assess their proposed methods without the
need to access actual clouds. CloudSim is a standout among
simulation tools created for that purpose. In spite of the
fact it helps in simulating the methods of the main aspects
and issues related to cloud computing it has no support
for simulating consolidation based methods. Along this,
extra modules ought to be created in order to enable and
empower the simulation of consolidation-based methods and
approaches.

A. SIMULATION SETUP
The performance of the approach proposed in this paper is
evaluated using experimental simulation. For this purpose,
a cloud of 10 data centers is considered and each data center
can implement about 1000 virtual machines with processing
speed ranges from 20 to 100 GHz. The assumed power con-
sumption rate ranges from 10 to 100 Kilo-Watt/Hour and the
assumed speed of the network link is 1 Gb/s. The response
times required for executing customers’ applications ranges
from 10 to 1000 Hours. For all the following experiments,
the number of servers in each data center ranges from 50 to
300 and the experiments is performedwith 1000 and 5000 vir-
tual machines distributed over the data centers.

Failures of servers are simulated using the Poisson proba-
bility distribution as in [22]. The Poisson distribution assumes
the failure probability of a server S in two disjoint time
intervals is:

FS (X ) =
e−µµx

x!
0 ≤ FS (X) ≤ 1 and x = 0, 1, 2, . . . , n, (3)

where X (x0, x1, x2, . . . , xn) is the number of failures in a
certain time interval and µ is the mean number of failures
of this interval for a server S.

In order to assess the proposed approach, it is compared
versus the utilization-based consolidation approach intro-
duced in [6]. The comparison metrics include throughput,
monetary cost, amount of power consumption and scalabil-
ity. The displayed results are acquired by utilizing different
arrangements of servers and virtual machines of cloud data
centers.

B. THROUGHPUT
In distributed and high performance computing systems,
throughput is an important metric used to evaluate perfor-
mance. It measures the amount of applications the system
can process over a given period of time [23] and it represents
an indication for the capacity of the data center. In clouds,
the throughput of a data center d is defined as:

Thr (d) =
m
tm
, (4)

where m represents the number of applications assigned to d
and tm is the required time to complete m applications.

In Figure 4(a and b), the throughput comparison
between the proposed multi criteria-based approach and the
utilization-based approach is depicted. The x-axis acts as the
number of servers of a data center and the y-axis acts as
the throughput resulted. The throughput of both approaches
grows with the increment of the number of servers. How-
ever, it is obvious that the proposed approach provides bet-
ter throughput than the utilization-based approach. This is
because the proposed approach considers the failure prob-
ability of servers when migration decision is taken. On the
other hand, the utilization-based approach does not consider
the failure probability of servers. So, some servers can fail
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and then the execution of all their assigned virtual machines
should be restarted again from scratch on other servers.
Therefore, a significant amount of time is added to the
execution time of these virtual machines. Even fault tolerance
techniques are applied, the time will increase because the
copies of the virtual machines will be executed on slower
servers than the original failed server. As long as the execu-
tion time increases the throughput decreases.

C. POWER CONSUMPTION
The consumed power by a data center represents the amount
of electrical energy used during its running over the unit time.
For data centers, Power Usage Effectiveness (PUE) is the
most well known measure for the power efficiency. It was
launched by the Association of Green Grid [24] and it is
defined as:

PUE =
Total Power
IT Power

, (5)

where the Total Power represents electrical power consumed
by all facilities of the data center including IT resources of
the data center, generators, cooling units, etc. The IT Power
represents the electrical power consumed by the IT related
resources such as servers, memory units and network infras-
tructure devices.

For a data center d , the amount of consumed IT Power
for a virtual machine v is denoted by PIT dv and it contains
processing power, data communication power and storage
power. It can be defined as follows:

PIT dv = PPdv + PCdv + PSdv, (6)

where PPdv represents the amount of processing power, PCdv
represents the amount of data communication power andPSdv
represents the amount of storage power consumed by virtual
machine v.
The Total Power consumed by a virtual machine v in a data

center d is denoted by Pdv and it is defined as:

Pdv = PIT dv + PNIT dv, (7)

where PNIT dv represents the amount of power consumed via
all other non IT resources.

Figure 5(a and b) shows the comparison of power con-
sumption between the proposedmulti criteria-based approach
and the utilization-based approach. The x-axis acts as the
number of servers of a data center and the y-axis acts as
the amount of power consumed via these servers. It is obvi-
ous that the proposed approach has less power consump-
tion than the utilization-based approach. This is due to that
the proposed approach considers the amount of power con-
sumed via servers when determining both source and destina-
tion servers. Where, the servers of high power consumption
will be recommended as source servers. This consideration
gives the advantage of little power consumption to the multi
criteria-based approach.

FIGURE 5. The comparison of power consumption rate. (a) 1000 VMs.
(b) 5000 VMs.

D. MONETARY COST
The amount of monetary cost paid for cloud services repre-
sents a major issue for cloud customers. It is favorable for
customers to reduce this amount to the most possible extent
without violating the quality required for their services.

In Figure 6, the comparison of monetary cost of execut-
ing virtual machines on servers of data center between the
proposed multi criteria-based approach and the utilization-
based approach. The x-axis acts as the number of virtual
machines or customers’ applications and the y-axis acts as
the amount of monetary cost. When compared with the
utilization-based approach, the multi-criteria based approach
shows superiority. This is because the multi criteria-based
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FIGURE 6. The comparison of Monetary cost.

TABLE 1. Performance improvement.

approach considers failure probability and power consump-
tion when determining both source and destination servers.
Considering failure probability decreases failures and there-
fore no extra cost will be added due to re-execution of virtual
machines from scratch. Also, considering power consump-
tion decreases the monetary cost due to using servers of high
power consumption.

E. SCALABILITY
Scalability of a cloud refers to the extent to which the cloud
can carry out the customers’ applications without viola-
tion of customers’ requirements. The better the scalability
of a cloud, the more applications it can carry out at the
same time. So, scalability determines the ability of the sys-
tem to deal with a large number of customers’ application
simultaneously.

Figure 7(a and b) depicts the comparison of scalabil-
ity improvement between the proposed multi criteria-based
approach and the utilization-based approach. The x-axis of
the figure acts as the number of customers’ applications and
the y-axis acts as the percentage of scalability improvement.
In general, both approaches improve the scalability of the
cloud. However, it is clear that the percentage of scalability
improvement of the proposed approach is better than that of
the utilization-based approach. This is because considering
multiple criteria leads to increasing the chance for carrying

FIGURE 7. The comparison of scalability. (a) 200 servers. (a) 400 servers.

out applications without violating the requirements of
customers.

VI. CONCLUSIONS
Consolidation is a technique used to reduce power consump-
tion of data centers through turning off some servers. In this
paper, a multi criteria-based consolidation approach is pre-
sented and evaluated. The approach has an algorithm that
determines servers to be turned off and another algorithm
that determines destination servers that will execute virtual
machines of turned off servers. The performance of the pro-
posed approach is compared against a recent utilization-based
approach. The proposed multi criteria-based approach has
superior performance than the utilization-based approach in
terms of throughput, power consumption rate, monetary cost
and scalability as shown in Table 1.
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