IEEE Access

Multidisciplinary : Rapid Review : Open Access Journal

Received March 18, 2018, accepted April 22, 2018, date of publication April 25, 2018, date of current version May 24, 2018.

Digital Object Identifier 10.1109/ACCESS.2018.2829979

Analysis of Cascade Fault Optimization Based on
Regional Fault and Traffic Reallocation in
Complex Networks

LANLAN RUI, (Member, IEEE), XIAOMEI WANG , AND XUESONG QIU, (Member, IEEE)

State Key Laboratory of Networking and Switching Technology, Beijing University of Posts and Telecommunications, Beijing 100876, China
Corresponding author: Lanlan Rui (llrui @bupt.edu.cn)

This work was supported in part by the National Natural Science Foundation of China under Grant 61302078 and Grant61702048 and in
part by the 863 Program under Grant 2011AA01A102.

ABSTRACT With the development of complex networks and demand for information services, more and
more businesses are turning to complex networks for their hosting needs. Due to the growing service,
attention must be paid to the problem of complex network cascade failures. A cascade failure is a large-scale
failure caused by several small-scale failures. This phenomenon initially attracted attention in the power
grid field. Currently, complex network cascade failures also deserve attention. In this paper, we focus on
mitigating the impact of cascade failures. First, we propose a model to simulate the cascade fault propagation
process based on a virus propagation model. We introduce an SDN control plane to the communication
network to monitor the overall network. We consider regional failures and optimize traffic redistribution
strategies to reduce the impact of cascade failure. Finally, we compare several simulation results based
on proposed fault propagation models. The mechanism, we proposed, shows better performance in the
remaining available nodes and the remaining network traffic.

INDEX TERMS Cascade failure, regional failure, traffic redistribution, virus propagation model, complex

network.

I. INTRODUCTION

With the rapid development of the information society,
the service and traffic carried by communication networks
have also seen exponential growth. Modern communica-
tion networks have gradually evolved into a typical com-
plex network structure. Fig.1 shows the schematic complex
network structure. In the modern complex network, differ-
ent devices and service are connected by network. Through
routers/switches and links, we can communicate with other
people and many different service that can make people’s
lives easier. With the increase in various forms of network,
more and more researchers focus on the study of network
structures in real world systems particularly from two per-
spectives: dynamical processes taking place on networks
and how network structure impacts such dynamics [1]-[6].
Cascade failure is one of the issues that aroused interest in
complex networks. The occurrence of cascade failure means
that the network may not be able to provide services or may
even be paralyzed. This is the result of a reallocation of
important services after network failure. In communication
networks, some important links and nodes have backup

equipment. When important nodes and links are interrupted,
their service can be transferred to backup equipment. There-
fore, important service can be quickly recovered. Other nodes
and links do not have backup equipment, so they need to
redistribute services, which are sent to other normal working
nodes and links. After redistribution, the nodes and links
that have increased service needs may be out of capacity,
which triggers additional interruptions and a new round of
traffic redistribution. There are many different solutions to
the problem from a variety of perspectives.

Research into cascading failures mainly focuses on two
aspects: the cascading failure model and the cascading fail-
ure optimization mechanism. From a modelling point of
view, methods based on branching process parameters [7]
or statistical decision theory frameworks [8] can be used to
analyse cascade failure. From the optimization perspective,
Gupta et al. [8] identify potential critical links that can cause
cascade failure and find ways to avoid the failure.

Although many related studies on cascade failure have
been pursued, there are still many problems that need to be
solved. For example, mitigating the impact of cascade failure
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FIGURE 1. The composition of complex communication networks.

after an occurrence is an important task. In this paper, our
contribution is as follows:

a) We propose a model that describes the cascade fail-
ure propagation process based on a virus propagation
model. The virus propagation model has three types
of nodes: susceptible nodes, infected nodes and recov-
ery nodes. These nodes correspond to working nodes,
failed nodes and repaired nodes, respectively, in a cas-
cade failure. Moreover, the dissemination of cascade
failure resembles the spread of a virus. The virus propa-
gation model is similar to fault propagation in complex
networks. Thus, we choose the virus propagation model
to simulate cascade failure. Compared with other mod-
els, the virus propagation model has better performance
in terms of simulating fault propagation. We verify this
result in the simulation section.

b) Based on the cascade failure propagation model,
we consider regional failures and optimize traffic real-
location mechanisms to ease the impact. We introduce
the concept of survivability to measure the probability
of link-avoidance regional failures. While considering
the process of reallocation, we determine the appropri-
ate nodes according to survivability parameters. More-
over, reallocation can ensure that the backup nodes and
links we choose avoid being influenced by regional
failures. The nodes which have higher survivability
have higher reliability. In the process of traffic real-
location, we consider distributing the traffic according
to clustering coefficients. If the nodes have a higher
clustering coefficient and better connectivity, then the
better connectivity guarantees that the node will have
a better traffic distribution if the node fails. These two
measures can effectively reduce the impact of cascade
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failure. Compared with other schemes, the scheme pro-
posed here can also ensure service to some extent.
The remaining structure of this paper is as follows.
In Section II, we discuss related work on cascade failure.
In Section III, we model the network and propose a cas-
cade fault propagation model. Then, we propose improved
approaches for regional failure and traffic redistribution.
In Section IV, we show the simulation result and analysis
optimization. Finally, we conclude the paper and discuss
future work in Section V.

Il. RELATED WORK

In this section, we discuss related work on cascade failure
models and optimization measures. Cascade failure origi-
nates in the power grid. Many studies about cascade failure
are based on the power grid. Nevertheless, modern commu-
nication networks have gradually become complex networks,
and cascade failure problems have emerged. Therefore,
the study of cascade failure in communication networks is
also important. First, we discuss the modelling of cascade
failure.

Dey et al. [7] studied the basic topology of power net-
works and calculated the average propagation of faults under
changing topology conditions as the branch processed param-
eters. They also studied the relationships among the network
topological characteristics. Dey et al. [9] used the branch
computing process as a model to propose the use of RT-Lab
real-time cascade data generation and new packet technology
to assess the branch process parameters. Gupta et al. [8]
proposed a smart power grid probabilistic framework with
statistical decision theory for assessing system performance
in steady state and dynamic conditions and determining the
potential for cascading. Sanghavi et al. [10] designed an
effective algorithm to construct a Markov reliability system
with cascading failures. In addition, they also derived two
new dependability measures related to the distribution of
the size of a cascade. Zhang et al. [11] use a circuit-based
power flow model to study the cascade fault propagation
process; they then combine it with a stochastic model to
describe an uncertain moment of failure to produce a model
that can be used to describe cascading failures in a circuit
network. Yu [12] established model interactions between
the virus propagation and the cascade failure. However,
they only verified the simulated and theoretical values and
did not provide any optimization measures. By combining
the stochastic process with the state transition description,
Liu et al [13] proposed a method for describing the
network coupling of the smart grid. La [14] studied the
cascade failures in a system comprising interdependent net-
works/systems, with particular attention to the variability and
dependence of node degrees. In [15], a novel interdependent
Markov-chain framework was proposed, with the goal of
predicting the resilience in response to cascade failure. Refer-
ence [16] proposed an approach to examine the vulnerability
of a specific type of complex network against cascading
failure threats that is based on an extended topological metric.
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Much of the existing research concerns modelling cascade
failures. However, there are still several methods to miti-
gate the impact of cascade failures. In [17], a cascade fault
model is applied to the system. The system was subsequently
analysed in terms of flow redistribution, the vulnerability
and robustness of a circuit system with random faults, and
the maximum load fault. Gupta et al. [8] determined ways
to predict critical links, which may lead to system black-
outs based on the cascade failure prediction model. La [14]
studied the relationship between node degrees and cascade
failure; they proposed a method of improving node degrees
to mitigate the failure. Iwaori and Hayashi [18] proposed
a new measure to analyse the effects of countermeasures
against cascading failures of a telecommunications network.
The method enables the analysis of cascading failures without
ignoring important features such as node pairs. Liu et al. [19]
proposed a submodular optimization approach for mitigating
cascading failures by partitioning the system into internally
stable islands (a process known as controlled islanding).
In [20], the paper describes load-dependent cascading fail-
ures in random networks consisting of a large but finite
number of components. Under a random single-node attack,
a framework is developed to quantify the damage at each
stage of the cascade. Estimations and analyses for the fraction
of failed nodes are shown to evaluate the time-dependent
system damage resulting from the attack. The results provide
guidelines for choosing the load margin to avoid a cascade of
failures. Xu et al. [21] proposed a method for power system
cascade failures. The approach uses simulated trajectories of
the system to determine uncertainties. In [22], a node impor-
tance indicator considered the load sharing rule is proposed to
identify the critical nodes and mitigate cascade failure. Based
on these aspects, we can propose our optimization algorithm,
there are also some researches about optimization algorithm
in [23] and [24]. Referring these references, we propose the
optimization algorithm in cascade failure propagation.

In this paper, the improvement of the traffic reallocation
process and the consideration of the regional fault are pro-
posed based on the cascade fault propagation process. Finally,
the optimization is verified based on the virus propagation
model.

IIl. NETWORK MODELLING

A. PROBLEM DESCRIPTION

In modern communication, complex networks carry a variety
of services; each node and link transmits the information used
to provide services for the users. To guarantee the stability
of the service provided by the network, service providers
secure backup equipment for those important nodes. If these
nodes fail, the traffic they carry can be led to the backup
equipment so that network stability and user experience will
not be affected. Because resource constraints can be costly,
each node and each link in the network cannot be backed up.
Although these links and nodes have a lower importance
degree or higher security degree, there are still several impor-
tant faults. To ensure that the network can provide services
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normally, the traffic that is originally destined to be trans-
mitted by the faulty node or link needs to be reallocated to
other nodes and links. Those links and nodes have carried
these services before, as they are reallocated new services.
In this case, those links and nodes may overload and break-
down. Thus, a new reallocation process will be initiated.
The scope of the fault is expanded. This is called cascade
failure.

N\ N\
\. / _— E® ~
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FIGURE 2. Cascade failure diagram.

Fig. 2 shows a schematic of a cascade. There are messages
that A wants to send to G. At first, the messages are carried
on the link A-C-G. However, Router C has failed for some
reason. The link A-C is blocked and the link C-G is idle.
Under this circumstance, to successfully deliver the message,
we need to choose a different backup path. (The red link in the
figure denotes a failed link, the grey link denotes an idle link,
and the green link denotes a working link.) Therefore, the
traffic is assigned to the Routers D and B. First, certain traffic
is carried on link D-G. The link overloads due to the newly
distributed traffic. The traffic needs to redistribute to other
nodes and links. Thus, the traffic assigned to D is reassigned
to Routers E and F. Finally, the message is delivered to
destination G via path A-B, A-D-E-G and A-D-F-G. The
process of spreading faults from link A-C to link D-G is called
cascade failure.

To effectively cope with cascading failures that may occur
in the network, we need to predict the network conditions
after the fault occurs. When simulating the network cascade
fault, a virus propagation model is used. Based on this model,
we introduce some improvement measures, such as regional
faults. In the reallocation process, after the cascade fault
occurs, we choose the nodes that are furthest away from the
fault nodes. This process ensures that the affected nodes will
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FIGURE 3. Regional failure.
TABLE 1. Parameter Explanation.
Symbol Meaning
L; initial load of node i
initial load of link i
D; degree of node i
Cp; maximum load capacity of node i
maximum load capacity of link i
AL; increase load of node i
C; clustering coefficient of node i
E; the actual number of edges between node I and
neighbour nodes
k; the number of neighbour nodes of node i
C,?. the theoretical number of edges between mode i and
t neighbour nodes
d:. the distance between i and j
1)
fpi the failure probability of path i
wp; the working probability of path i
S(t) the number of susceptible nodes at t time
I(t) the number of infected nodes at t time
R(t) the number of recover nodes at t time
) the fault propagation speed
f the proportion of faulty nodes
Snode the parameter that controlled initial load of nodes
Snod the parameter that controlled initial load of nodes
node
Slink the parameter that controlled initial load of links
Siink the parameter that controlled initial load of links
in
Enode the parameter that controlled capacity of nodes
Elink the parameter that controlled capacity of links

only be affected regionally. Thus, it can alleviate network
congestion after failure.

Fig. 3 shows the regional failure situation. In the figure,
we can see that the router that is closer to the failed router is
affected by a regional failure. Backup link 1 will likely fail.
Thus, we prefer to choose backup link 2 instead of backup
link 1.

In this paper, the related parameters are shown in the
Table 1.

B. LIMITATION FACTOR
The following definitions are required in the analysis of
cascade fault network propagation models.
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Definition 1: We define the initial load of each node i in
the complex network, L;. For L;, there is

L ‘snude
= ; s
L; SnodeD; ( 1)

where D; represents the degree of node i. 8,040 and ¢yqe are
adjustable parameters. They are used to control initial load of
the node, and both their values are greater than 0 [25].

Definition 2: We define the initial load of each link i in the
complex network, L;. For L;, there is

Li=g linkDiD?]mk , ()

where D; and D; represent the degree of link endpoints i
and j. 8,040 and ik are adjustable parameters. They are used
to control the initial load of the link, and both value are greater
than 0.

Definition 3: We define that the max load of each node is
restricted by the cost of the node. Thus, we define Cp; as the
capacity of node i.

Cpi = (1 + &noae)Li, 3)

where L; is initial load, and constant &4, is the redundancy
factor representing the ability of the node to handle redundant
loads [26].

Definition 4: We define that the max load of each link is
restricted by the cost of the link. Therefore, we define Cp; as
the capacity of link i.

Cp; = (1 + ik ) Li, “

where L; is the initial load and constant &, is the redundancy
factor representing the ability of the link to handle redundant
loads.

C. MODELLING BASED ON THE VIRUS

PROPAGATION MODEL

1) THE NETWORK ARCHITECTURE IS BASED ON SDN

In the study of the cascade fault propagation model, we intro-
duce the SDN framework and virtualization technology based
on the communication complex network. The virtualization
technology can virtualize the network resources and provide
the required functions to the upper layer. The SDN framework
provides a unified control platform. We can acquire the over-
all network information from the SDN control platform. If we
can know the overall topology of the network, we can easily
calculate the backup path when failures occur. As shown
in Fig. 4, there is a combination of SDN and virtualization
technology communication network architecture.

In the figure 4, the bottom layer is the physical device layer,
such as the IP router and optical multiplexer, and the upper
layer is the virtual network resource layer. The resources
provided by the physical equipment, such as the storage and
calculation of the virtual escape as a resource pool for the
upper SDN controller platform, include Path Computation
Elements (PCE) and Traffic Engineering Databases (TED).
Those two functional modules combine to provide the func-
tion of calculating the alternate path.
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FIGURE 4. The communication network architecture.

2) LOAD REALLOCATION MECHANISM

When cascade failures occur, the traffic on the failed nodes
needs to be allocated to neighbour nodes. We assume that the
redistribution of this process is not evenly distributed but is
based on the relationship between the nodes. We define the
increase in the load on the neighbour node j as AL;:

AL = Gt , )
Zse(neighborhood of i) Cy
E; 2E;

Cj=— =" 6
IT T k- D) ©

where Cj represents the clustering coefficient of node j, i
represents failed node. And L means the traffic which needs
to be re-allocated. Besides, C; represents the clustering coef-
ficient of the nodes which are neighbourhood of the failed
node. The clustering coefficient is introduced into the load
reassignment so that the fault propagation process can be bet-
ter simulated. The larger the clustering coefficient is among
nodes, the easier it is to propagate the traffic. During the pro-
cess of load redistribution, the load should be preferentially
assigned to the nodes with large clustering coefficients, which
can effectively reduce the scope and the possibility of further
cascading failures.

3) REGIONAL ANALYSIS
While the reallocation process is started because of network
failure, we can add a regional concept to effectively avoid
the deterioration of the situation. In the analysis of regional
concepts, we introduce the parameter Path Survivability to
evaluate the probability that a normal path may fail due to a
regional failure when another path fails. We use the distance
between paths to define the path survivability.

We define the distance between the two links as equivalent
to the distance between the midpoints of two links, such as
in (7).

diy 1, = dmy,my, )

where 11 and 12 represent two links and m1 and m?2 represent
the midpoint of each link, respectively. Similarly, we can
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compute the distance between path Pl consisting of the link
{l1,1>...1p} and the link 1.

Yo di,
2 ®)

In short, the distance between path Pl and link I is equal to
the average of the distance between all the links constituting
the path and link 1. If link 1 fails, the survivability of path PI
can be calculated according to the above.

Jop, = e P, ©)
2
WPp, = 1 _pr[ =1- e_ﬁ(dPI'I) ) (10)

dp, =

where § is a constant and is defined as a failure factor. The
term fpp, represents the failure probability that is affected by
the area fault of path Pl. Therefore, we can easily estimate
the probability of normal work (10). We define wpp, as the
survivability of path Pl

4) ANALYSIS OF CASCADE FAULT PROPAGATION

After the network failure occurs, the faulty working path pref-
erentially selects its alternate equipment to carry the service
route. However, due to the limited resources and cost, there
may only be some important links and nodes that support
backup equipment in a network topology. Most of the them
do not have backup devices. Therefore, we focus on building
cascading fault propagation models for those that do not
have alternate equipment. Consider the topology below as an
example.

FIGURE 5. Network topology.

Figure 5 is a simple network topology with 7 nodes and
11 links. Assuming that there is a service path 1-4-7 in
the topology of Figure 5, where node 4 is faulty due to
a certain reason, the service carried on route 1-4-7 needs
to be transferred to other working paths to ensure that the
service can be provided normally. Now, the optional nodes are
node 2 and node 3. First, we calculate the path survivability of
nodes 2 and 3, then sort by the value. After that, we calculate
the clustering coefficients of nodes 2 and 3 and allocate the
traffic carried on the faulty node 4 according to the clustering
coefficients. Now, if node 2 is allocated to the traffic of Ax
and it has carried a certain traffic flow, it may be beyond the
maximum capacity that node 2 can carry. Thus, a new round
of the reallocation process begins. The figure below describes
this process.
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FIGURE 6. Cascade failure process.

Fig.6 briefly describes the process of fault propagation.
In general, when failure occurs in the complex network, due
to the network repair mechanism the traffic on the failure
node will be allocated to other working node. This is the basis
process of cascade failure.

In order to simulate the cascade fault propagation process,
we introduce the virus propagation model. We set S(t) as the
number of susceptible nodes, I(t) as number of infectious
nodes and R(t) as the number of immune nodes at time t.
In addition, we have S (t) + I(t) + R(t) = 1. According
to the virus propagation model, we can obtain the following
differential equations.

das

— = —alS

@

— =aSI — BI 11
g;e o B an
— =8I,

dt p

We assume that there is only one or several infected nodes
in the initial state, and there is no immune node. Therefore,
in the initial state, the number of susceptible nodes is SO, the
number of infected nodes is 10, and the number of immune
nodes is 0. We set the virus transmission rate to § = /8.
According to (11), we arrive at

I —
ar_ p-oaS (12)
das oS
—aS
a=P=S s P s _as (13)
aS oS
[=1-—R—Spe R (14)
dR
— =BU-R- Soe 7Ry (15)
dR = B(1 — R — Spe'R))dt (16)
R = 1— Spe R a17)
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The availability of the initial conditions suggests the
following:

R=1-—¢F (18)

There are many propagation theories, like the power flow
model proposed in [11] to simulate cascade failure in power
network. However, we use virus propagation model to sim-
ulate the cascade failure propagation in complex network.
Compared with the model proposed in [11], the virus propa-
gation model is more suitable for complex network. And the
power flow model is more about power grid characteristics.
The simulation of virus propagation is more in line with the
actual situation. We will verify it in the simulation part.

So that if we know the speed of cascade failure propaga-
tion, we can get the number of failed nodes at some point
according to Eq.18. We map different state network nodes
as different nodes in virus model, and we can consider the
speed of cascade failure as virus propagation. It is obviously
that if we control the speed of cascade failure propaga-
tion we can relief the impact of cascade failure. Therefore,
we take into account the optimization measures that include
avoiding regional fault and reasonable traffic redistribution.
We will discuss specific optimization algorithm in the next
section.

5) THE CASCADE FAULT OPTIMIZATION

REASSIGNMENT ALGORITHM

The above analysis is about cascading failure propagation.
On this basis, we can propose our optimization reassignment
algorithm as Algorithm 1.

The detailed algorithm is as follows.

1) When failure occurs in the network, the traffic on the
failure node need to be reallocated to other working nodes.
So the reassignment algorithm is triggered.

2) We first store the availability neighbour nodes in a set S
and information of links between the nodes and failure node
in set L.

3) We use the information about links stored in set to
calculate the link survivability. Moreover, we select the links,
which satisfy the threshold and extract the endpoint of the
links.

4) Calculate the clustering coefficient of appropriate
nodes and reallocated the traffic according to the clustering
coefficient.

5) The control plane send the information to related nodes.

The brief algorithm is as follows.

In Fig. 7, we can see the simple process of traffic real-
location. We set the scenarios which has two reallocation
process. In the beginning, the left red node and the red link
fail. The L traffic on the red node needs to be reallocated.
There are three neighbour nodes connected to it. We first
calculate the link survivability of each available link and
select the appropriate node, allocating traffic according to the
clustering coefficient of each node. Nevertheless, the upper
node is overloaded after reallocation. Therefore, after one
step, the second-round reallocation distributes traffic again.
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FIGURE 7. The traffic reallocation process.

As same as the previous step, we find the two neighbour
nodes connected to the failed node. After calculation, the two
neighbour nodes both meet the requirement of link surviv-
ability. So we reallocate the traffic to the two neighbour nodes
according to the clustering coefficient.

6) ANALYSIS OF ALGORITHM COMPLEXITY

In the proposed mechanism, there are two stages. First, we
calculate the survivability of each candidate node and contrast
it with a threshold. This process only traverses the candidate
node once. The complexity of this process is O(n). After
selecting nodes, we need to calculate the clustering coeffi-
cient of each selected node. The complexity of the whole
process is O(n?). Finally, we calculate the traffic assigned
to each node based on the clustering coefficient. Therefore,
we can obtain the complexity of the whole mechanism as
follows.

Q=0 <n2> +0@) (19)

IV. SIMULATION

A. CASCADE FAULT DYNAMIC ANALYSIS

We use random network topology to simulate network cas-
cade fault propagation. As shown in Figure 8, the network
topology has 20 nodes and 41 edges. In terms of the simula-
tion, we do not consider the existence of standby equipment.
The green node represents normal work node and red node
represents fault node. The blue edge indicates the normal
working link, and the grey edge indicates the faulty link.
In Fig. 8 a), the network is in the initial state, and each node is
in the normal working state. We randomly selected a node as
a fault node and set the virus transmission rate § as 1. When a
node fails, the business it carried is spread out according to the
clustering coefficient and the survivability. Fig. 8 b) indicates
the network state at a certain moment, and the final network
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state is shown in Fig. 8 c¢). All traffic through the network is
completely interrupted.

B. SIMULATION ENVIRONMENT

In this paper, using Matlab, we randomly generate a network
topology that is composed of 1000 nodes. To facilitate the
simulation experiment, the topology is divided into 10 parts.
As shown in Figure 9, 10 regions are connected by trunks
(blue links), and each area is composed of 100 nodes. The
10 regional sub-networks constitute the 1000-node network
topology used by the simulation experiment.

To facilitate the analysis of cascading faults in the simu-
lation process, the parameter f is defined as the ratio of the
number of failed nodes to the total number of nodes in the
network.

e number of fault poi.nts 20)
number of totall points

C. SIMULATION RESULT

1) FAULT PROPAGATION PROCESS

Based on the network topology proposed in the previous
section, we compare the method of cascade fault modelling
used in this paper with the method of [11].

In Fig. 10, the horizontal axis represents the step. We define
each step as one change of the network. The ordinate is the
percentage of the number of failed nodes and the total number
of points. We can see from the figure that the model used
in this paper has a relatively flat node growth rate compared
with the model used as a reference at the beginning of the
paper. The model we proposed has an earlier start time and
later smooth time. The total process of cascading failures in
the network is longer. The model we proposed is more in line
with the actual situation of complex network cascade fault
propagation.
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Algorithm 1 Cascade Fault Optimization Reassignment
Algorithm

Input D={d1,d2,d3. ..}, ki, Ei, Loadi;

Output Ac = {Aaxl, Aa2, Aax3...}

When cascade failure occurs, trigger the reassignment

algorithm.
Stored availability point in S={sl,s2,s3...} and
L={11,12,13. . .};

For li in L which endpoint in S
Calculate survivability value of each link in L
which endpoint in S;

2
Wwpp, = 1— e—ﬂ(dpl,l)

Reorder L according to the value of survivability
Extract endpoint of each link stored in P;

For sjin P
Calculate clustering coefficient
2E;
Cj= o
ki(k; — 1)

Calculate increased loads according to the loads on
failure point Loadi

CiL

AL; =
Zse(neighborhood of i) CS

Stored in SET Ac;
End

2) SIMULATION ANALYSIS OF FAULT PROBABILITY

BASED ON DIFFERENT REGIONS

Fig. 11 a) shows the trends of failure nodes at different
probabilities of regional failure. In the figure, we can see that
the number of fault nodes increased significantly during steps
0 to 300, and it tends to be smooth after 300 steps. The final
proportion of the failure nodes is basically stable at 79%. The
shallower the colour in the figure, the greater the number of
fault nodes is, and the deeper the colour is, the fewer fault
nodes there are. The failure node growth rate is the same
in the case of different regional fault probability. Because
the optimized reallocation algorithm considers the regional
fault, the differences in the fault nodes between the different
regional fault probabilities are small. Overall, if the probabil-
ity of a regional fault is large, the number of nodes affected
by the cascade failure will increase.

3) SIMULATION ANALYSIS BASED ON

DIFFERENT INITIAL LOADS

The cascade fault mitigation mechanism is analysed accord-
ing to the different initial loads. We select four different loads:
normal load, 5% load, 7% load and 10% load. The horizontal
axis represents the time step, and the vertical axis represents
number of failed nodes. It can be seen from Figure 12 that
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FIGURE 8. The simulation of the cascade fault propagation process.
a) The initial network topology. b) The network topology at some
point. ) The final network topology.

Area 2

FIGURE 9. The simulation topology.

the failure node growth rate is basically the same in the case
of different loads. In addition, the number of fault nodes
increases with the increase in the initial load in a certain
step. In the event of a higher initial load, there are also more
affected nodes.
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FIGURE 10. The comparison of two cascade fault model.
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FIGURE 11. The analysis of cascade failure under different probabilities
of regional fault occurring.

From the perspective of the remaining business, the situa-
tion of higher initial business loads shows a larger reduction
in Figure 13. However, in the case of a final stable situation,
one of the higher initial loads has higher remaining service.

4) SIMULATION ANALYSIS BASED ON AN OPTIMIZED
REALLOCATION PROCESS

Figure 14 shows a comparison of the improved realloca-
tion algorithm and the unimproved algorithm. It can be
seen from the figure that the growth rate of the fault nodes
is the same, whether it is the traditional cascade fault
process or the cascade fault process using the improved
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FIGURE 12. Analysis of the failure nodes of cascade failure under
different initial loads.
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FIGURE 13. The service analysis of cascade failure under different initial
loads.
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FIGURE 14. The failure nodes analysis of cascade failure under different
reallocation mechanisms.

reallocation algorithm. The network topology reaches a
steady state at approximately 300 steps. However, in the same
step, the traditional cascade fault process has a higher number
of fault nodes than the optimization algorithm proposed in
this paper. The proposed improved redistribution mechanism
can play a certain mitigation role in the cascade fault propa-
gation process.

In Figure 15, from the perspective of the remaining busi-
ness, the performances of those two mechanisms are similar.
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FIGURE 15. The service analysis of cascade failure under different
reallocation mechanisms.
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FIGURE 16. The analysis of failure nodes of cascade failure under two
optimization mechanisms.

However, in the same step case, the remaining service of
the proposed mechanism is higher than the traditional one.
No matter what kind of mechanism, they tend to be smooth
after 400 steps.

5) COMPREHENSIVE ANALYSIS OF CASCADE FAILURE
OPTIMIZATION MEASURES
Parandehgheibi et al. [27] proposed another measure to mit-
igate cascade failure. The main operation is to reduce the
nodes affected by the cascading failures and reduce the
services from the source. This can alleviate the effect of
cascading failures to a certain extent. We compare those two
mechanisms from two perspectives, services and the number
of affected nodes. The results are shown in Figs. 16 and 17.
In the Fig. 16, the horizontal axis represents the time step,
and the vertical axis is the number of affected nodes. It can be
seen from the figure that in the initial stage of the cascade fault
propagation, the method proposed in [27] manually cancelled
the effected nodes. Therefore, the growth rate is higher than
that from the algorithm proposed in this paper. However,
because of the control of traffic, the network topology is
stabilized earlier, and the number of fault nodes is lower
than in the proposed algorithm. Anyway, from the perspective
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FIGURE 17. The service analysis of ¢ascade failure under two
optimization mechanisms.

of the remaining business, the proposed mechanism in this
paper is better than the mechanism in [27]. In the Fig. 17,
the vertical axis shows the percentage of the services. In the
beginning of the cascading failures process, the mechanism
in [27] has a rapid downward trend and is lower than the
mechanism proposed in paper. In the final network topology,
there are more working nodes in the mechanism in [27], but
fewer services than with the mechanism proposed in paper
because of the service control. In today’s complex networks,
people are more concerned about whether the business can
perform better. Thus, with this factor in mind, selecting the
mechanism proposed in this article can be more conducive to
controlling cascade failure.

V. CONCLUSION

In this paper, we use the virus propagation model to anal-
yse the propagation process of cascade failure. We analyse
the optimization of cascade failure from two perspectives,
regional fault and traffic reallocation. We introduce path
survivability to evaluate the probability that the path will
work properly in the case of regional failure. In the process
of optimizing traffic reallocation, we consider reallocating
the traffic according to node clustering coefficient. In the
final simulation section, the advantages of the mechanism
are verified. In future work, we will further study methods
of improving cascade failure.
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