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ABSTRACT This paper addresses a novel virtual reality (VR) system that is based on the real world in
which we live. The ultimate goal is to implement it as though a VR user freely exists in a place. To this end,
it is most important to reconstruct a VR space that provides six degree-of-freedom (DOF), namely, yaw,
pitch, roll, surge, sway, and heave. However, most currently released VR services that are based on the real
world limit users’ movements to three DOF. Even if the services support six DOF, most are highly complex
and based on computer graphics. To overcome this problem, we first assume that there is a full Internet
of things (IoT) infrastructure for collecting important data for VR space reconstruction. This assumption
is realistic because many researchers expect that in the near future, IoT technology will lead to a world
that connects not only people to people but also things to things. In this paper, we propose an end-to-end
system architecture for the VR space that is based on the real world along with the element technologies that
constitute the proposed system. This paper also includes a detailed survey of both conventional and emerging
studies by other researchers.

INDEX TERMS Internet of Things, Internet of Multimedia-Things, virtual reality, virtual space, social
media, immersive media, free-viewpoint video, 360◦ video.

I. INTRODUCTION
Approximately two decades ago, a film was released that
brought a considerable shock to many people around
the world. This film is ‘‘The Matrix’’, in which there
are two worlds: a real world (i.e., Zion) and a virtual
reality (VR) space (i.e., the Matrix). This movie has moti-
vated the technical interest of many researchers in the rep-
resentation and implementation of VR space [1]–[6]. The
first VR machine was Sensorama Simulator, which was
devised in the late 1950s by M. L. Heilig, who is called
the ‘‘Father of VR’’ [7], [8]. This simulator was an amuse-
ment machine that simulated the nervous system using three-
dimensional images, stereo sound, and smell. In the middle of
the 1960s, a paper titled ‘‘The ultimate display’’ was released
by I. E. Sutherland [9]. This paper predicted the direction of
research and development of VR, and in the ultimate display
space, computers can control the existence of things. Suther-
land also released another paper, in which a head-mounted
display (HMD) was designed with two small cathode-ray
tubes (CRTs) surrounding the user’s eyes [10]. This display

was the first visual display device for the perception of VR.
In later years, auditory display devices (e.g., Headphones)
werewidely used in combinationwithHMD. This technology
led to the development of current HMDs, such as Oculus Rift,
which has popularized modern VR technology.

According to [11], the size of the market for VR hardware
is predicted to reach approximately 25 billion US dollars by
2021. Therefore global companies such as Facebook, Google,
Samsung, LG, and HTC are competing to dominate this
wired/wireless VR hardware market. Furthermore, in terms
of VR service, various companies are introducing their own
VR applications. For example, in May 2016, IKEA intro-
duced ‘‘IKEA VR Experience’’, in which users can explore
and interact with IKEA kitchens in VR [12]. Virtual Xperi-
ence Inc. also introduced a VR platform, which helps people
explore and experience real estate by providing immersive
VR visualizations [13]. These VR service platforms provide
6 full degrees-of-freedom (DOF) (rolling, pitching, yaw-
ing, surging, swaying, and heaving), but are based on com-
puter graphics (CG), not the real world. In contrast, Google
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introduced ‘‘Google Expeditions’’, which enables users to
lead or join immersive virtual trips all over the real world [14].
NextVR also provides live broadcasting in virtual reality,
in which users can experience sporting events, concerts, cin-
ematic productions and so on [15]. These services have the
advantage of being based on the world in which we live, but
only 3-DOF (rolling, pitching, and yawing) are provided for
users. In other words, translation, such asmoving forward and
backward, moving left and right, and moving up and down,
cannot be experienced.

In recent years, various algorithms and methods have been
studied for the 6-DOF VR space that is based on the real
world, not CG. According to [16], it is difficult for com-
mon users to capture 6-DOF VR videos because it requires
very complicated camera setups such as camera arrays or
light-field cameras. Hence, structure-from-motion (SFM)
[17]–[19] is used to reconstruct motion and 3D scenes, and
a novel spherical panorama warping method for minimizing
distortions when the scene is played has been proposed.
However, it has a limitation that the algorithm assumes the
scene to be fixed. Thus, a dynamic subject is perceived
on a fixed geometry. Lytro, Inc. also introduced ‘‘Lytro
Immerge’’, in which 6 DOF are provided, even if the subject
moves [20], [21]. It is characterized by the use of a light-
field camera and acquired data to seamlessly blend live action
(i.e., real world) and CG. However, the light-field camera
has the chronic disadvantage of low spatial resolution. This
is because that the light-field camera shares imaging sen-
sors for capturing spatial and angular information, which
results in a trade-off between spatial and angular resolution.
Therefore, for high-spatial-resolution performance, a very
expensive light-field camera is required, which is not easy to
popularize.

In this paper, we propose an end-to-end system architecture
and its element technologies for providing a 6-DOFVR space
that is based on the real world. The proposed system is
realizable with the help of IoT infrastructure.We posit that the
IoT environment is the main factor in overcoming the huddle
of 6-DOF VR space. The proposed architecture especially
considers commercialized smartphone cameras and video-
sharing websites and social network services (SNSs) such as
Youtube and Facebook for acquiring and storing the captured
real-world images/videos.

In the acquisition and storage process, metadata are
assumed to be exchanged between the camera and a vari-
ety of subjects. Such an assumption is feasible in the IoT
infrastructure in which every subject has its own communi-
cation module. Based on the large number of images/videos
that are stored on the image/video-sharing server, various
virtual positions and viewpoints are reconstructed and free-
viewpoint 360◦ VR real-time images/videos can be provided
for users regardless of the time and place. The element
technologies that constitute the proposed system must be
developed further. We hereby describe related technologies
for constructing the proposed system. In this regard, we make
the following contributions:

• System Architecture: In contrast to previous work
on VR space service that is based on the real world,
we design a fully distributed architecture for acquisition,
classification, virtual image/video reconstruction, trans-
mission, and consumer processing.

• Movement: The proposed system can provide VR space
with the movement of the watching user, in other words,
6 DOF.

• Reasonableness:The proposedVR space service can be
realized with commercialized equipments and networks
such as smartphone, 360◦ camera, wired/wireless HMD
and SNS, and advanced equipment such as multiple
arrayed or light-field cameras.

The remainder of this paper is organized as follows:
In Section II, we present a detailed description of the pro-
posed VR space service architecture, which is based on the
real world. In Section III, various proposed methods are
evaluated to determine their feasibilities. Finally, we present
conclusions in Section IV.

II. PROPOSED SYSTEM ARCHITECTURE
A. OVERVIEW AND FINAL OBJECTIVE
Figure 1 shows the basic concept of the VR service archi-
tecture that is proposed in this paper, in which 360◦ VR
images can be reconstructed from images/videos that are
captured and stored on an image/video sharing server, and
provided to VR users. The proposed end-to-end architecture
can be divided into five parts: acquisition, classification, vir-
tual image/video reconstruction, transmission and consumer
processing. These are described in the following subsections.
Furthermore, to incorporate convincing sound, signal pro-
cessing methods for VR audio are described in the audio
subsection.

Figure 2 shows the final goal of this paper, in which free-
viewpoint 360◦ virtual views are provided for users, who can
move all directions (i.e., 6-DOF). To achieve this objective,
novel 360◦ VR view synthesis methods are required. We dis-
cuss such methods in the following subsections.

B. ACQUISITION AND CLASSIFICATION
As mentioned before, our objective is to reconstruct a
VR world from the real world. This is different from virtual
3D modeling for games that are based on CG and requires
a very large number of images or videos. We assume that a
variety of images and videos, which are taken by anonymous
users, are stored in image/video servers. In the reconstruction
of the VR world, efficient classification is necessary. There-
fore, metadata such as location, direction, time and weather
are also necessary for efficient classification. For example,
suppose that millions of images of the city of Paris are cap-
tured and stored in a media server. When we try to reconstruct
a VR space in the city of Paris with those images, we must
first classify the images that were taken near the Eiffel Tower
to reconstruct the VR space near the Eiffel Tower. If there are
images of another place (e.g., Louvre Museum), it is difficult
to reconstruct a proper VR space.
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FIGURE 1. Basic concept of the proposed system architecture.

FIGURE 2. Main purpose of the proposed VR service.

1) ACQUISITION WITH METADATA
Figure 3 shows an overview of the acquisition stage, in which
a user wants to take (or record) a 360◦ picture (or 360◦ video)
of a specific subject. At this time, users can store basic
information, such as their location with the global positioning
system (GPS), image/video type, resolution, duration, focal
length, and camera vendor (hereafter referred to as ‘‘inter-
nal metadata’’), without communication with the subject,

FIGURE 3. Example of the acquisition stage.

because this information can be obtained through the camera
that is used. According to the studies of free-view video
(FVV) and free-viewpoint TV (FTV) [22]–[24], the quality
of virtually synthesized views depends on the baseline dis-
tance and angle. Thus, knowing the accurate parameters is
very helpful for efficient 360◦ VR view synthesis. Hence,
the users also obtain special information such as the relative
position of the subject (e.g., baseline distance and angle)
and a variety of attributes of the subject (e.g., name, year,
producer), in addition to weather and time, etc. (hereafter
referred to as ‘‘external metadata’’) from the subject with
the help of various networks such as Wi-Fi, LTE and IoT
networks. For this, the subjects of the pictures are assumed
to be connected to various networks. This assumption will
be satisfied in the future when the IoT infrastructure has
been built. It is also assumed that 360◦ cameras are equipped
with network function. The considered information on time
and weather is also very important for high-quality virtual
view synthesis because this information determines the color
and brightness. For example, if an image was taken at night,
it would be generally darker than an image that was taken
during the day. According to [25]–[27], for seamless virtual
view synthesis, the color and brightness should be properly
adjusted. Therefore, this paper considers both types of infor-
mation (i.e., internal + external) that were obtained in the
acquisition stage.
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FIGURE 4. Example of the proposed end-to-end process.

2) CLASSIFICATION
The captured images/videos with the internal and external
metadata are uploaded to the image/video sharing server and
the server classifies the uploaded data in accordance with
various methods. As shown in Figure 4, this classification
process is handled before image/video processing (e.g., vir-
tual view synthesis) in the server. However, since it is very
closely related to the acquisition, we cover this process here.

As mentioned earlier, the quality of virtually synthesized
views depends on the baseline distance and angle. In other
words, knowing this information (i.e., the distance and angle
between the subject and the camera) is very helpful for effi-
cient 360◦ VR view synthesis. Unfortunately, this informa-
tion can not be obtained by internal information only such
as the user’s GPS information. Several methods for finding
the relative distance and angle between two parties have been
proposed. Most of the methods can produce better results
if they exchange information with one another. It is well
known that Vincenty’s formula is a method for calculating
the distance and direction between two points (i.e., inverse
problem) [28]. If the captured images/videos include both
internal and external GPS information, the distance and
angle between the subject and the user can be calculated by
the Vincenty method, and images/videos that are captured
nearby can be approximately classified in the image/video
sharing server. In addition to the Vincenty method, there
are many other ways to measure the distance and angle,
and among them, the time-of-arrival (TOA), time-difference-
of-arrival (TDOA) [29]–[31], received-signal-strength (RSS)
[32]–[34], and angle-of-arrival (AOA) [35]–[37] methods are
traditional and popular. In recent years, positioning meth-
ods that are based on radio cellular (e.g., LTE) such as
observed time difference of arrival (OTDOA), enhanced cell
ID (E-CID), and assisted global navigation satellite system
(A-GNSS), have also been considered. Therefore, if the exter-
nal metadata contain the required parameters for the above
positioningmethods and the classification is performed based
on the metadata, the quality of the virtually synthesized views
is expected to improve remarkably.

For seamless virtual view synthesis, it is also desirable to
classify the color and brightness information, which can be
easily obtained from the internal information. As mentioned
earlier, time can be the biggest factor in determining the color
and brightness because the sun rises in the daytime, but goes
down at night. In addition, the weather information at the
time of capture is very important because images/videos are
bright on a clear day, but are generally dark and hazy on a
cloudy day. According to [38]–[40], focal length is consid-
ered an important parameter for stitching image frames and
performance improvements have been already demonstrated.
However, if the colors and brightness of the images/videos
that are stored in the image/video that are sharing server are
random, as we considered in this paper, it is preferable to
perform primary classification based on time and weather
in advance. In Figure 5, we present several examples of
classification sequences with metadata in which the quality
of the synthesized image/video is determined. No detailed
algorithms are currently proposed, but it is expected that there
is an optimal classification combination in terms of quality
and complexity.

FIGURE 5. Example of a synthesized image in accordance with a
classification sequence.

C. RECONSTRUCTION OF VIRTUAL IMAGE/VIDEO
As shown in Figure 4, the classified images/videos are stored
in the media server. Next, these files are processed to recon-
struct a novel 360◦ VR view. There are various methods
for reconstructing the virtual view. Among them, the image
stitching method is the most simple and popular. Figure 6
shows an example of the reconstruction of a virtual viewpoint,
in which five 2D images are stitched by feature-based image
stitching [38] and users can freely change their locations
and viewpoints within the stitched image. Although it allows
limited viewpoint changes, it is the easiest way to provide
virtual viewpoints for VR users. Moreover, if the stored
images are numerous and various, it can provide awider range
of viewpoints. It is well known that image feature detection
is the first step in image stitching. The traditional feature
detection methods can be categorized into four types: edge
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FIGURE 6. Example of feature-based image stitching for movable virtual
viewpoints.

detection [41]–[43], corner detection [44]–[46], interest point
detection [47]–[49], and interest region detection [50]–[52].
According to [53], the edge detection methods are related to
object boundaries and are required for image interpretation
tasks such as object recognition, image segmentation, visual
tracking, and action analysis. In contrast, corner, interest
point and region detection methods are favored in wide base-
line matching and stereo analysis because the corners and
blobs (i.e, interest points and regions) are unique in local
image regions. Therefore, detection methods that are suitable
for the services and applications to be provided may be used
in the media server.

For virtual video reconstruction, we consider the video
stitching method. For simplicity, we assume that a large
number of video images that were captured at similar times
and locations are stored in the media server. This assump-
tion is reasonable for a sporting event or music concert.
In Figure 7, the video stitching framework, which consists
of time synchronization, color statistics estimation and video
stitching techniques, is presented. To reconstruct a virtual
video using many video images that are stored in the server,
it is important to synchronize the videos with respect to time
first. Among a variety of methods, we consider a coarse
synchronization with metadata and fine synchronization with
audio data [54]. Each video image in the media server may
have been captured with different type of camera and the
color statistics may be different. We consider color statistics
estimation and color matching [55]. In the video stitching
stage, we consider warping with homography transformation
and camera stabilization, and image blending techniques.

FIGURE 7. Framework for video stitching.

FIGURE 8. Example of the stitching problem of equirectangularly
projected 360◦ images.

In recent years, 360◦ cameras have become widespread
around the world and are expected to become as popu-
lar as smartphones. The captured 360◦ images/videos are
generally represented by simple equirectangular projection
(ERP), which was invented by Marinus of Tyre in approx-
imately AD 100 and is still used in map creation today.
However, as shown in Figure 8, stitching equirectangularly
projected 360◦ images is still challenging. This is because
360◦ images contain all directions, unlike traditional 2D
images. Therefore, it is difficult to detect the feature points
of the 360◦ images in all directions and match them. Fur-
thermore, since ERP contains redundant pixels at both ends,
the required data rate is increased compared to the orig-
inal. Hence, in this paper, we consider cubemap projec-
tion (CMP) [56], which is considered as a solution to the
data rate problem, and present another solution to the stitch-
ing problem for equirectangularly projected 360◦ images by
using the CMP. As illustrated in Figure 9, we assume that
the captured and classified 360◦ images are projected onto
a cubemap which is a combination of the six faces of the
cube (i.e., top, base, left, right, front, and back). Next, each
face is separately stitched to reconstruct six stitched images,
as in the conventional method, which is shown in Figure 6.
The stitched six faces are remapped to the cube. However,
this time, it is important to match six common points to
seamlessly represent virtual 360◦ viewpoints. It is expected
that the presented solution can sufficiently provide virtual
360◦ viewpoints for VR users by stitchingmany 360◦ images.
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FIGURE 9. 360◦ image stitching using the cubemap projection and feature-based image stitching.

FIGURE 10. Example of depth-image-based rendering.

In addition, the media server has other roles in reconstruct-
ing a virtual space and viewpoint, such as SFM [17]–[19] and
depth-image-based rendering (DIBR) [57]–[59]. Through the
SFM method, 3D structures can be estimated from 2D image
sequence by using the projected 2D motion field of a moving
object. Since this approach also depends on the features
between the captured images that are used to estimate cam-
era poses (i.e., camera location and angle), if our proposed
classification methods (i.e., methods based on internal and
external metadata) are used, the quality can be remarkably
improved. In the case of DIBR, as shown in Figure 10, virtual
views are generated by using 2D images/videos and their
associated depth information. According to [59], DIBR also
uses the convergence distance and angle for the zero-parallax
setting (ZPS) [60], which is an important parameter for the
pre-processing of depth estimation. Therefore, our proposed
classification methods can also be used to improve the DIBR
performance.

D. TRANSMISSION AND CONSUMER PROCESSING
1) TRANSMISSION
It is well-known that the transmission of high-quality
360◦ VR image/video requires high resolution (12K,
11520×6480) and frame rate (up to 100fps). As an example,
an HEVC-encoded 8K video with 60 fps requires approx-
imately 100 Mbps [61]. Furthermore, low latency is also
a very important factor for a seamless user experience, and

at least a 10ms is required to achieve the seamless quality of
experience (QoE) [62].

Hence, to reduce the required bandwidth, research on adap-
tive transmission for 360◦ VR images/videos has been con-
ducted in recent years [63]–[65]. In [63], [64], Hosseini and
Swaminathan proposed a novel tiling method for 360◦ VR
video, in which six 3D meshes are mapped into a hexaface
sphere 3D geometry to decrease the bandwidth requirements
of 360◦ VR videos. Furthermore, since the tiling information
(e.g., spatial relationship) can be described by the spatial rep-
resentation description (SRD) [66], it is easy to apply to the
conventional MPEG-DASH standard. X. Corbillon et al. also
proposed a novel algorithm for viewport-adaptive 360◦ video
delivery, in which the concepts of quality emphasized region
(QER) and quality emphasis center (QEC) is first defined.
The QER is a region of the 360◦ video with better quality than
the original, and the QEC is the center of the QER. In this
system, the users first select and request the QER in accor-
dance with their viewports. Then, they select and request
the DASH representation in accordance with their network
environments. It is similar to the conventional DASH concept,
but additionally provides adaptive QER-based streaming by
considering the viewports of the users.

According to [67], head movement prediction is also a
solution for reducing the required bandwidth because if
the server knows where the user moves, a proper virtual
video sequence (or tiles) can be reconstructed and provided.
This study uses three prediction approaches: average, lin-
ear regression (LR) and weighted linear regression (WLR).
The three approaches show satisfactory performance for
short-term prediction (i.e., 0.5 sec), but only LR and
WLR show improved performance for long-term prediction
(i.e., from 1 sec to 2 sec), regardless of the tested 360◦ video
sequences. Furthermore, this study shows that the pro-
posed scenario using the prediction approaches can reduce
bandwidth consumption by up to 80%. Similarly, in this
paper, we propose a head movement prediction method that
uses sound information, which is called sound localization
information description (SLID). We assume that the SLID
is described in media presentation description (MPD) with
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FIGURE 11. Sound localization information description (SLID) for
viewport prediction.

SRD, and consists of four parameters, as shown in Figure 11:
sound_R, sound_L, sound_spatial_hori, and
sound_spatial_verti. sound_R and sound_L
denote the right and left output phases of the sound source
in the 360◦ VR video, respectively, and sound_spatial_
hori and sound_spatial_verti denote the horizon-
tal and vertical angles of the 360◦ VR video, respectively.
Based on this information (i.e., SRD and SLID), users can
request both current viewport segments and the next predicted
segments, as shown in Figure 12. At the next time point,
if the user changes his or her viewport in accordance with
the sound (e.g., t + 1 timeslot), the prediction is successful
and seamless QoE is guaranteed. However, if the user does
not change his or her viewport in accordance with the sound
(e.g., t+2 timeslot), the prediction is erroneous and seamless
QoE is not guaranteed because the user should request the
changed viewport segments from the server. The evaluation
is discussed in Section III.

Finally, to provide amore immersive VR experience, trans-
mission of stereoscopic 360◦ VR video should be consid-
ered, rather than that of mono 360◦ VR video. Therefore,
in this paper, we also propose hybrid 360◦ VR transmission
using scalable HEVC (SHVC). Figure 13 shows the proposed
blocks for hybrid 360◦ VR transmission, in which high-
quality stereoscopic 360◦ VR videos are considered. The
down-sampled right and the original left 360◦ VR videos are
used for the base and enhancement layers, respectively, and
are encoded by scalable HEVC (SHVC). The base layer is
provided for users in bad network environments for seamless
QoE, whereas the enhancement layer is provided for users in
good network environments for high-quality QoE. Moreover,
the base and enhancement layers can be combined to generate
stereoscopic 360◦ VR (i.e., 3D perception). This method
enables three services through one SHVC encoder, and its
detailed MPD signaling is also described in Section III.

2) CONSUMER PROCESSING
Unlike conventional video streaming, 360◦ VR video stream-
ing requires the interaction between the server and the user

FIGURE 12. Workflow of the proposed viewport prediction method.

FIGURE 13. Proposed hybrid 360◦ VR transmission.

whenever the user moves. Then, the server transmits the
requested virtual viewport segments to the user. Upon receiv-
ing a compressed video stream, it is decoded and stored in
buffer(s) which is an area of memory that temporarily holds
the segment data while transferring data to the player. In the
recent years, using the buffer, transmission methods have
been studied, and buffer-based streaming has been widely
conducted. In buffer-based streamingmethods, the buffer size
can be used to provide seamless 360◦ VR video to users.
In the example that is shown in Figure 14, if the buffer
does not reach a specified threshold, the user requests a
lower-quality video to fill the buffer faster, whereas if the
buffer has exceeded the threshold, the user requests a higher-
quality video. Similar concepts and algorithms are proposed
in [68]–[70]. Additionally, Feuvre and Concolato of [70]
proposed tile priority methods for avoiding oscillations in
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FIGURE 14. A concept of buffer-based adaptive streaming.

video quality, in which the priority is allocated per tile by the
user when the tiled sets are received and identified.

FIGURE 15. Example of projection for stereoscopic 360◦ VR video [71].

In addition, the receiver side is responsible for generating
the proper images/videos to be displayed. According to [23],
processes such as depth estimation and view synthesis can be
conducted in the receiver side, but we assume that the process
is only conducted in the media server to reduce the burden
on the receiver. In general, monoscopic 360◦ VR videos are
served by content providers, and displayed on VR devices of
users, but cannot provide 3D perception to the users. Hence,
as mentioned in Section II-D.1, providing and displaying
stereoscopic 360◦ VR video is very important for making the
VR experiencemore immersive. An example of projection for
stereoscopic 360◦ VR video is illustrated in Figure 15 [71],
in which left and right videos are separately projected and
displayed. According to [72], since poorly implemented
stereoscopic 360◦ VR video causes major discomfort such as
headaches, eye strain and nausea, it is necessary to reduce this
problem even if there are many variables and moving parts,
such as in extreme sports, in terms of consumer processing.

III. CONSIDERATIONS AND EVALUATION
In this section, we consider and evaluate two issues that
were described in the previous section. The first issue that
we consider is MPEG-DASH MPD because the most recent
research in the field of multimedia communication is related

FIGURE 16. Example of MPD signaling for the proposed hybrid 360◦ VR
transmission.

to the MPD. According to [73], the MPD contains a descrip-
tion of the provided content, its alternatives (e.g., the same
content but of different quality), its URL addresses, and
its segments, which are the transmitted bitstreams. Users
first receive the MPD and parse it to receive the content
by requesting their desired alternative and segment from to
the media server. This series of processes is called MPD
signaling. Therefore, it is very important that the character-
istics of the provided content be well documented within
the MPD. Figure 16 shows an example of MPD for the
proposed hybrid 360◦ VR transmission that is shown in Fig-
ure 13. To realize this transmission,EssentialProperty
in the second adaptation set for the left video should be
first considered for the stereoscopic pairing between the left
and right 360◦ videos. In addition, the relationship between
the base and enhancement layers should be considered by
dependencyID, as described in the second adaptation set
for left video. The most important requirement here is that
the value of dependencyID be the same as the ID of the
first adaptation set for the right video. By considering SRD in
conjunction with this MPD, we can improve the performance
of the proposed hybrid 360◦ VR transmission. However we
do not investigate this approach in this paper.

The next aspect to consider is the proposed viewport pre-
diction method, which uses SLID, and is shown in Figures 11
and 12. Since the latest MPEG-DASH standard [74] extends
to SRD only, it is not easy to implement the proposed predic-
tion method using SLID with SRD within MPD. Therefore,
in this paper, we consider and evaluate the feasibility of the
proposed method based on the consistency value (c), which
is described as follows:

ck =

∣∣uk1 − uk2∣∣+ ∣∣uk1 − uk3∣∣+ . . .+
∣∣ukN−1 − ukN ∣∣

C(N ,2)
(1)

where, k denotes the DOF (yaw, pitch, roll) and ck denotes
the consistency value of DOF k and indicates the nearness of
each angle among users. In other words, if the value is close
to 0, the users’ viewports are almost the same. ukN and C(N ,2)
denote the k angle value of N -th user and N !/2!(N − 2)!,
respectively. For the evaluation that is shown in Figure 17,
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FIGURE 17. The consistence value versus time stamp, in which 1 time stamp is defined as 250 HZ.

the Mars 360◦ VR sequence by NASA Jet Propulsion Lab-
oratory [75] is used. OpenTrack 2.3.9 [76] is also used to
track five users’ head movements. Figure 17(a) shows the
consistency value as a function of the time stamp (1 time
stamp := 250Hz), when the sound information is not used.
The consistency value of the yaw angle is higher than the oth-
ers because the users see points of view from different yaws.
In contrast, if the sound information is used, the consistency
value is generally low, as shown in Figure 17(b), because
most users move their viewports toward where the sound is
heard. Consequently, since the low consistency value means
that the sound information has a substantial influence on the
users’ viewports, if SLID is used with SRD within MPD,
it is expected to improve the performance of head movement
prediction.

IV. CONCLUSIONS
In this paper, an end-to-end system architecture that underlies
IoT networks is proposed for the reconstruction of seamless
VR space and the proposed architecture is divided into five
stages: acquisition, classification, virtual image/video recon-
struction, transmission, and consumer processing. In each
stage, conventional and novel element technologies are
discussed and proposed, respectively, that constitute the
proposed system architecture. We assume that the IoT
infrastructure is already in place, and it is used to col-
lect important data for seamless VR space reconstruction.
Furthermore, we present the directions of future research that
are related each stage. Among these, two proposed meth-
ods are evaluated to determine their feasibilities. In addi-
tion to the evaluated methods, it is challenging to specify
and implement the methods that are proposed in this paper
(e.g., Figure 5, 7 and 9). Finally, we expect that the continued
integration of the VR space service into the IoT domain
will cause significant transformation of social media services,
thereby bringing about new business models.
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