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ABSTRACT Cachememory plays an important role in improving the performance of web servers, especially
for big data transmission, which response time is constrained. It is necessary to use an effective method, such
as web cache. Because an outstanding cache replacement algorithm can not only reduce the users access
time but also improve the performance of the system. The traditional used weighting replacement policy
does not consider the size parameter, hence, it may perform poorly while the datasets are larger. In this paper,
we propose a novel, high-performance cache replacement algorithm for the web cache, namedweighting size
and cost replacement policy (WSCRP) bases on theweighting replacement policy. The algorithm recalculates
the objects weight with adding the cost attribute in the cache, then orders the weight. Additionally the
influence of various factors on the Web object as frequency, time, and cost value are considered. When
the cache space cannot satisfy the new request object, the replacement policy WSCRP replaces the largest
weighting and cost object. The experiments show that proposed algorithm has higher hit rate and byte rate
for different datasets, and can effectively improve the performance of web cache.

INDEX TERMS Web cache, replacement, weighting, cost.

I. INTRODUCTION
In recent years, the rapid increase of the World Wide Web
service has caused an exponential rise in web traffic and
access latency. To solve this problem, researchers have pro-
posed many methods and the web caching is one of the
most effective techniques [1]. In order to improve cache
performance effectively, two kind of methods are proposed:
One is increasing the cache size or decreasing latency time
by prefetching, but its cost is very large. The other one is
designing an useful cache replacement algorithm. Caching is
a famous performance optimization method which is widely
used inWeb Caching. If there is no cache, users every request
for data must be sent to servers. When the number of users
becomes larger, servers load will increase. It will cause the
network traffic and latency problem. So the replacement
algorithm becomes more important.

The web cache servers are widely deployed in many places
throughout the Web [1]. For web cache, there are three

different web cache patterns: client-side caching [2], [3],
server-side caching [4], and proxy caching [5]. Client-side
caching refers to caches that user-side stores users web
browsers page addresses and other information, and it can
reach the specified server with the information. However, it is
only for single user. Server-side caching refers to establishing
the cache on the web server side. The purpose of it is decreas-
ing the number of request for the server, so it can reduce the
server load [6]. Proxy caching usually serves as the middle
connection of user and center servers [7].When the user sends
a request to the server via a proxy server, server will response
the data to the user according to the original request path.
During this process, proxy server will decide whether to store
a copy in its cache or not because this data may be requested
in the future.

There are a lot of factors affecting the cache performance.
The most important factors are accessing frequency, the last
access time, cache block size and cache object size [12].
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For each factor, researchers have proposed the corresponding
algorithms. There are many cache replacement policies and
all of them have their own algorithm to decide which object
will be removed when the cache is full. The general goal of
cache replacement policies is to improve the cache hit ratio
and byte ratio [8]. Some researches show that a lot of data
is only visited once and won’t be visited again because of the
huge amount of data access, thuswe call this type data asOne-
Timers (OT) data. Similarly, we call data visited more than
once as N-Timer(NT) data [7]. In the cache, we should try our
best to store NT data as much as possible. In this research,
we propose a low-latency, high-hit rate cache replacement
policy for web cache to improve the performance of cache.
We consider time, frequency size and cost, then design a
new weight calculation method based on cost and give a
new algorithm Weighting Size and Cost Replacement Policy
(WSCRP). It can perform better than existing algorithms.

The rest of this paper is organized as follows.
Section 2 reviews related researches and discuss web caching
algorithms. Web cache replacement algorithm is discussed in
section 3. In section 4, we present the results of this research,
while section 5 provides the summary and conclusions.

II. RELATED WORK
When a new object needs to be stored and the cache
is full, a replacement algorithm must be used to deter-
mine which object should be removed to make space
for the new objects [5]. Cache replacement algorithms
decide which data could stay in the cache. An outstanding
cache replacement algorithm has few number of misses
in the cache and can improve the cache hit ratio and
byte ratio too. A lot of academic and industry researchers
are studying toward finding the cache replacement pol-
icy [9]. At present, cache replacement algorithms mainly
focus on the following categories: Least Recently Used
Algorithm, Least Frequently Used Algorithm, SIZE
Algorithm, Function-based Algorithm, Randomized-based
Algorithm and Weighting-based Algorithm [10].

(1) Least Recently Used Algorithm. In this type of
algorithm, time is the most primary factor. Least Recently
Used (LRU) algorithm is one of the most popular policies
in web cache [10]. Its main idea is that if the data has been
requested recently, the probability of it being requested in
the future will be higher. It is used to cache web browser
information, like pictures, etc. When cache is full, it removes
the least recently referenced objects. The advantage of this
algorithm is that it is easy to implement and has a good
performance in client-side. But it only considers the last
referenced time while ignoring the frequency of references
for a certain web object [11].

(2) Least Frequently Used (LFU) Algorithm. In this type of
algorithm, researchers consider the object popularity (or fre-
quency count) as the primary factor [15]. Its main idea is that
if the data has been requested more frequently, the probability
of it being requested in the future will be higher. It usually
caches the web URLs. When cache is full, it removes web

object with the lowest frequency. Its advantage is that it is
easy to implement too and has a good performance in proxy-
side [13]. But if one object has high frequency previously,
it will be stored in the cache although it will no longer be
accessed. We call it ‘‘cache pollution’’.

(3) SIZE Algorithm. In this type of algorithm, object size
is treated as the primary factor when caching the object [17].
Its main idea is that if the data has a bigger size, it may
occupy more cache space. When cache is full, it removes web
object with the biggest size. This type of algorithm usually
caches the entity objects those with real object size rather
than urls, etc. When the size is the same, it usually considers
time as the second factor. Its advantage is that it can remove
the big size objects timely. But for those objects with small
size in the cache, they will be stored in the cache although
they would not be accessed. Then it will also cause ‘‘cache
pollution’’ [17].

(4) Function-based Algorithm. This type of cache replace-
ment algorithm calculates the cache value of every web
object [5]. For example, Greedy Dual-Size algorithm calcu-
lates the object size, access latency, cost and etc. When the
cache is full, it removes the object according to the smallest
cache value. The cache values is calculated as:

Ki = Ci/Si + L (1)

Where Ci is the cost of retrieved object i, Si is the size of
object i, L is the aging factor. However, the method ignores
the frequency and other factors.

(5) Randomized-based Algorithm. In this type of algo-
rithm, no factor is treated as the primary factor when caching
the object. Its main idea is that every cache objects has the
equal value. When cache is full, it selects a random object
and removes [14]. It is easy to implement, but it has low
performance and its hit rate is unsatisfactory [16]. Because
server doesnt need analyze the objects attribute, it just remove
an object randomly [28]. But the objects are impossible to
request an object only once, so it may remove the data that
we call ‘‘hot data’’.

(6) Weighting-based Algorithm [18]. In this type of cache
replacement algorithm, researchers use weight to decide
which object should be removed from the cache. The weight
is sorted in descending order. Users could directly remove the
object with the highest weight value. The algorithm in [18] is
named Weighting Replacement algorithm(WRP), its weight-
ing value is calculated by equation (2).

Wi =
Li

Fi ×1Ti
(2)

Where Li is the last time the data being accessed, Fi is the
frequency of object i, 1Ti is the average value of every two
consecutive access time.

The hit ratio is a standard to measure the performance of
the web cache replacement algorithms [19]. The higher the hit
ratio, the better the replacement policy will be [20]. With the
development of the network bandwidth and cloud computing
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technology, the speed of information transmission is increas-
ing. So transport and network consumption cost has become
a criteria to evaluate the cache replacement algorithms [21].

III. WSCRP ALGORITHM
Our algorithm is based on weighting replacement algorithm.
In addition, we use a new weight and add a new cost model.
Our algorithm also uses the advantage of the existing cache
replacement algorithm, which makes our algorithm more
reliable and accurate. There are three main parts: weighting-
cost model, the cache storage structure and cache replacement
policy.

A. WEIGHTING-COST MODEL
The original weighting replacement algorithm is based
on LFU, which replaces pages that are not recently used and
pages that are accessed only once [30]. It has advantages in
caching for the URL and other small size objects. But for
those objects who have bigger size, this algorithm may cause
cache pollution. So wewant to improve the cache hit ratio and
propose an approach that can utilize cache space as much as
possible and avoid cache pollution. We recalculate the weight
of cache objects and add some new attributes like object size
to the formula of weight. When a request arrives, we mark
a hit and cresponses to client if the requested object is in
cache. However, if the requested object is not in cache and the
cache capacity is enough, we mark a miss and add the object,
into the cache which is obtained from server database. If the
requested object is not in cache, and the cache capacity is not
enough, the cache must remove any objects to store the new
object.

We improve the formula of weight by adding a new
attribute to equation(2), the size of object. The formula is
described in equation(3). Where Li is a parameter which
means the recency of block(L) i in the cache. Fi is a counter
which means the number of times that object i in the cache
has been referenced and the Si is the size of object i.
1Ti = Tci − Tpi is a time difference, where Tci is the last
accessed time of object i and Tpi is the penultimate accessed
time.

Wi =
Li

Fi ×1Ti
× Si (3)

When a new object k is put in the cache buffer, we should
set the original attribute value. For example, if k is the first
requested object, then Fk is set to 1, 1Tk is set to 1 and Lk is
set to 0 because K is being used now. And we will calculate
the objects size Sk . We consider the original δTk equals to
1 because the time of each reference to a block would be at
least one in its minimum case [7]. For every time the cache
buffer is accessed, if the request object j is just in buffer cache,
then a hit is occurred andwe update the parameters as follows:

1) Li = Li + 1, for every i 6= j.
2) For i = j, we first let 1Ti = Li, Fj = Fj + 1 and then
Lj = 0.
3) Update the W .

In the process of network transmission and storage, saving
network resource as much as possible is a goal we pursue
all the time [26]. So we use a cost value as a parameter for
judging the object is remove from cache or so. When all
objects have been accessed, we will get a general network
consumption, then we could calculate the the consumption
of one object. If one object has higher replacement cost,
we should cache it and save the cost. The cost-saving value
(csv) is calculated by the following equation:

csvi = cisihi/
n∑
i=1

cisiri (4)

Where ci is the network traffic consumption of object i,
si is the size of object i, hi is how many valid copy of i
is found in the cache, and ri is the total times a data was
requested. We obtain a new formula of weight as equation(5)
by combining equation(3) with equation(4).

WCi =
Li

Fi ×1Ti
×

si
csvi

(5)

For an object, it should be store in the cache if its csv is
larger because if we replace it, we will spend more cost on
caching them again. So we add csv into the formula of weight
to decide which object should be removed from cache when
the cache is full. It could improve the cache performance.

For parameter si, big size data will occupy more cache
space, if they become cache garbage, they could reduce the
hit rate, byte hit date and increase average access time. So for
cache, we priority to cache small data. For csvi, if one datas
replace cost is bigger than other, we could think it is more
important. Our algorithm is replacement the data that with
bigger weighting value [31], so we choose si as numerator
while csvi as denominator, combined to form the formula (5).

According to the above introductions, we propose our algo-
rithm WSCRP algorithm. Every time we access data from
cache, we should recalculate the WCi. WCi is calculated by
the equation(5). The algorithm 1 is the process of WSCRP.

Algorithm 1 WSCRP
Calculate the size of free cache space and mark as fs
Calculate the size of requested object ro and mark as rs
while fs < rs
if there is only one maximum WC

remove the object with maximum WC
else

remove an object with maximum WC and minimum
frequency value
Update all caching objectss WC value
end
Update WC table

B. CACHE STORAGE STRUCTURE
The key of our algorithm is to keep the most valuable
object in the cache. Table 1 describes the information of
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TABLE 1. Cache framework table.

objects in cache. Every object has eight attributes, which are
object id in the cache, the object oid in the database server,
the time difference between the last access time and time
of penultimate(1Ti), the recency of object i(Li), the size of
object i(Si), Frequency(Fi), the number of how many valid
copy of object i(hi) after the object stores in the cache,
the traffic cost of transfer object i(ci) and objects WCi, WCi
is the weighting-cost value of cache object i, the computing
method has been introduced in 3.1.

In Cache Structure Table, the objects in table are ordered
by WC . The id represents the order of objects enter the
Cache. When a request arrives at the cache, if the requested
object i exists in the cache, we update the Fi and other
attributes, meanwhile, recalculate WCi and reset the cache
data in ascending order ofWCi. We would reserve the objects
with smaller WC and remove the objects with larger WC .

If an objects WC is larger than any others, we think this
object is the most unimportant object and this object will be
removed first when cache is full. If there are two objects with
the maximumWC , we use Fi as the second attribute to decide
which object should be removed from the cache.

Comparing with original cache replacement algorithm
based on weighting, our algorithm considers more factors
which could influence the cache performance. So our algo-
rithm is more complicated.

C. CACHE REPLACEMENT POLICY
Our algorithm contains two parts: calculating the weighting-
cost value and replacing the cache items. Weighting-cost has
been introduced in 3.1, now we introduce the replacement
algorithm 2 ICRP.

Algorithm 2 ICRP
if request object ro in cache
Find the data item corresponding to the object ro in table1
Update table 1

else
Use WSCRP to deal with the request
Cache the object
Update table 1

end
Update WC table

In order to maximize the hit ratio and improve perfor-
mance, the data in the cache should be the one the user most
likely to request [27]. Nowadays, network transmission is

the main channel. Web cache is distributed in each node of
the network. During the process of data transmission, when
the system receives the request about object i, it will check
the web cache node firstly and check whether the object i
exists or not. If the object is in the cache, it returns the data
to user directly. If it is not exist, system returns the data to
user from server and adds the object into cache then our algo-
rithm will use the weighting-cost policy to calculate object i′s
weighting-cost value and update the Cache Structure Table by
this value in ascending order. If there is not enough space to
store object, we will remove object according to Algorithm 2,
ICRP(Improved Cache replacement Policy), until the space is
enough to store the new data.

IV. EXPERIMENT
In this section, we perform some experiments to evaluate our
proposed algorithm. We simulate our policy and compare it
with other policies like LRU, LFU and the original weighting
policy WRP. Firstly, we introduce the benchmark dataset
used in our experiment and the implement platform of our
algorithm. Thenwe explain the performancemetrics in cache.
Finally, we show the experiment results of the comparative
experiments and analyze them. Our platform is consisting of
client-side and server-side.

A. DATASET AND EXPERIMENT CONFIGURATION
In our experiment, we used 50000000 meteorological data
records (about 4T) from China Meteorological Data Sharing
Service System(CMDSSS) [22]. The data records contain six
months meteorological data. According to the charactors of
data, we divided these meteorological data into three data
types. In these data records some are request UR, some are
entity objects and some are mixture. We call them UTD(Url
test data), ETD(Entity test Data) and MTD(Mix test Data),
respectively. Each type has many datasets, and all of them are
used in our algorithm. Our experimental environment is based
on a Dell server, with the 64G RAM, running Linux system.
In order to simulate the network environment, the platform
of our program contains server side and client side. We run
our WSCRP algorithm and then compare the algorithm with
LRU, LFU, GDSF and WRP in our platform. The algorithm
is implemented by Java.

B. EXPERIMENT METRICS
In experiment, we mainly use three metrics -cache hit rate,
byte hit rate and average access latency, to evaluate our
algorithm performance.

1) CACHE HIT RATE
Hit Rate (HR) is one of the most important metrics used in
performance evaluation criteria. Cache hit rate is computed
according to the following equation:

HR =
N∑
i=1

ri/N (6)
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FIGURE 1. Result of DataSet UTD.

TABLE 2. Result of DataSet UTD.

Where ri is a state of the object. It is a boolean value, where
’0’ represents miss and ’1’ represents hit.N is the sum of
requests. When all requests are finished, we could count the
hit times by summing up all ri value.

2) CACHE BYTE HIT RATE
Byte Hit Rate (BHR) is another most important metric used
in evaluating performance. Cache hit rate can be described by
the following equation:

BHR =
N∑
i=1

risi/
N∑
i=1

Si (7)

Where ri has the same meaning as that described in Hit Rate.
The parameter si is the size of object i. We record the size
of each cache object. When all requests are finished, we can
calculate the total object size, and then use formula (6) to
calculate the value of BHR.

3) AVERAGE ACCESS LATENCY
The AAL’s(Average Access Latency) value represents the
average access time during the whole dataset. AAL can be
described by the following equation:

AAL =
N∑
i=1

Ti/SUM (8)

Where the parameter Ti is the time when the program finished
accessing dataset i and the parameter SUM is the number of
datasets. The AAL is smaller, the performance of the cache

replacement algorithm is better. It means users can get objects
they requested without waiting for a long time.

C. EXPERIMENT RESULTS
Firstly, we test the performance of our algorithm and some
other algorithms as LRU [11], LFU [24], WRP [18] and
GDSF [25] in UTD data. Both data are URLs. LRU, LFU
and WRP we have been introduced in section 2, GDSF is a
function based algorithm based on size and frequency.We use
percentage to show the size of the cache, where 10% means
cache size is 10 percentage of the total cache size. For every
dataset, we sent 10000 requests. Each dataset will generate a
result of the three metrics in different cache size, and we use
the average results of them.

Figure 1 Result of DataSet UTD shows the information of
hit ratio, byte ratio and average access time. It’s a graphic
display of Table 2. When the cache is 10% all algorithms
performance are not obvious. But with the increase of cache
size, we can see our algorithm has better performance than
others in hit rate, byte hit rate and average access time. When
cache size arrive 100% while the hit rate and bite hit rate are
not 100%, we believe that this is due to the fact that the initial
cache is empty and it leads a number of miss. We can also see
that the performance of hit rate of LRU is better than LFU
when cache size is less than 50%. When cache size is larger
than 50%, LFU has better performance in hite rate. We think
LRU has certain advantages in the page cache or some small
data size cache, and the dataset UTD is URL format. And In
practical application, cache size rarely more than 50%, so if
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TABLE 3. Result of DataSet ETD.

FIGURE 2. Result of DataSet ETD.

the cache object is page or url we should choose LRU first
if there are only LRU and LFU we can use. LRU and LFU
are only use one parameter as the judgment standard, while
GDSF and WRP are function based algorithms, so they have
better performance than LRU and LFU. GDSF algorithm
only consider parameters like frequency, time and size, while
WRP add weighting value in the algorithm, so WRP has the
better performance than GDSF. Our algorithm is based on the
weight and join the cost analysis, so it has more advantages
than other algorithms. Average access time is very smaller
with hit rate, because if hit rate is high, it means clients would
not wait for a long time.

Secondly, we use ETD to test our algorithm and keep other
conditions unchanged. This type data is mainly entity objects,
so our cache must store the real object. Because objects have
bigger size than URL, cache performance is also different
from the first type. Figure 2 Result of DataSet ETD shows
the hit ratio, byte ratio and average access time of different
cache size in this type data.

Figure 2 Result of DataSet ETD shows the results. It’s a
graphic display of Table 3. It is clearly in Figure 2 that our
WSCRP policy has better performance than LRU, LFU and
WRP. Our hit rate is 11.4% higher than LRU when cache
size is the 50%. Because in 50 percentage, algorithms have
the biggest difference value. Compared to UTD, this test
dataset has many differences in byte hit rate and average
access latency because this dataset is entity data and accessing
massive data need much more time, so average access time
in Figure 2 is larger than average access time in Figure 1.

We can also see LFU has better performance than LRU int
hit rate and byte hit rate, it can confirm that LRU are more
useful in caching pages. GDSFs main parameter is size, so it
has better performance than LRU and LFU. While WRP and
our WSCRP both contain parameter size and they have more
better improve so they have better performance than others.

Finally, we used the MTD for the final test and keep other
conditions unchanged. This dataset is mixed of Urls and
entity data. Although our algorithm has similar performance
to other algorithms when the cache size is small, our algo-
rithm is better than them in overall performance. Fig 3 shows
the hit ratio, byte ratio and average access time of different
cache size in this type data.

As Figure 3 Result of DataSetMTD shows, when the cache
size is 50%, the hit rate of our algorithm is almost 7.1%
higher than LRU. When the cache size is very small, it is
close to no cache, therefore all algorithms have almost the
same performance. Because this dataset is a mix of UTD and
ETD, so the performance of all algorithm is between UTD
and ETD. Figure 3 is a graphic display of Table 4.

From the experiments results, we can see when the cache
size is 10% and 100%, the performance of all algorithms
is almost the same. We believe when the cache size is very
small like 10%, cache block can only cache several files and
the cache sequence is short, but we have a large number
of requests, so the cache performance of the algorithms are
not high. But when the cache size is 100%, it can cache all
files, so when different files are cached, the cache hit rate is
almost 100%. When cache size arrive 100% while the hit rate
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TABLE 4. Result of DataSet MTD.

FIGURE 3. Result of DataSet MTD.

and byte hit rate are not 100%, we believe that this is due to
the fact that the initial cache is empty and it leads a number
of miss.

From the experiments results, we can also see that dataset
type and cache size can also influence the cache performance.
For different data sets, the same algorithm also has different
results. For cache size, as it increases, all algorithms perfor-
mance will be better than before. But we find when cache size
is 50%, algorithms have the biggest different value, so we
think cache size is not greater than 50%, because the cost of
cache is larger. Our algorithm can be used in different appli-
cations, then we can continue to compare the performance
with LRU, LFU, WRP,GDSF and other replacement policy.

Through the experiment we can see that our algorithm
is not only suitable for caching simple URLs, but also can
cache entity data. This is because our algorithm contains both
parameters of other algorithm and add the cost analyze. LRU
has better performance in caching pages and small data, if we
only have LRU and LFU, we should use them reasonable
in different application. Experiment can also prove our algo-
rithm can not only be used in the network nodes, but also can
be used in the server to cache data entity.

V. CONCLUSIONS
In this paper, we propose a newweb cache replacement policy
WSCRP in order to improve the hit rate ratio when cache
memory is limited. Our proposed replacement policy takes
the impacts of weight and cost into consideration. We com-
pare our proposed algorithm with other algorithms such as

LRU, LFU and WRP replacement policy in hit rate, byte
hit rate and average access time. Our experimental results
indicate that the proposed replacement policy can increase
the hit rate and is beneficial for the limited cache memory.

We believe that our algorithm must have a good perfor-
mance in web caching, especially in big data web site. Now
there are still some other factors can affect the cache effi-
ciency, so we will continue our research to make it better in
web caching.
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