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ABSTRACT Image quality assessment without a reference image is essential for evaluating the performance
of image enhancements. Much research has been done to develop an objective image quality measurement
that is relevant to perceived quality evaluations. Because the contrast of an image is one of the important
factors for a user to evaluate the image quality, methods for improving the contrast of images are also being
extensively studied, but the assessment algorithms for evaluating them are limited. In this paper, we propose a
contrast measurement of a color image based on a stimulus in the human visual system (HVS). The proposed
method evaluates the luminance component of the image based on just-noticeable-difference to reflect the
local contrast perceived in the HVS. The contrast in the color component is evaluated based on a model of
the stimulus of the color component in the primary visual cortex (V1). The region response factor, which
reflects the relative change of the color saturation in the different luminance values in V1, is used to image
contrast. We tested the validity of the proposed method using various image databases and subjective tests.
The experimental results showed that the proposed method had higher correlation with the evaluation of
people than conventional methods of measuring image contrast without the original image.

INDEX TERMS Image quality assessment, image contrast measurement, human visual system,
no-reference, color image.

I. INTRODUCTION
With the development in imaging technology, acquiring dig-
ital images has become easier for people by using digital
devices such as digital cameras and smart phones. Because
the demands of people for high quality images continue to
increase, the images thus obtained are provided to the users
with improved quality through various enhancement algo-
rithms. Therefore, image quality assessment (IQA), which
means evaluation of the objective quality of the images,
becomes a key role in image processing. This quality assess-
ment can be considered as deciding the quality of an image.
High quality images can be defined as images with low
distortion and high contrast. Image distortion means that
the original image is degraded by blur, noise, compression
artifact, etc. during the image acquisition process. The best
measurement method of the image quality presented above is
to measure all the preferences of people on the image. This
method is called subjective IQA. Themean of the people pref-
erences measured in this manner is called the mean of opinion
score (MOS). An image with high MOS can be considered to

be accepted by people as a good image. In practice, however,
measuring the subjective evaluation of people of every image
is very difficult in terms of money and time.

To solve these problems, many algorithms have been
developed to measure the image quality without subjective
evaluations. These measurement algorithms are called objec-
tive IQA algorithms. Because they have a high correlation
with the quality of the images that people actually evalu-
ate, the perceptual quality of a given image can be mea-
sured using objective IQA algorithms. These objective IQA
algorithms are classified into three types depending on the
presence or absence of the original image [1]. The three
categories are full-reference (FR), reduced-reference (RR),
and no-reference (NR) methods. The popular algorithms are
peak signal to noise ratio (PSNR) [2], structural similarity
index measure (SSIM) [3], [4] and using the machine learn-
ing [5], or the neural network [6]. In practical applications,
for example, in image enhancement or capture, the original
image cannot always be available, and therefore, a large
number of NR IQA methods are required.
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Whereas the contrast of an image cannot be determined
as a distortion factor, it is an important factor that deter-
mines the image quality [7]. One example is that the features
present in a good contrast image are more distinguishable
than those present in a bad contrast image. Various enhance-
ment methods have been studied, from histogram equal-
ization to the recently published algorithms, to improve
the contrast of images reduced by various natural environ-
ments [8], [9]. Considering the image before the enhancement
as a reference image is hard to assume because the fidelity
between them is not important. Therefore, an NR approach
is required for images with improved contrast. Using this
method, we can measure the image quality without obtain-
ing MOS and determine the suitability of the enhancement
method.

Two methods are available for measuring the contrast
of an image without a reference image. One is the natural
scene statistics (NSS) method, which measures the quality of
images by measuring how natural the images are. The other
is to model the human visual system (HVS) and measure
the image quality taking into account how a person accepts
the image. On the basis of NSS, several assessment algo-
rithms are available to measure the image contrast without
a reference [10], [11]. The other model, i.e., HVS model,
analyzes how the image acts as a stimulus through HVS.
This HVS based measurement method is based onMichelson
contrast [12] and Weber’s law [13]. Since then, several meth-
ods have been presented to incorporate HVS studies into the
image contrast [14]–[16].

However, the existing methods have certain limitations.
Because the NSS based method measures the quality of an
image under the assumption that the naturalness of the image
changes when the image is distorted/enhanced, a lack of con-
sideration exists on how people determine the image. For this
reason, a model for determining the image contrast in HVS
should be established to measure the contrast of the image in
order to determine how the user evaluates the image contrast.
In addition, amodel which includes not only themeasurement
of grayscale images, but also the relationship between the
image brightness and color components is needed to evaluate
a color image.

Much research has been studied on how contrast of color
component received from the visual system to the human
brain. These studies modeled how contrast of color compo-
nent accepted to human brain through neuroscientists exper-
iments. In the beginning, Hurvich and Jameson [17] pro-
posed that the image information received from the visual
cortex is shifted to the primary visual cortex (V1) part of
the brain separately by the luminance and color components,
and processed by V1. Johnson et al. [18] proposed that color
and brightness contrast interact at V1. Xing et al. [19] found
that as luminance contrast increased, when either the sur-
round luminance increases or decreases, the apparent color
saturation of the target gradually decreased. It is proofed
through psychophysics experiment and changes of visual
evoked potential.

FIGURE 1. Different color images with the same grayscale.
(a) and (b) two different color patches. (c) and (d) luminance component
of each color patch.

Fig. 1 shows an example in which two different patches
have the same grayscale image. In this example, lumi-
nance component is used as a grayscale image. Because
the luminance values of the two images are the same
as shown in Figs. 1 (c) and (d), we can see the limi-
tation that the difference between the two images cannot
be distinguished by the conventional methods of contrast
measurement.

In this paper, we propose a new NR IQA method to
measure the contrast of color images. The proposed method
uses the HVS property in which the visibility threshold of
the local region changes according to the average value of
the region [20], and the local region contrast factor is cal-
culated by obtaining the region adaptive visibility thresh-
old. Further, whereas the conventional methods use only the
luminance component of the image to measure the image
contrast, the proposedmethod converts the image into another
color difference domain to distinguish the image contrast,
which could not be distinguished using the luminance com-
ponent. Through this process, we can possibly measure the
contrast of a color image similar to actual evaluation by
people.

The rest of this paper is organized as follows.
Section 2 reviews the conventional contrast measurement,
including the NR contrast measurement based on HVS.
Section 3 proposes a new algorithm to measure the con-
trast of a color image. Section 4 presents the exper-
imental results and comparisons with the conventional
methods using MOS. The conclusions are discussed in
Section 5.
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FIGURE 2. Block diagram of the proposed method.

II. RELATED WORK
Conventional NR IQA algorithms use the mathematical dis-
tribution of an image to measure its contrast. In particular,
these methods are used for measurement and enhancement
of the local contrast of an image, for example, its average,
variance, or entropy. These mathematical based measure-
ments do not provide people opinion of images because they
actually measure the contrast of an image using its global and
local statistical characteristic. Morrow et al. [21] proposed a
method for evaluating the contrast of an image using contrast
histogram, which has much more consistency than the meth-
ods that use existing mathematical features. Several measure-
ments using a contrast measurement for image enhancement
have been developed following this observation. These meth-
ods measure the image quality based on HVS as a method of
measuring the image contrast that a human actually receives.

Using the Weber’s law mentioned in Sec. I, many meth-
ods of measuring the contrast of an image to measure
the local contrast have been proposed. Agaian proposed
the measurement of enhancement (EME) and measure of
enhancement by entropy (EMEE) based onWeber’s law [14].
Panetta et al. [15] proposed root mean enhancement (RME),
which measures the degree of enhancement of images using
both HVS and root mean square (RMS) contrast concepts.

The methods for measuring the image contrast mentioned
above are contrast measurements for grayscale images; thus it
is difficult to apply to color images. Most of the conventional
methods convert a color image to a grayscale image when
evaluating the contrast. Panneta et al. [16] proposed amethod
to obtain a grayscale image that considers the correlation
of each channel using HVS to convert the color image to
grayscale. In addition, to measure the contrast of each color
channel, Panneta et al. [15] proposed the color/cube RME
(CRME), which applies the concept of RME to color images.
Rizzi et al. [22] and [23] proposed a method of measuring
the contrast of color images in the CIELab color domain
using the method from measure the contrast of images in
grayscale and the difference of gaussian (DOG). In the above
mentioned methods, the contrast of the whole image is mea-
sured in the same way regardless of the color channel or color
domain. These methods measure the contrast based on HVS,
but because the contrast of the image is measured for the
same way, each channel property cannot be considered. In the

proposed method, different models for the luminance and
color difference domains are used to measure the contrast
of a color image. The color image contrast is measured in
a similar manner to that of the human senses using the HVS
feature where the response of the chrominance components
is different depending on the background luminance of the
image.

III. PROPOSED METHOD
In the proposed method, a contrast measurement based on
HVS is proposed for color image. The color image con-
trast of the luminance component is measured using the
just-noticeable-difference (JND), which is a threshold value
where people feel the difference between two stimuli. The
luminance component, which is used in this paper, can be
expressed as

L = 0.299 · R+ 0.587 · G+ 0.114 · B, (1)

where R, G, and B mean the red, green, and blue channel
intensity, respectively, based on the fact that the amount of
acceptance in HVS is different for each channel [16]. In addi-
tion, to compensate the limitation of the measurement in the
luminance domain, the proposedmethod calculates the image
contrast using the color difference domain. Through these
methods, calculating the contrast based on the HVS is possi-
ble. Fig. 2 shows the block diagram of the proposed method.
Fig. 2 shows that the image is separated into the luminance
and the color difference components, and each image contrast
is measured. The color image contrast is finally obtained
using these factors.

A. CONTRAST MEASUREMENT BASED ON HVS IN
GRAYSCALE
In the proposedmethod, the contrast of the image in grayscale
is first obtained. When the input image is separated into the
luminance and color components, the luminance component
is used to measure the local contrast of the corresponding
image in grayscale. In a real image, the background lumi-
nance of the image affects the contrast. Therefore, limitation
exists in using the Weber’s law on the luminance compo-
nent [24]. We measure the visibility threshold of the local
region based on the background luminance to overcome this
limitation. The visibility threshold of the region changes
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according to the background luminance of the local region
in the image. The measurement of the visibility threshold of
the local area uses the model proposed by Chou and Li [20].
JND can be expressed as

JND(k) =

 T0[1− (
k
127

)
λ

]+3, k ≤ 127

γ (k − 127)+ 3, otherwise,
(2)

where T0,γ ,and λ are constants and k is local region back-
ground luminance. In a standard 8-bit image, T0, γ , and λ
are 17, 3/128, and 0.5, respectively. From (2), the visibility
threshold decreases as the background luminance increases
when the background luminance is smaller than 127. When
the background luminance is larger than 127, the visibil-
ity threshold value increases as the background luminance
increases. Thus, the visibility threshold changes with the
background luminance value. Because the average value of
the local region affects the local contrast, in this paper,
the visibility threshold is obtained using the average value
of the local region. The visibility threshold of the luminance
component can be expressed as

Th(i,j) = JND(Ī(i,j)), (3)

and

Ī(i,j) =
1
mn

m
2∑

p=−m
2

n
2∑

q=− n
2

Ii+p,j+q, (4)

where Ī(i,j) denotes the average intensity of the luminance
and m and n denote the vertical and horizontal mask size,
respectively, of the local region. Ii+p,j+q denotes the intensity
of the pixels in the local region, which is centered at (i, j).
Th(i,j) denotes the local region visibility threshold, which is
calculated by (2).

The local contrast of the luminance image is measured
using Th(i,j). First, using the visibility threshold, the relation-
ship between the pixels of the local region and the visibility
threshold is calculated, which is defined as the local contrast
factor. The local contrast factor is expressed as the product of
two terms that determine the degree of contrast of each local
region and how much of its contrast satisfies the visibility
threshold for each block. The local contrast factor can be
expressed as

C(i,j) = SAD(i,j) · FJND(i,j), (5)

where C(i,j) is the local contrast factor of the local region
centered at (i, j). The local contrast factor is expressed as
the product of SAD(i,j), which is the average of the absolute
difference in each region and FJND(i,j), which is the degree
that satisfies the visibility threshold. These factors can be
expressed as

SAD(i,j) =
1
mn

(

m
2∑

p=−m
2

n
2∑

q=− n
2

|Ii+p,j+q − Ī(i,j)|), (6)

and

FJND(i,j) =
(max − min)τ

Th(i,j)
. (7)

To measure the contrast factor of each local region, SAD(i,j)
calculates how much each pixel in the region differs from
the average values in the same region, and FJND(i,j) calcu-
lates how much each region satisfies the visibility threshold.
By multiplying these two terms, we can measure how well
the local region contrast satisfies HVS. In (7), max and min
denote the local maximum and minimum of the local area
centered on (i, j). τ is a factor that applies the weight to the
difference between max and min. In measuring the contrast
factor of the local area, the larger the value of SAD(i,j) is,
the greater is the estimated contrast of the local area. Further,
from the value of FJND(i,j), we can evaluate whether the
difference between the maximum and minimum values in
the region satisfies the visibility threshold according to the
relationship with visibility threshold Th(i,j). If the difference
between the maximum and minimum values of the area is
larger than the visibility threshold, it is evaluated that the
visibility threshold is satisfied. Through this process, the pro-
posed method can measure the contrast of the local region
terms of HVS.
C(i,j) depends on the change in the values ofm and n, which

determine the size of the local area. The contrast of the entire
image of the luminance component is measured using the
average contrast factor of the local area obtained by adjusting
the mask size. The contrast of the luminance component is
defined as

CL =
1

(M · N )

M−1∑
i=0

N−1∑
j=0

C(i,j), (8)

where,M , and N denote the numbers of rows and columns of
the input image, respectively.

B. COLOR DIFFERENCE MODEL FOR CONTRAST
MEASUREMENT
From the contrast measurement method proposed in Sec. III-
A, the contrast based on HVS can be measured using the
luminance component. In most cases, the quality of an image
can be measured using only the luminance component of the
image, as presented in Sec. III-A. However, some cases exist
where the contrast of different images cannot be distinguished
by the luminance component. When the image is converted
into the luminance domain, a situation occurs in which the
luminance components are the same even when the images
have different colors.

We propose a method to measure the image quality using
the color difference domain to solve this problem. Because
the color components of an image that constitute the lumi-
nance are different, the image contrast can be calculated for
images with the same luminance when the image contrast is
measured in the color difference domain. In addition, because
the color information also affects the contrast of a color
image, the difference in the color component can be used as
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an indicator to measure the image contrast by the relationship
in the color domain. The saturation of the color image in HSI
color space can be expressed as

S =
I − a
I

where a = min[(R,G,B)], (9)

where S is the saturation of the image. Equation (9) indicates
that when the intensity of the image increases, the saturation
of the image decreases. Thus, people feel that the color
contrast changes when contrast enhancement is applied to a
normal image. We can see from this example that the contrast
affected by the color components that make up the image.
However, (9) can only explain the increase or decrease in
the image saturation in the enhancement of the image, but
explanation on how this change actually affects the human
acceptance is lacking. Further, because we measure the con-
trast of the color component of the image in the absence of
a reference image, we need a model on how we perceive the
change in the color component in HVS.

To model the acceptance of a color image in HVS, we sep-
arate the color component into two parts: intensity and sat-
uration. For the color component intensity, we use SAD(i,j)
which is the same method used in the luminance component.
SAD(i,j) is used to evaluate whether an intensity difference
exists or does not. If an intensity difference exists in color
difference domain, a color difference exists. The other com-
ponent is color saturation. As mentioned above, saturation is
an important component for people to measure the contrast.
To measure the degree of image’s saturation on the contrast,
we use a model that determines how the color contrast is
received from the visual system to the human brain based on
previous studies [18], [19].

Fig. 3 shows an example of the relationship between the
color contrast and luminance. In Fig. 3, each color patch
(green, red) has the same intensity. However, depending on
the brightness, the contrast in the relative color patches is
different. The brightness values in each row are 30, 200,
and 230, and the intensity of the two color patches is 200.
Because patches in Figs. 3 (c) and (d) have same intensity
with surroundings, the relative saturation is the smallest for
these patches. The overall contrast for the local patch is
different from the saturation. The overall contrast of the
color patches is the highest for Figs. 3 (a) and (b) because
of the intensity and saturation difference. To consider this
condition, we measure the region response factor (RRF) of
the saturation in each region and calculate the contrast factor
according to the region brightness. RRF can be expressed
as

RRF(i,j) =


(
Ī − ψ(i, j)
ψ(i, j)

)η + voff , if Ī ≥ ψ(i, j)

(
ψ(i, j)− Ī
ψ(i, j)

)η + voff , otherwise,
(10)

where ψ(i, j) is the brightness value of the corresponding
region centered at (i, j), η is the weight factor, and voff is
the offset value. The mask size of ψ(i, j) is usually two times

FIGURE 3. Relationship between brightness and color contrast.
(a) and (b) color patch with brightness of 30. (c) and (d) color patch with
brightness of 200. (e) and (f) color patch with brightness of 230.

larger than that of Ī . In the proposed method, the luminance
value of the area is used to obtain the brightness value. voff
is the offset value for when Ī and ψ(i, j) are equal. It pre-
vents the contrast of the image from being estimated as 0.
Fig. 4 shows the RRF graph when ψ = 30, which shows
that the RRF value can be changed by changing the η. The
value of η which is highly correlated to the actual evaluation,
is determined by changing its value, and 1 is used as the value
of η.

By using this RRF , the relationship between the saturation
and brightness can be defined. TheRRF value can be changed
byψ(i, j), which represents the brightness of the region. Fig. 5
shows the graph of the RRF for Fig. 3. Fig. 4 and Fig. 5 show
the region adaptivity of the RRF .

Fig. 3 shows that RRF is the smallest in Figs. 3 (c) and (d).
TheRRF is the same for the green and red patches because the
two patches have the same brightness. In addition, according
to the HVS response to the saturation, the RRF decreases as
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FIGURE 4. Graph of RRF for ψ = 30.

FIGURE 5. Graph of RRF for Fig. 3.

the difference between the brightness and luminance values
decreases. To calculate the color contrast of the image, var-
ious domains such as YCbCr, YUV, and YIQ can be used.
The proposed method uses the Cb and Cr domains as the
chrominance domain.

Considering these differences and the above mentioned
saturation and brightness contrast, the contrast in the color
difference domain is measured as follows. First, a mathe-
matical contrast measurement algorithm is used to measure
the presence or absence of chrominance components. SAD(i,j)
described in Sec. III-A is used as the measurement method.
It calculates the average of the absolute value of the difference
between the average value of the area and the pixel value
existing in the area. If the SAD(i,j) value is large, we can
consider that the corresponding region contains many dif-
ferent color components. After measuring the different color
components contained in the area, we use RRF and calculate
how the saturation of the area is affected by the brightness.
The final contrast measurement equations for the Cb and Cr

domains can be expressed as

CCb,Cr =
1
MN

M−1∑
i=0

N−1∑
j=0

×

RRF(i,j) ·
 1
mn

r∑
p=−r

s∑
q=−s

|Ii+p,j+q − Ī |

.
(11)

The final equation of the image contrast that considers the
color difference domain can be expressed as

CImage = [CL]α · [CCb]β · [CCr ]θ ,

subject to α + β + θ = 1. (12)

In (12), CL denotes the quality value calculated using the
luminance component of the image presented in Sec. III-A,
and CCb and CCr represent the qualities calculated using the
color difference domain component of the image presented
in Sec. III-B. α, β, and θ are the weights of the respective
components. Table 1 lists the proposed contrast measurement
of Fig 3.

The contrast of each component and the overall con-
trast are listed in Table 1. For Figs. 3 (c) and (d), the lumi-
nance components are equal for the background luminance;
thus, the luminance contrast is 0. Figs. 3 (a) and (b), and
Figs. 3 (c) and (d) also have the same contrast in the lumi-
nance domain, because the patches located in the same row
have the same luminance value with different colors. Using
the proposed method in the color difference domain, contrast
of Fig. 3 can be evaluated. In the measurements in the Cb
and Cr domains, the patches located in the same row show
different contrast values. Further, with regard to the color
components, each column has similar contrast values for the
Cb and Cr components. This result indicates that the contrast
difference for that shown in Fig. 3 occurs from not only
the luminance but also the saturation. The overall contrast
measurement is the highest for Figs. 3 (a) and (b) and lowest
for Figs. 3 (c) and (d), which fits how people evaluate these
ideal images.

IV. EXPERIMENTAL RESULTS
A. DATABASE DESCRIPTION
In this section, we present the validation of our proposed
method using different image databases. We evaluate the
validity of the proposed method by selecting a database con-
taining a change in contrast among several different image
databases. The selected image databases are TID2008 [25],
TID2013 [26], CSIQ [27], and CCID2014 [28]. Here,
we briefly describe the selected image databases. First,
the TID2008 database is designed to measure color image
quality. It consists of 25 reference images and 17 distorted
images. The TID2013 database is an extended version of
TID2008 and contains the largest number of images in
the existing image database. TID2013 contains 24 distorted
images of the 25 original images. Because the proposed
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TABLE 1. Contrast measurement on the color difference domain of Fig. 3.

FIGURE 6. Example of the contrast change in the TID2013 dataset.

method measures the image contrast, only the change set of
the contrast changes in the two databases is used. Fig. 6 shows
an example of the contrast change in the TID2013set.

CSIQ includes 30 original images and 6 types of distorted
images. We used only 116 images with changes in the con-
trast in the test. Finally, the CCID2014 database is created
using only images with different contrasts. CCID2014 con-
sists of 15 reference images and 655 images with contrast
changes due to gamma transfer and concave function. These
databases also provides MOS or differential mean opinion
score (DMOS) for each image. MOS is evaluated using the
score by people within suitable viewing distance and illu-
minance according to the International Telecommunication
Union guideline (ITU-R BT.500-13) [29]. From this process,
we can obtain the evaluations of each image by the people.
In case of MOS, the higher the score is, the better is the
image evaluation by people because it gives a low score to
a bad image. In contrast to MOS, in the case of DMOS,
the difference among images evaluation is obtained. There-
fore, the larger the DMOS value is, the worse is the image
evaluation.

B. PERFORMANCE EVALUATION OF THE DATABASES
To verify the performance of the proposed method, we com-
pare the results of the existing method with the database
set. For each database, three correlation factors are used to
evaluate how each algorithm is highly related to HVS. The
three correlation factors are Pearson linear correlation coef-
ficient (PLCC) [30], Spearman rank order correlation coef-
ficient (SRCC) [31], and Kendall rank order correlation
coefficient (KRCC) [32]. PLCC measures the degree of the
objective score and theMOS/DMOS changes together. SRCC

is a rank based measurement that measures the degree of
relationship between two values using rank, instead of data
values. Finally, KRCC measures the ratio of each rank to non
normal data. In the case of the objective quality assessment
algorithm, it can be considered as a replacement of the sub-
jective quality assessment when it has a high correlation with
MOS.

The comparison of the proposed method is performed
using different NR contrast measurement algorithms. The
comparison algorithms can be roughly divided into three
types. The first type includes RMS, RME, and RAMMG,
which are based on HVS and measure the contrast of images
in grayscale. The second type includes the DIQM, CRME,
and RSC methods to measure the contrast of HVS based
color images. Finally, blind/referenceless image spatial qual-
ity evaluator (BRISQUE) and natural image quality evaluator
(NIQE) [33] are used to measure the image contrast based on
NSS.

We used a 3× 3 mask for local mask sizes m and n in the
proposed method. The parameter for local contrast factor τ is
set to 1. The proposedmethod for the luminance component is
multi-scalable. We only used a single scale, namely, 3×3, for
experiment because other comparison algorithms are usually
not multi-scalable. For the contrast measurement of the color
images, we set η as 1. The three parameters for the final image
quality, namely, α, β and θ , are set to 0.8, 0.1, and 0.1, respec-
tively. These parameters have been set up using optimized
parameters that are most correlated with people’s evaluation
through various experiments. To optimize these parameters,
we use the parameters with the highest correlation value to
the databases mentioned in IV-A and IV-C while changing
the values of the parameters to 0.05.
Table 2 lists the comparison algorithms for each database

and the correlation factor of the proposed method. The results
of the proposed method and those of the algorithm with the
highest numerical value are shown in bold. Because the pro-
posed method measures both the grayscale and color images,
both experimental results are also included. These results are
denoted by luminance only and color model respectively.

First, we can see that the proposed method for PLCC has
the highest value in the existing comparison algorithms. This
result suggests that the proposed method has the most similar
degree of change to MOS/DMOS. In the case of SRCC,
it indicates howwell each algorithm follows the rank based on
the rank of the image set. The list in Table 3 shows that SRCC
differs according to the image database. The SRCC values
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TABLE 2. PLCC of the algorithms using different datasets.

TABLE 3. SRCC of the algorithms using different datasets.

TABLE 4. KRCC of the algorithms using different datasets.

of TID2008 and TID2013 show no difference except for the
RSC, BRISQUE, and NIQE, which can also be observed in
the CSQI database, because one set of the three databases is
composed of four or five images. Because the set is composed
of such a small number of images, we can observe that
the rank estimation is well performed except for the case
where the rank estimation does not fit in all the specific sets.
However, for the CCID2014 database, the SRCC values of all
algorithms are different because the number of images con-
stituting one set of the CCID2014 database is larger. In this
experiment, because all the images with contrast changes of
one original image are considered as one set, the rank can
be further subdivided in the case of the CCID2014 database.
Even in this case, we can see that the proposed method
shows a higher correlation than the comparison algorithms.
This is the same for KRCC, denoted in Table 4, except for
RSC, BRISQUE, and NIQE, which show that the existing
algorithms differ only in the CCID2014 database. In case of
KRCC, RAMMG shows a higher correlation factor than the
proposedmethod, which only uses the luminance component,
but the proposed method using a color model shows higher

FIGURE 7. Example of a collected scene for subjective tests.

correlation than other existing IQA methods. Among the
existing IQA methods, DIQM has the highest correlation
in most databases. Because the proposed method involves
computation of the color difference domain, the complexity
increases and the computation time becomes longer than that
in the DIQM. However, we can see that the proposed method
has the same or higher correlation to the DIQM for the three
correlation factors.

C. PERFORMANCE EVALUATION USING
SUBJECTIVE TESTS
As mentioned in Sec IV-B, we evaluated the performance of
the proposedmethod using various databases. However, these
databases do not fully comply with the meaning of the NR
contrast measurement because they are organized as a set.
To verify the validity of the proposed method, we proceeded
with experiments using subjective tests. We collected various
images from still object to outdoor scene using Flickr.com
and several image search engines. Fig. 7 shows an example
of the collected scene that we used in the experiment.

Using the collected images, we set up the experimental
environment to obtain MOS. This experimental environment
was set up in a dark room following the ITU-R BT.500-13
guideline [29]. For the experiment, 16 students were
assigned. Half of themmajored in engineering, and the others
were not related to this field. Each experimenter was made
aware of the experiment and sample image before measuring
MOS. The experiments were performed by scoring one to
five points for poor to excellent images for each image. Using
these measured MOS, we compare how high the NR contrast
measurement methods, including the proposed method, are
correlated with MOS. Because this experiment was a mea-
surement for a single image where a reference image did
not exist, only PLCC could be applied among the correlation
factors presented in Sec. IV-B.

Table 5 lists the correlation factor with MOS from the
experiment and measurement methods. We used the same
parameters for the proposed methods, and the results of the
proposed method and the algorithmwith the highest value are
shown in bold.

The overall PLCC listed in Table 5 is lower than that
from the databases presented in Sec IV-B. This result can be
attributed to the differences in the database used in the two
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TABLE 5. PLCC of the algorithms using subjective tests.

experiments. In the case of PLCC of Sec. IV-B, because it was
an experiment composed of each set, we can observe that the
PLCC value is higher than that presented in Sec. IV-C, which
uses only one image. Because the number of images is much
larger than that in the databases, PLCC is smaller than that
in Sec. IV-B. Although the PLCC value listed in Table 5 is
smaller than that presented in Sec. IV-B, the PLCC value of
the proposed method is the highest among those of the com-
parison algorithms, which means that the proposed method
can reflect the evaluation by people.

V. CONCLUSION
In this paper, we have proposed the NR contrast measurement
method based on HVS. The proposed method consists of
measuring the contrast using luminance and chrominance
components. The proposed method measures the local con-
trast of luminance component by JND using the local region
background luminance. Moreover, the relationship between
brightness and color saturation at V1 is considered in the
proposed method to measure the contrast in color difference
domain. The experimental results using various datasets and
subjective tests show that the proposed method has higher
correlation with the people opinion score. As future work,
we plan to consider deeper visual stimulus for contrast mea-
surement. We plan to extend this contrast measurement to
enhancement applications.
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