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ABSTRACT Online estimation of the state of power (SoP) of lithium-ion batteries is crucial for both battery
management system and energymanagement system in electric vehicles. In this paper, the approach of online
estimating the SoP is investigated with a concern of the impact of the imprecise state of charge (SoC). First,
the characteristics of lithium batteries under different state of health (SoH) conditions are experimented
based on a typical vehicle driving cycle; then the SOP estimation algorithm using genetic algorithm (GA)
is proposed to deal with the long time-scale estimation for power management application, on top of that,
the sensitivity coefficient (δ) of the SoP estimation to the SoC precision is analyzed and the correlations of
δ with the varying SoH, estimation time-scale are established. Finally, the presented algorithm is evaluated
by a simulation study. The proposed GA-based estimation method can improve the SoP estimation accuracy
by up to 7.2% in certain cases compared with the traditional Taylor method.

INDEX TERMS Electric vehicles, battery management system, state estimation, genetic algorithm.

I. INTRODUCTION
Currently, the astonishing growth of fossil fuel-dominated
vehicles has put a serious impact on the environment and
energy issues [1]–[4]. In this situation, electric vehicles
(EVs), including battery electric vehicles (BEVs), fuel cell
electric vehicles (FCEVs), hybrid electric vehicles (HEVs),
and plug-in hybrid electric vehicles (PHEVs), have gradually
been recognized as the highly promising developments due
to their low emission and high energy efficiencies [5]–[7].
As the onboard power source of EVs, traction battery packs
play an important role in improving vehicular performance,
in which the LiBs are most common used battery type for the
high energy density, long lifespan, low self-discharge and no
memory effect [8].

The battery management system (BMS) of LiBs is in
charge of providing estimations of the battery states, mainly
including the SoC, SoH and SoP [9], [10]. However, precisely
estimating the battery states remains a technical challenge
so far because of the complex nonlinear characteristics of
LiBs and their complicated application circumstance in vehi-
cles [11]. SoP is the common used indicator of the maximum

charging and discharging power capabilities of LiB, which is
crucial for both the battery management and vehicle supervi-
sory control system.

A. REVIEW OF LITERATURE
The estimation of SoP has attracted a lot of attention of
researchers. The existing publications for SoP estimation are
mainly divided into two categories, one is the characteristic
map (CM)-based methods and the other is the equivalent
circuit model (ECM)-based methods.

1) CM-BASED METHODS
This type of method is based on offline CMs stored in the
BMS memory to calculate the SoP, where the offline CMs
mainly contain the static interdependence among the SoP,
battery states (like SoC, SoH, and temperature) and power
pulse parameters (such as the estimation time-scale of the
power pulse) [12]. The initial parameterization of the CMs
needs to be conducted in a specific experimental environ-
ment, following the recommendations by various correla-
tive manuals and standards. This kind of method is simple
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and easily implemented. However, LiB is a nonlinear time-
varying system, which characteristics strongly depend on
the previous history, so the dynamic behavior cannot be
accurately reflected only with the static offline CMs. Addi-
tionally, the aforementioned static interdependence involves
many dimensions, which means a large storage capacity for
the BMS is requisite [13]. To reduce this storage require-
ment, Kim et al. [14] used various mathematical functions to
approximate the interdependence instead of the large amount
of CM data.

2) ECM-BASED METHODS
ECMs use lumped-parameter circuit elements (e.g. resistors,
capacitors and inductors) to describe the battery impendence
characteristic. This kind of method usually relies the Taylor
expansion method to estimate the model in the future time-
scale, if the ECM can accurately reflect the battery dynamic
behavior, the SoP estimation result can be relatively pre-
cise. Till now, this method has attracted much attention of
researchers [15]–[26], to name a few, Plett [15] uses a simple
ECM to calculate the SoP subject to the limitations of current,
voltage and SoC, considering future variation of the open cir-
cuit voltage (OCV); Sun et al. [16] developed the first-order
RC model to provide a much more accurate SoP prediction
considering the polarization effect and different equivalent
ohmic resistances; Xiong et al. [17] proposed a joint SoC and
SoP estimator to achieve a reliable SoP prediction using an
adaptive extended Kalman filter (AEKF). The above studies
have made great progresses, but the lack of the mathematical
proof expose an inaccurate risk of the estimation results.
To solve this problem, Mellado et al. [27] provided a detailed
mathematical proof of the proposed algorithms and adopted
optimization algorithms to the prediction solution.

B. MOTIVATION AND INNOVATION
Till now,most of SoP estimation researches, in which the long
time-scale of the estimation has not been well emphasized,
are not specially targeted to the vehicle power management
applications. In addition, the SoP estimation algorithms nor-
mally rely on the precise SoC information, however, precisely
estimating the battery SoC in EVs applications is still quite
difficult. Some publications focus on the joint estimating of
SoC and SoP [28], [29], but there is a lack of a quantitative
study on the impact of SoC estimating error on the SoP
estimation.

The objective of this study is to propose an effective
online SoP estimation approach of lithium batteries used in
EVs power management system and analyze the influence of
imprecise SoC information. Three original contributions are
made:

(1) The Taylor method for SoP estimation is discussed and
the impact of its remainder error is given under the
varying estimation time-scale.

(2) The improved GA is employed for online estimating
the battery SoP under long estimation time-scale in
vehicle power management application.

FIGURE 1. Schematic of the first-order RC model.

(3) The impact of the imprecise SoC on the SoP estimation
is analyzed quantitatively by bringing in a sensitivity
coefficient. The correlations between sensitivity coef-
ficient and its influences are disclosed.

C. ORGANIZATION OF THE PAPER
The remainder of this paper is organized as follows: the
experimental study and battery modeling are described in
section 2; in Section 3, the drawback of Taylor method is dis-
cussed and the improved GA-based SoP estimation approach
is proposed; the verification and evaluation of the algorithm
are carried out in section 4; the influence of the SoC error
on the SoP estimation under varying conditions are investi-
gated in section 5 while the conclusions are summarized in
section 6.

II. BATTERY MODELING
A. BATTERY TEST AND MODEL
First of all, the battery test is conducted to investigate the
battery characteristic. In this study, we focus on the bat-
tery SoP estimation for the electric vehicle power manage-
ment application, so therefore, the charging and discharging
characteristic test is under the Urban Dynamometer Driving
Schedule (UDDS).

The first-order RC equivalent circuit model is established,
as shown in Fig. 1, in which the resistance block includes
a charging ohmic resistance Rchg and a discharging ohmic
resistance Rdis. The equivalent RC block is used to model the
polarization effect, which contains a polarization resistance
Rp and a capacitor Cp. The electrical behavior of the battery
is described as:
Up,k+1 = Up,ke

−1t
RpCp +

(
1− e

−1t
RpCp

)
RpIL,k

Ut,k+1 = OCV − IL,k+1Rdis − Up,k+1 if IL,k+1 ≥ 0
Ut,k+1 = OCV − IL,k+1Rchg − Up,k+1 if IL,k+1 < 0
τ = RpCp

(1)

where1t is the sampling time interval, τ is the time constant
of the RC block, and Up,k+1, Ut,k+1 and IL,k+1 are the
polarization voltage, terminal voltage and load current at the
(k + 1)th sampling interval, respectively.
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FIGURE 2. Identification results of batteries: (a) OCV; (b) internal resistance includes Rdis and Rchg; (c) polarization
resistance; (d) time constant.

In this study, two lithium-ion cells with different SoH are
investigated, marked as #1 and #2. Cell #1 is a health new
cell with the SoH>96% while cell #2 is an aging cell with
the SoH<85%. Here, the SoH is defined using the capacity
degradation of the battery:

SoH =
C

Cmax
× 100% (2)

where C is the present capacity from the static capacity test,
and Cmax is the nominal rated capacity.

B. PARAMETERS IDENTIFICATION
The parameters in the model vary with SoC and temperature.
In this study, the impact of temperature is neglected, thus, the
parameters are treated as functions of SoC, expressed by

OCV (z) = a1e−a2z + a3 + a4z+ a5z2 + a6z3

Rdis(z) = b1z4 + b2z3 + b3z2 + b4z+ b5
Rchg(z) = c1z4 + c2z3 + c3z2 + c4z+ c5
Rp(z) = d1z4 + d2z3 + d3z2 + d4z+ d5
τ (z) = e1z4 + e2z3 + e3z2 + e4z+ e5

(3)

where z is the battery SoC, and a1 ∼ a6, b1 ∼ b5, c1 ∼
c5, d1 ∼ d5 and e1 ∼ e5 are coefficients that need to be
identified.

The battery SoC is updated by the ampere counting
approach based on the current data and sampling time interval

zk+1 = zk −
IL,k+11t

C
ηk (4)

where ηk is the coulomb efficiency at the (k + 1)th sampling
interval.

The optimal parameters are obtained by the identification
algorithm in minimizing the objective function:

min J =


√√√√ 1
M

M∑
i=1

(
Ut,k − Ût,k (θ̂ )

)2 (5)

where M is the total sample number of the experimen-
tal data, θ̂ is the function coefficient vector representing
the estimated parameters, and Ût,k is the terminal voltage
estimation.

The parameter identification results of the two LiB cells
are given in Fig. 2 while the test valuations of the model
prediction performances are shown in Fig. 3. The test results
indicate that the established battery model can fit precisely
with the test data where the maximum relative error of the
model is less than 1.0% and the mean relative error is less
than 0.12%.

III. ONLINE SoP ESTIMATION
A. FORMULATION OF THE OPTIMIZATION PROBLEM
In this section, an improved GA is employed for predicting
the SoP of the battery. The SoP estimation is treated as a
optimization problem to find the maximum of battery power
within a certain time-scale under several constraints. The
maximum battery power within a time-scale T after time k
is expressed as:

PL,k+T

=



if IL,k+T ≥ 0 :

IL,k+T

OCV (zk − IL,k+T1t
C

Tηd )

−IL,k+TRdis(zk −
IL,k+T1t

C
Tηd )− Up,k+T


if IL,k+T < 0 :

IL,k+T

OCV (zk − IL,k+T1t
C

Tηc)

−IL,k+TRchg(zk −
IL,k+T1t

C
Tηc)− Up,k+T


(6)

in which the timescale T is the time span that the maximum
power could last, and IL,k+T is the battery load current from
time k to k + T .
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FIGURE 3. Modeling results of batteries in UDDS: (a) modeling of #1, (b) modeling of #2, (c) modeling relative
error of #1, (d) modeling relative error of #2.

The charging and discharging power need to be promptly
restricted when the SoC approaches the operational design
limits. Assuming that the battery current is constant in the
next time interval, the calculation should satisfy the following
constraints:

zk −
IL,k+T1t

C
Tηd ≥ zmin if IL,k+T ≥ 0

zk −
IL,k+T1t

C
Tηc ≤ zmax if IL,k+T < 0

(7)

where ηc and ηd are the charging and discharging coulombic
efficiency, respectively, ηc = 0.98 and ηd = 1, and zmin
and zmax represent the lower boundary and upper boundary of
the SoC operational design limits, respectively. In this study,
the current is defined as positive when discharging while it is
defined as negative when charging.

The operational current constraint is given by:

Imin ≤ IL,k+T ≤ Imax (8)

where Imin and Imax represent the lower boundary and upper
boundary of the current operational design limits, respec-
tively.

To avoid the risk of over-charging and over-discharging,
the introduction of a voltage constraint for the SoP estimation
is necessary. The voltage constraint can be expressed as:

OCV (zk −
IL,k+T1t

C
Tηd )− IL,k+TRdis

×(zk −
IL,k+T1t

C
Tηd )−Up,k+T ≥ Ut min if IL,k+T ≥ 0

OCV (zk −
IL,k+T1t

C
Tηc)− IL,k+TRchg

×(zk −
IL,k+T1t

C
Tηc)−Up,k+T ≤ Ut max if IL,k+T < 0

(9)

where Utmin and Utmax represent the lower bound and upper
bound of the voltage operational design limits, respectively,
and Up,k+T can be obtained by:

Up,k+T = Up,ke
−T1t
τ (zk ) + IL,kRp(zk )

(
1− e

−1t
τ (zk )

)
×

T−1∑
i=0

(
e
−1t
τ (zk )

)T−1−i
(10)

B. TAYLOR EXPANSION METHOD
The parameters OCV, Rdis, and Rchg in the model are the
nonlinear functions of the current. A common used solution to
resolve this problem is to linearize the function using the Tay-
lor series expansionmethod (referred to as T-method) [7], [8],
and [10].

The first-order Taylor series expansion is employed to
express the future values of OCV:



for discharging:

OCV (zk+1) = OCV (zk −
IL,k+TT1t

C
ηd )

= OCV (zk )−
IL,k+TT1t

C
ηd
∂OCV (z)
∂z

∣∣z=zk + ϒ1

for charging:

OCV (zk+1) = OCV (zk −
IL,k+TT1t

C
ηc)

= OCV (zk )−
IL,k+TT1t

C
ηc
∂OCV (z)
∂z

∣∣z=zk + ϒ1

(11)

where ϒ1 is the first-order residual which can be expressed
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FIGURE 4. Influential map of Taylor series expansion at UDDS: (a) for discharging cases; (b) for charging cases.

in terms of Lagrange remainder:

ϒ1 =



for discharging:
1
2
ξ (IL,k+T )

∂2OCV (z)
∂z2

(
IL,k+TT1t

C
ηd

)2

for charging:
1
2
ξ (IL,k+T )

∂2OCV (z)
∂z2

(
IL,k+TT1t

C
ηc

)2

(12)

where ξ is a number between zk and zk+1. It is assumed that
the change of SoC is relatively small during T :

IL,k+TT1t
C

ηd → 0 for discharging
IL,k+TT1t

C
ηc→ 0 for charging

(13)

Therefore, the first-order residual can be generally omit-
ted. The changes of Rdis and Rchg during T are ignored in
T-method. From the Eq. (9) and Eq.(11), the maximum cur-
rent can be expressed by:

Idis,voltmax =
OCV (zk )− Up,k+T − Ut min

Rdis(zk )+
ηdT1t
C

∂OCV (z)
∂z

∣∣z=zk
I chg,voltmin =

OCV (zk )− Up,k+T − Ut max

Rchg(zk )+
ηcT1t
C

∂OCV (z)
∂z

∣∣z=zk
(14)

Based on Eq. (7), themaximum current constrained by SoC
limitation can be expressed by:

Idis,socmax =
C(zk − zmin)
Tηd1t

I chg,socmin =
C(zk − zmax)

Tηc1t

(15)

According to the T-method, battery is considered to pro-
vide the maximum power when the maximum allowed

current is output. Thus, the SoP can be estimated by:{
Pdismax = nsnpIdismaxUt (I

dis
max)

Pchgmin = nsnpI
chg
minUt (I

chg
min)

(16)

where ns is the number of cells connected in series in each
module, np is the number of modules connected in parallel,
Idismax and I

chg
max are the maximum allowed discharge and charge

current solved by:{
Idismax = min(Imax, I

dis,volt
max , Idis,socmax )

I chgmin = max(Imin, I
chg,volt
min , I chg,socmin )

(17)

C. DISCUSSION OF THE TAYLOR REMAINDER ERROR
The T-method is widely used and has been well evaluated as
effective in battery state estimation, but it has some draw-
backs. The Taylor expansion produces a remainder error; for
long estimation time-scale, the remainder error may become
large and cannot be neglected. To illustrate this issue, the SoP
estimation is conducted based on T-method under UDDS
driving cycles, which last about 2.5 hours to allow the bat-
tery charge depletes from 100% to 10%. Fig. 4 shows the
calculated remainder error in Taylor expansion of the SoP
estimation for LiB with different time-scales. Obviously,
at each time point, the Taylor remainder error becomes larger
with the increase of estimation time-scale in both charg-
ing and discharging situation. It can also be noticed that
the situation gets worse at terminal phase of the driving
cycle. This is due to the high nonlinearity of OCV at low
SoC region.

Normally, there are two solutions to reduce the remainder
error, one is using high order Taylor expansion, second is
setting short time-scale. However, too short time-scale is not
suitable for online update in real-time control. Especially
in electric vehicle power management application, the esti-
mation of continuous maximum power ability lasting for a
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certain period of time is usually crucial for the controller to
determine the power allocation in the future.

D. GA-BASED SoP ESTIMATION
Based on the above analysis, an improved GA-based SoP
estimation strategy is proposed for power management appli-
cation. The presented method is suitable for long time-scale
estimation and is not impacted by the model complexity. GA
is employed to obtain the value of the current that corresponds
to the maximum power of LiB, thus, the SoP estimation can
be treated as an optimization problem. Here the discharge
and charge process are treated separately. For the cases of
discharging (IL,k+T ≥ 0), the optimization objective and
constraints are expressed by:

max

IL,k+T

OCV (zk −

IL,k+T1t
C

Tηd )

−IL,k+TRdis(zk −
IL,k+T1t

C
Tηd )

−Up,k+T




s.t.



Sd1 : 0 ≤ IL,k+T ≤ Imax

Sd2 : zk −
IL,k+T1t

C
Tηd ≥ zmin

Sd3 : OCV (zk −
IL,k+T1t

C
Tηd )

−IL,k+TRdis(zk −
IL,k+T1t

C
Tηd )−Up,k+T ≥ Ut min

(18)

where Sd1, Sd2 and Sd3 are logical values of each constraint
for discharging cases.

For cases of charging (IL,k+T < 0), the optimization
objective and constraints are expressed by:

min

IL,k+T

OCV (zk −

IL,k+T1t
C

Tηc)

−IL,k+TRchg(zk −
IL,k+T1t

C
Tηc)

−Up,k+T




s.t.



Sc1 : Imin ≤ IL,k+T ≤ 0

Sc2 : zk −
IL,k+T1t

C
Tηc ≤ zmax

Sc3 : OCV (zk −
IL,k+T1t

C
Tηc)

−IL,k+TRchg(zk −
IL,k+T1t

C
Tηc)−Up,k+T ≤ Ut max

(19)

where Sc1, Sc2 and Sc3 are defined as a logical value of each
constraint for charging cases.

The employed GA is described as follows:

1) INITIALIZATION
Float code is employed and the current constraints are set as
the bounds of the optimization variable. The population size
can be considered as an n-vector Pn:

Pn = [c1 c2 . . . cn] (20)

where c1 ∼ cn represent the individuals of the population.

The initial individuals are randomly generated according to
the population size. To improve the searching performance,
the initial individuals are set as:

ci = (i− 1)
Imax

n− 1
(i = 1, 2, . . . , n) for discharging

ci = (i− 1)
Imin

n− 1
(i = 1, 2, . . . , n) for charging

(21)

2) FITNESS EVALUATION
The fitness function, which is used to measure the quality for
all individuals, is established as follows:

Jd =



if Sd2 ∧ Sd3 = 1 :

IL,k+T


OCV (zk −

IL,k+T1t
C

Tηd )

−IL,k+TRdis(zk −
IL,k+T1t

C
Tηd )

−Up,k+T


if Sd2 ∧ Sd3 = 0 :

λd IL,k+T


OCV (zk −

IL,k+T1t
C

Tηd )

−IL,k+TRdis(zk −
IL,k+T1t

C
Tηd )

−Up,k+T



(22)

Jc =



if Sc2 ∧ Sc3 = 1 :

IL,k+T


OCV (zk −

IL,k+T1t
C

Tηc)

−IL,k+TRchg(zk −
IL,k+T1t

C
Tηc)

−Up,k+T


if Sc2 ∧ Sc3 = 0 :

λcIL,k+T


OCV (zk −

IL,k+T1t
C

Tηc)

−IL,k+TRchg(zk −
IL,k+T1t

C
Tηc)

−Up,k+T



(23)

where λd and λc represent the penalty factors to replace the
multiple constraints.

Considering that the fitness function is required to be
nonnegative, the fitness functions are rewritten as:

F(IL,k+T ) =

{
Jd (IL,k+T ) for discharging cases
−Jc(IL,k+T ) for charging cases

(24)

3) SELECTION
The higher fitness value has the higher probability to remain
in the next generation. This can be achieved by the roulette
strategy, in which the area of each segment is proportional
to the fitness value of the individual. Then, the algorithm
selects one of the sections randomly. However, this process
probably destroys the individual genes with the highest fit-
ness, and influences the convergence quality of the algorithm.
To address this problem, the elitist strategy is used to exclude
some of the great individuals (elites) from the roulette game
and copy them directly to the next generation to ensure that
every elite in each generation can survive in priority.
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FIGURE 5. Results of 20 discharge SoP estimation tests at different
heuristic ratio: (a) calculation result; (b) number of iterations.

4) GENERATING NEW INDIVIDUALS
After selection, the selected individuals will undergo
crossover and mutation operations to generate new indi-
viduals. The crossover operator can combine two individ-
uals to form a new individual. The mutation operator can
exert a small change in the individuals, which provides the
genetic density. To improve the convergence speed, a heuris-
tic crossover operator is used here to guide the offspring
to the direction of the good parents. Heuristic ratio is an
important parameter that determines the degree of the par-
ents’ guidance to the offspring. The heuristic ratio is generally
between 0 and 2. To choose a reasonable value, we perform
20 discharge SoP estimation tests on cell #1 under different
heuristic ratios, as shown in Fig. 5. As shown in Fig. 5 (a),
the algorithm can achieve a stable convergence around the
reference value when the heuristic ratio is between 1.1 and
1.7. Fig. 5 (b) shows that the number of iterations is rela-
tively small and stable when the heuristic ratio is 1.1. Thus,
the heuristic ratio is set as 1.1 here.

The fitness value of the best individual can be obtained at
each iteration step, and the objective function value of the best
individual can be deduced from Eq. (24). Then, the battery
SoP can be calculated by the following expressions:{

Pdismax = nsnpJ∗d
Pchgmin = nsnpJ∗c

(25)

where J∗d and J∗c are the objective function values of the best
individual from GA.

FIGURE 6. Statistical results of 200 discharge SoP estimation tests with
different improvements: (a) probability distribution of estimation results;
(b) probability distribution of reproduction times.

TABLE 1. Operational design limits for the battery cell.

To verify the effectiveness of the improvements, 200 dis-
charge SoP estimation tests with different improvements are
carried out, and the statistical results of the tests are shown
in Fig. 6. The probability density is based on kernel density
estimation. It is seen in Fig. 6 (a) that the improvements
promote the rise and right shift of the wave peak, and the
calculation results tend to be concentrated. This indicates that
two improvements improve the convergence quality of GA,
among which the elitist strategy is the main contribution.
From Fig. 6 (b), the introduction of heuristic crossover sig-
nificantly stabilized the number of iterations at a lower level.

IV. RESULTS AND DISCUSSION
The performance of the presented GA-based SoP estimation
method is evaluated by a simulation study and is compared
with the T-method. Here, a battery pack composed by 20 cells
in series is adopted. The operation limits of the LiB cells
are given in Table 1. The main parameters of the GA-based
method are summarized in Table 2.
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FIGURE 7. SoP estimation results of the T-method and the GA-based method with T = 1 s at UDDS: (a) discharge SoP with both
methods and the estimation difference; (b) charge SoP with both methods and the estimation difference; (c) active constraint
type for the discharge SoP; (d) active constraint type for the charge SoP.

TABLE 2. The parameters of GA.

Fig. 7 shows the comparison between GA-based method
and T-method method with a short time-scale (T = 1 s),
where the difference between these two methods are also
indicated. The estimation results of both methods are quite
approaching because the remainder error of Taylor expansion
is relatively small at such situation. From Fig. 7 (c) and
Fig. 7 (d), the active constraints of both methods are also very
consistent. Both methods can achieve good performances
for the instantaneous estimation time-scale. Note that the
differences are relatively high in the periods of beginning and
ending, which are marked in the figure. This is because the
OCV and internal resistance have higher nonlinearities during
these periods, but the GA-based method is not impacted by
the nonlinearities. The T-method leads to a slight overesti-
mation for discharging cases but a slight underestimation for
charging cases.

Fig. 8 shows the results of SoP estimation with a long
time-scale (T = 30 s). From the comparison, the differences
between GA-based method and T-method in Fig. 8 are much

larger than that in Fig. 7. This result illustrates the Taylor
expansion in T-method are not suitable for estimation with the
long estimation time-scale. From the Fig. 8 (a) and Fig. 8 (b),
it can be seen that the maximum relative deviation is up to
4.3% for the discharging process and is up to 7.2% for the
charging process. Fig. 8 (a) and Fig. 8 (c) show that the
deviation mainly occurs at the voltage constraint. The Taylor
expansion of the T-method only affects the estimation at the
voltage constraint. The overestimation of the T-method leads
to an early trigger of the SoC constraint for the discharging
case. In Fig. 8 (b) and Fig. 8 (d), the underestimation of the
T-method leads to an early trigger of the voltage constraint
for the charging case. In cases of continuous long estimation
time-scale, the GA-based method gains a better performance
of SoP estimation.

If the estimation time-scale is further extended, some
extreme situations for the SoP estimation probably arise.
Here, a possible extreme situation is deliberately simulated
to illustrate the existence of extreme cases, where the SoC
constraint is adjusted to [0.1, 1]. This simulated case occurs
when the cell is fully charged with an instantaneous current
−9.45 A (7C). Then, the two SoP estimation algorithms are
performed at this moment to estimate the discharge SoP with
T = 225 s. The characteristic of battery output power at this
moment and the SoP estimation results of the two methods
are described in Fig. 9. It is seen that a large difference has
emerged in the estimation results of both methods, where
the GA-based method is more closely approximated to the
maximum battery output power characteristic. Notice that
the T-method has led to failure of the voltage constraint,
where the ideal solution of the T-method has been marked
in the figure. The reason for the failure is that the error

VOLUME 6, 2018 20875



J. Lu et al.: Online Estimation of State of Power for Lithium-Ion Batteries

FIGURE 8. SoP estimation results of the T-method and the GA-based method with T = 30 s at UDDS: (a) discharge SoP with
both methods and the estimation difference; (b) charge SoP with both methods and the estimation difference; (c) active
constraint type for the discharge SoP; (d) active constraint type for the charge SoP.

FIGURE 9. Characteristics of the battery cell output power and SoP
estimation results of both methods.

of the Taylor series expansion is further enlarged in this
long estimation time-scale, which decreased the acceptance
linearization deviation. This error leads to an overestimation
of the maximum current, which triggers the SoC constraint
in advance. Further, from Fig. 9 we can find that the ideal
solution of the T-method is still biased with the maximum
of the power characteristics. This is because the battery out-
put power characteristic is not monotonic, as described in
Fig. 9. For the GA-based method, due to the optimization of
the GA, this problem has been effectively solved. However,
the estimating process of the T-method does not take this into
account. As a consequence, the deviation between the two
methods can be divided into two parts, represented in the

FIGURE 10. Convergence time of GA-based method with T = 1 s and
T = 30 s at UDDS.

Fig. 9 as error I and error II. The first is caused by the linear
approximation; the second is caused by neglecting the vari-
ation of the battery output power. Therefore, the GA-based
method is more accurate for the SoP estimation due to the
above considerations. The convergence time of GA-based
SoP estimation is shown in Fig. 10. For long estimation time-
scale (30s), the average convergence time of the algorithm
is less than 1.42 s. This time period is much shorter than
the time-scale. Concerning the variation of battery SoP is
not volatile in such a short time, the presented algorithm
is available in the real-time power management of electric
vehicle applications.

V. INFLUENCE ANALYSIS OF IMPRECISE SOC
The implementation of SoP estimation relies on the battery
SoC information; however, precisely estimating SoC error
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FIGURE 11. Imprecise estimation results of battery pack of cell #1 with T = 1 s at UDDS: (a) imprecise results of discharge
SoP (b) imprecise results of charge SoP.

FIGURE 12. Sensitivity δ of the battery pack of cell #1 with T = 1 s at
UDDS and the true SoC value.

remains a very difficult task at current [23]. In this section,
the influence of imprecise SoC information on SoP estima-
tion is discussed. We will temporarily not consider the SoC
constraint but will instead focus on the influence of imprecise
SoC information on the presented SoP estimation algorithm
with voltage and current constraints.

A. SENSITIVITY COEFFICIENT OF IMPRECISE SoC
A sensitivity coefficient δ of SoC accuracy is introduced here
to reflect the impact of the SoC error on the battery SoP
estimation, expressed by:

δ =

N−1∑
j=1

∣∣(Pj+1 − Pj) / (zj+1 − zj)∣∣
100N

(26)

whereN is the total of the artificial certain SoC errors (includ-
ing zero error), such as the above eight imprecise SoC values
and one true SoC value. these values are then sequenced
according to the magnitude of the error value, Pj represents
the j-th wrong SoP value caused by the j-th imprecise SoC
value zj.

Eight certain SoC errors in the range of−0.2 to 0.2 are arti-
ficially exerted into the SoP estimation process. The impre-
cise estimation results of the battery pack of cell #1 (ns = 20,
np = 1) with T = 1 s at UDDS are shown in Fig. 11, where
the purple curves represent the correct estimation results. It is
seen that the SoP estimation of the charge and discharge are
affected in varying degrees by the SoC errors. By combining
Fig. 11 (a) and Fig. 11 (b), we can find that the SoP estimation
for the discharging case is more sensitive to the SoC errors.
The δ calculation of the battery pack of cell #1 with T = 1 s
at UDDS is shown in Fig. 12. It can be seen that the variation
of δ with time exhibits a rising trend. After approximately
1.5 hours, the rising trend is larger. When the SoC reaches
the low level, the δ is notably sensitive to the SoC error,
indicating that the impact of imprecise SoC information on
SoP estimation gets larger with the decrease of SoC.

B. INFLUENCE OF SoH
The previous analyses are based on the battery characteristic.
When battery gets aging, the battery characteristic and its
model would be changed. The coefficient δ is also impacted
by the battery SoH. To investigate the correlation of δ with
varying SoH, a battery pack of cell #2, which represents
an aged state, is employed to perform the imprecise SoP
estimation with T = 1 s at UDDS. The estimation results
compared with a battery pack of cell #1 are shown in Fig. 13.
Based on the results, the δ can be calculated, as described
in Fig. 14.

The result shows that the δ decline significantly when
battery is aging. From the comparison of the mean value,
the average δ decreased by more than 50% due to the battery
aging. This is mainly because the battery internal resistance
increases and the battery power capability declines during
the aging process. When the battery gets aging, the ten-
dency of δ to change become more subdued, and its standard
deviation (SD) decreases to a very low level. This indicates
that the δ will become more insensitive to the SoC level
after aging. Therefore, the influence of the SoC error on the
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FIGURE 13. Imprecise estimation results of the battery pack of cell #2 with T = 1 s at UDDS: (a) imprecise results
of the discharge SoP; (b) imprecise results of the charge SoP.

FIGURE 14. Sensitivities δ of varying SoH with T = 1 s at UDDS: (a) results for discharge SoP; (b) results for charge
SoP.

FIGURE 15. Imprecise estimation results of the battery pack of cell #1 with T = 30 s at UDDS: (a) imprecise results
of the discharging SoP; (b) imprecise results of the charging SoP.

SoP estimation is quite minor for the aging battery in com-
parison of that for healthy battery.

C. INFLUENCE OF ESTIMATION TIME-SCALE
To investigate the correlation of δ with the varying estimation
time-scale, the battery pack of cell #1 is employed to perform
the imprecise SoP estimation with T = 30 s at UDDS.
The estimation results compared with T = 1 s are shown
in Fig. 15. The variation of coefficient δ is plotted in Fig. 16.
From the comparison between Fig. 14 and Fig. 16, it can be
noticed that the impact on δ caused by varying time-scale is

smaller than that caused by SoH. In Fig. 16 (a), the value of δ
with long time-scale is higher than that with short time-scale
in general. δ is enlarged after the time is over 1 h, indicating
that the longer estimation time-scale leads to a slightly higher
sensitivity of the discharge SoP estimation to the SoC error
at low SoC area. On the contrary, when SoC is at high area,
the sensitivity of SoP to SoC accuracy is not affected by the
estimation time-scale. In Fig. 16 (b), the value of δ shows a
slight drop on thewhole, which shows that the long time-scale
leads to lower sensitivity of the discharge SoP estimation to
the SoC error.
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FIGURE 16. Sensitivities δ at the varying estimation time-scale: (a) for case of discharging; (b) for case of charging.

VI. CONCLUSION
In this study, a GA-based method of SoP estimation is pro-
posed for LiBs in electric vehicles concerning the influence of
imprecise SoC information. The presented approach can deal
with the problem of big remainder error in Taylor expansion
under large estimation time-scale. Simulation results indicate
the GA-basedmethod can improve the estimation accuracy of
the SoP by up to 7.2% under certain situations. A sensitivity
coefficient of the SoP estimation to the SoC error is intro-
duced. The impact of battery SoH and estimation time-scale
on the sensitivity coefficient has been analyzed.
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