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ABSTRACT Communication technology and wide spread usage of Internet of Things (IoT) are rapidly
becoming the core enabler for consumers to use their smart devices in their daily routine. These smart devices
are gradually transforming the IoT scenario into a new paradigm called cognitive Internet of Things (CIoT).
We believe that CIoT will revolutionize many service sectors including smart cities, transportation, health-
care, and environmental monitoring. The current development in CIoT is still elusive as it has to achieve
effective interoperability and autonomous decision making. Most importantly, the decision theoretic models
are seen as an enabler to achieve effective interoperability among heterogeneous CIoT objects. In this paper,
we provide a survey of the existing decision theoretic models and their usage for CIoT, an architectural CIoT
framework is also proposed to discuss the open issues and solution for potential challenges emerging in the
area of CIoT research.

INDEX TERMS Cognitive Internet of Things (CIoT), decision theoretic models, game theory, multi-agent
learning, Markov decision process, multi-arm bandit problem, optimal stopping problem.

I. INTRODUCTION
The Internet of Things (IoT) defines an emerging paradigm
of cyber physical systems, in which billions of intercon-
nected smart objects collect, analyze and exchange vast
information from all over the world. Today, IoT not only
functions as the substantial choice for computing and com-
munication paradigm but also provides rich set of services
in smart cities, homes, transportation and environmental
monitoring [1]. Recently, the deployment of cognitive com-
puting in IoT has gained eminent interest, where intelligence
is infused into smart objects to learn a lot from the physi-
cal world. Such paradigm is called as cognitive Internet of
Things (CIoT) [2]. According to the latest surveys, approxi-
mately 500 billion devices will be connected to the Internet
by 2020 and we need a concrete framework of IoT which can
easily fulfill the future requirements [3]. CIoT is extension
of IoT paradigm which is equipped with cognitive abilities to
enhance performance and achieve intelligence. Recently, IoT
European Research Cluster (IERC) has published a detailed
paper on IoT current and future road-map for development
until 2015 and beyond 2020 [4].

The rapid development in the field of IoT in the past
few years enables the smart devices to provide seamless

connectivity among the objects by using the intelligent ser-
vices and applications. However, the applications of IoT are
still not intelligent enough to perform decision making and
are dependent on human beings for cognition processing.
Still, the framework of IoT is not equipped with the brain
to do decision on its own. CIoT is termed as IoT paradigm
unified with cognitive abilities for managing inter-operation
via decision making among heterogeneous smart objects [5].
Therefore, Wu et al. introduced the concept of Cognitive
Internet of Things [6] in which the general objects work
like agents and interact with the physical environment with
minimal human interaction. In this paper our main focus
is to equip the existing IoT framework with human cog-
nition which is capable of performing the intelligent deci-
sion making independently. In short, we have embedded
human intelligence in the framework by adding the intelli-
gent decision making layer in the system design for intel-
ligent decision making. The addition of of this intelligent
layer in the existing framework have several advantages
including increasing the resource efficiency, saving human
time and efforts, intelligence decision making, enhance ser-
vice provision, self-organizing, optimization etc. to name a
few.
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TABLE 1. IERC current projects on internet of things [8].

The literature clearly showed that many projects had been
done in IoT, however, the research in the field of cognitive
IoT is still under development phase and requires a lot of
work from the research community for its practical imple-
mentation. The most vital aspect of handling the heteroge-
neous objects can be managed by utlizing their semantics
and ontology for the virtualization of the these objects in
current architecture of CIoT [6]. A key challenge for CIoT
is to overcome the heterogeneity of dissimilar objects in
terms of their features and the network technologies for their
interconnection [7]. In [7], Foteinos et al. presented the three
layered IoT architecture for enabling the autonomous appli-
cation and the reuse of objects across various domains. More-
over, IoT European Research Cluster (IERC) have initiated
several projects on IoT that include research on current frame-
work and semantic interoperability. IERC research cluster
has provided a comprehensive insight on several projects
of IoT like IoT-A, IoT-I, OPENIoT, i-Core, PROBE-IT,
BUTLER. IoT@Work, IoT.EST, GAMBAS, COIN, IoT6,
SmartAgrifood, CONNECT and ComVantage [8] which are
summarized in Table 1. The SENSEI project [9] integrates
the physical world with digital world by dividing it into
three different abstractions which include resources, enti-
ties, and resource users, for addressing a large number of
widely distributed wireless sensors and actuators. The key
take-away is to propose the new models to enhance ontol-
ogy, domain knowledge and decision making techniques
based on application requirements. In [4] Vermesan et al.
provides an indepth detail about the conceptual framework
of IoT, technological trends, IoT applications and technology
enablers (intelligence, communication, integration, seman-
tic technologies etc. to name a few). Basically, the authors
highlight the current research agenda, timelines and pri-
orities in IoT that include identification technology, IoT
architecture, communication technology, network technol-
ogy, software, services, hardware, discovery and search
engine technologies, power and storage technologies, secu-
rity and privacy, and standardization in detail. The authors
also provide the guidelines for future technological devel-
opment in IoT and also highlight the issues including IoT

standardization, Ontology based semantic standards, spec-
trum energy communication protocols standards, standards
for communication within and outside cloud, International
quality/integrity standards for data creation, data traceabil-
ity and decision making in IoT. Another recent work by
Vermesan and Friess [10] elaborates the current IoT advance-
ments and also suggests the future roadmap for IoT in detail.
The paper highlights the IoT strategic research and innovation
agenda that includes development of smart-X applications,
IoT related future technologies (clod computing and semantic
technologies), networks and communication, processes, data
management, security and privacy, device level energy issues,
IoT related standardization and IoT protocol convergence
for future development. Finally, the author highlights the
current projects on IoT including Open IoT, iCORE, Com-
pose, SmartSantander, Fitman, OSMOSE andCALIPSO [10]
project in details with their results and future opportunities
for IoT. Most recently in [11], Khan et al. have provided the
comprehensive overview of cognitive radio based IoT system.
In this paper, they have presented a brief overview of cogni-
tive radio (CR) based IoT system and suggested that system is
a viable solution for effective and efficient utilization of spec-
trum resources even in the presence of primary users (PUs).
Moreover, CR technology also equipped the objects in IoT
with intelligence in order to learn, think and make decisions
of both physical and social worlds. They have also high-
lighted the potential applications of CR based IoT systems.
This paper has also presented a comprehensive survey about
different architectures and framework along with the func-
tionality of each layer in the framework of CIoT systems.
They have also discussed about spectrum related functionali-
ties and opportunities for CIoT systems. The authors explain
about traditional three layer architecture and functionalities
related to each layer but are unable to explain about intelligent
decision making in their work. Moreover, they briefly explain
about VO and CVO creation but do not provide any details
about objects reuse in the framework. Finally, the intelligent
decision making which is the heart of CIoT system is not
discussed in this work. They have also highlighted that litera-
ture on IoT has presented many frameworks for IoT, but these
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lack motivations and necessity of standardization. Although,
the efficient spectrum utilization using CR based concepts is
explored but the implementation of decision making models
(game theory, markovian decision process etc. to name a few.)
is not highlighted in their work. Therefore, the need of the
hour is to utilize the game theoretic decision making model
for cognitive decision making about object reuse and efficient
spectrum resources utilization in CIoT.

The previous literature regarding usage of game theoretic
approach for an IoT-based employee performance evaluation
in industry [12]. They have evaluated the performance of
employees by mining data collected by the sensory nodes
using theMapReduce model. This information is then used to
draw automated decisions for employees using game theory.
In [13], Bui et al. have proposed the game theoretic based
real time decision making approach for IoT based traffic light
control system. They have proposed the connected intersec-
tion system consisting of IoT devices and then used the game
theory algorithms including Cournot Model and Stackelberg
Model for intelligent decision making. In [14], Kim has pro-
posed a new quality-of-service management scheme based
on the IoT system power control algorithm which utilizes
the concept of game theoretic for power allocation. Basi-
cally, they have utilized the R-learning algorithm and docitive
paradigm in which the system agents can teach other agents
how to adjust their power levels while reducing computation
complexity and speeding up the learning process. In [15],
Bhatia and Sood presented the solution of decision mak-
ing in IoT assisted activity of defense personals. They have
implemented the game theoretic based automated models to
aid monitoring personals for efficient monitoring of social
activities and analyzing it over suspicious scale. In [16],
Semasinghe et al. presented the game theoretic mechanism
for resource management in wireless IoT systems. They have
utilized the game theorymodels including evolutionary game,
bargain game mean field game and mean field auction game
for the management of IoT-related resources in large-scale
systems.

The previous studies also show that Markov decision pro-
cess is used for intelligent decisionmaking. In [17], Kim have
presented the QoS control scheme based on Markov game
model which can effectively allocate IoT resources while
maximizing system performance in IoT systems. Moreover,
this distributed proposed system provides step-by-step feed-
back process and enables adaptability and responsiveness to
current IoT system conditions. In [18], Yau and Buduru pro-
posed an intelligent planning technique for mobile IoT appli-
cations based onMarkov decision process which can enhance
efficiency of IoT device action planning. Moreover, it also
enables mobile networks with elastic resources from various
mobile clouds which are effective in supporting IoT applica-
tions. In [19], Alam et al. proposed an integrated reinforce-
ment learning approach based on genetic algorithm for device
and application aware SLA maintenance and management
in IoT environment. This approach enables the automatic
management of IoT deviceswith the help of genetic algorithm

reinforcement learning. In [20], Xiong et al. addressed the
resource allocation problem in the proposed SDN-based IoT
network and used the semi-Markov decision process (SMDP)
to maximize the expected average rewards of the network.
Moreover, they have proposed the optimal solution by using
the SMDP problem in a relative value iteration algorithm.
In [21], Alsheikh et al. have presented a comprehensive sur-
vey on Markov decision process for wireless sensor network.
The paper also highlighted the designs of theMarkov decision
process in wireless sensor networks including data exchange
and topology formation, resource and power optimization,
area coverage and event tracking solutions, and security and
intrusion detection methods.

Early attempts on CIoT highlight the cognitive pro-
cesses consisting of a three-layered ring inclusive of virtual
object (VO) layer, composite virtual object (CVO) layer and
service layers of IoT for service provisioning [6]. The work
mentioned in [6] proposed context gathering and identify-
ing intelligent devices as real world objects (RWOs) and
subsequently sending the appropriate information or object
to the Internet via gateway from any location at any time.
These RWOs are represented as VO. These smart virtual
objects are capable of hiding the functional and implementa-
tion details from their recipients. The proposed CIoT frame-
work generally combines many VOs to establish CVO, which
provides services to end-users as well as higher hierarchy
applications [22]. CVO is a smart object which contains
all the semantically portable information about the objects
including their virtual object creation, functions and parame-
ters, user-centric services, identifiers etc. to name a few [23].
The combination of CVOs opens up a new opportunity in
managing dynamic objects in CIoT. The most challenging
goal here is to efficiently utilize the resources by reusing the
existing CVOs and combining them into intelligent represen-
tations which will minimize their time of creation and man-
agement for intelligent decisionmaking. Numerous questions
remain elusive as how to make cognitive vision of IoT as
a reality. For instance, how much cognitive ability can we
push to the IoT without risking the service provision of
IoT applications? What developments are needed in order
to ensure robust and accurate decision making of cognitive
context with IoT?

Cognitive Radio Network (CRN) is a promising paradigm
that optimizes radio spectrum utilization and throughput [2],
has ability to perceptively perform decision based on histori-
cal information, which shares similar potential of deployment
for CIoT. Similarly, a few attempts have been made in the
past to present the deeper viewpoint on those mentioned
decision-theoretic models for CRN as above [2], [24]. The
previous literature showed that game models are best for
capturing the interactions among several players. The work
done by Y. Xu et al., aims to provide a detailed work on
decision making in cognitive radio network by the selection
of appropriate channel among several channels for oppor-
tunistic spectrum access in multi-agent decision theoretic
model. They proposed a complete framework for analysing,
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learning and evaluating the process of object selection in
cognitive radio network. In [24], Xu et al. discussed the game
theoretic perspective of self organization and optimization for
cognitive CRN. Moreover, the intelligent decision making
for small cells in CRn is also explored in detail. In [23],
Xu et al. highlighted the opportunistic spectrum access in
CRN for achieving global optimization using the local inter-
action games. They proposed a localized selfless game in
which each player tried to maximize his utility function
and collection of utilities of its neighbours was proposed to
achieve global optimization via local information exchange
for cognitive decision making in CRN. Another work pro-
posed in [25] also proposed the game theory based network
selection in CRN. Finally, the most recent literature [26]
has proposed the usage of CRN techniques for IoT based
system to manage the shortage of spectrum for IoT devices.
They have used different game model including inspection
game, bargain game, hierarchical game models etc. to name
a few according to different scenarios for intelligent decision
making of channel selection in IoT.

In this paper, we provide a brief overview of current tech-
nological advancements in IoT and also suggest how to utilize
the current work on object semantic, ontology, interoper-
ability, communication, management, integration and man-
agement in our proposed novel architecture of CIoT. The
paper also provides the insight knowledge of basic game
models which are useful to analyze and model the user inter-
action with CIoT system. The most suitable game models
for CIoT include repeated games, graphical game, evolution-
ary game, hierarchical games, coalition game and bayesian
game. These game models provide guidelines for designing
and modeling the non-cooperative game models for better
learning and self-organizing. In the non-cooperative game
model, the players (object) are autonomous and make ratio-
nal decisions in order to maximize their individual utility
functions. In these models, the most commonly used solution
concept parameters are Nash equilibrium (NE) and corre-
lated equilibrium [24]. Moreover, the decisions of players
are distributed and autonomous which lead to self-organizing
optimization. Finally, the paper also highlights the behaviour
update rule which is a fundamental element for practical
implementation of game model.

These proposed solutions are inherited from CRN which
can be deployed on multi-agent systems using game theory
specifically by implementing hybrid or multiple learning
approaches for efficient decision making in CIoT. The most
challenging issue of unpredictable, dynamic and incomplete
information could be solved by learning derivation as well
as knowledge model extraction. For example in game the-
ory, the commonly deployed concept solutions are NE and
correlated equilibrium [27]. Likewise, the decisions of the
players are distributed and autonomous which can lead to
self-organizing and optimization. In addition, the converged
attributes can be analyzed by applying theories of Markovian
process and stochastic approximation [28]–[30]. It is evident
that the work presented in [4]–[10] and [12]–[30] clearly

emphasizes on the importance of decision making in CIoT
for optimized service provisioning.
Contributions of This Paper: This paper provides a com-

prehensive survey on decision theoretic models for CIoT. The
major contributions of this paper are as follow:
• We provide an insight overview of decision theoretic
schemes for CIoT.

• We propose a novel operational framework for large
scale CIoT based on real world example.

• We provide detailed overview of game theoretic solution
for cognitive decision making in IoT.

• We also propose the solution for intelligent decision
making in IoT by selecting multiple decision or hybrid
decision theoretic solution.

• We highlights the issues, challenges and future direction
of decision theoretic solution in CIoT.

The organization of the paper is shown in Fig.1 and is
described afterwards. The proposed cognitive framework
with real world scenario is discussed in Section II. We pro-
pose a cognitive framework in order to facilitate the dis-
cussion on the important open challenges on the cognitive
IoT and decision theoretic models. In Section III, we present
the fundamental game theoretic solutions for CIoT. More-
over, the appropriate decision theoretic models for intelligent
decision making are also discussed in detail in this section.
The comparative analysis of decision theoretic solutions in
terms of information selection, convergence speed and cost
are highlighted in Section IV. In Section V, we have listed
possible open issues and future directions for CIoT along
with concluding remarks. Moreover, we also propose the
solution of intelligent decision making in IoT by selecting
multiple or hybrid decision theoretic solution for intelligent
decision making in CIoT. Finally, Section VI concludes the
entire paper.

II. OPERATIONAL FRAMEWORK FOR LARGE SCALE CIoT
A. MOTIVATION AND REAL WORLD SCENARIO
The current applications on a large-scale CIoT are still
inefficient to perform effective and efficient communica-
tion and intelligent decision making. The previous literature
clearly showed that the IoT is in development phase and
research community is mainly focusing on its fundamental
architecture, applications, future technologies (clod comput-
ing and semantic technologies), networks and communica-
tion, data management, security and privacy etc. to name
a few [4]–[10], [12]–[21] but still the IoT framework is not
smart enough to learn, think, and recognize cyber, physical
and social worlds by itself. The technological advancements
still do not equip the objects with brain to become smart
objects that can be reused for intelligent decision making.
The current applications in CIoT are still ambiguous and inef-
ficient for effective interoperability and intelligent decision
making among heterogeneous objects. To solve these issues,
multi-agent decision theoretic models are proposed to cater
decision layer in a federated manner. In this article, we focus
specifically on the methodology to analyze, learn, design and
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FIGURE 1. Organization of the paper.

evaluate multi-agent decision-theoretic solution selection for
intelligent decisionmaking among heterogeneous objects and
channel selection in CIoT. To the best of our knowledge,
there is not a single comprehensive paper that implements
hybrid solution of game theory, markovian decision process,
multi arm bandit and optimal stopping for decision making
in IoT. Moreover, the literature also showed that research
community is not focusing on this area of research for IoT.
The previous studies clearly indicate that the work done in
IoT and CRN for channel selection is either based on game
theory or markovian decision process or optimal stopping
problem or multi arm bandit problem but none of the authors
has used all these techniques together for appropriate channel
and object selection (reuse) for intelligent decision making
in CRN. In [2], Xu et al. has presented a survey paper in
which he proposed decision theoretic solutions for channel
selection in CRN which are not suitable for IoT scenario.
Therefore, in this paper we suggest the decision theoretic
solution for IoT based on the concept of CRN. Moreover,
we also propose the novel framework for IoT which includes
a new layer of decision making in the 3 layered hierarchi-
cal architecture. The addition of this layer in our proposed
architecture equipped the old architecture with brain and the
decision maker will select the appropriate object and channel
for intelligent decisionmaking. Thismotivates us to propose a
framework capable of autonomous cognitive decisionmaking
autonomously for a wide range of applications ranging from
smart homes to smart cities.

Let us consider a smart city scenario in which an elderly
person Bob has opted for medical assistance from themedical
center. In this scenario, he is equipped with the wearable

smart device capable of monitoring the patient’s health like
body temperature, heartbeat, blood pressure etc. to name a
few and sending this information to local intelligent decision
maker in his smart home as shown in Fig. 2. This local CIOT
decision maker system regularly obtains the health status of
the patient through the connected device. The local system
is equipped with four layered architecture which is capable
of decision making at local level. In this framework, the VO
and their corresponding CVO are created which represent all
the functionalities of RWO as discussed above. For instance,
the local decision maker obtains the regular health status
update of patient and creates the corresponding VO and CVO
accordingly in their corresponding databases. The local deci-
sion maker at Bob’s house is connected to the medical center
global decision maker server which is capable of monitoring
the health of patient at all the time and informing the relevant
doctor about his health status by selecting the appropriate
CVO from object repository.Moreover, this intelligent frame-
work also contains a repository for objects policies which
includes all the information related to these VOs and CVOs.
This repository facilitates the decision maker for selecting
and re-utilizing the most appropriate existing object for intel-
ligent decision making in future. Therefore, in this smart
CIoT system the decision maker not only informs the doctor
about his patient’s health status but also alerts the staff at
hospital in case of any emergency by selecting the appropriate
CVO from its repository. Moreover, the other health saving
support systems like ambulance service, paramedic staff etc.
to name a few are also informed about the patient’s current
health status by the intelligent decision maker using CVO.
In short, this intelligent CIoT system is connected to all the

VOLUME 6, 2018 22493



K. Zaheer et al.: Survey of Decision-Theoretic Models for Cognitive Internet of Things

FIGURE 2. Smart city scenario using CIoT framework for intelligent decision making.

emergency service provider systems to save the life of any
patient in case of emergency.

B. NOVEL FRAMEWORK FOR CIoT
The Literature review clearly shows that IoT is limited to
interoperability, architecture, communication, security etc.
to name a few and does not address the issues of autonomous
decision making for smart city environment [8], [10]. More-
over, the current framework of IoT which consists of three
layers is still inefficient for effective communication and
intelligent decision making [7], [8], [10]. In this paper, a deci-
sion theoretic framework is proposed to cater the decision
layer as shown in Fig.3. This novel framework is hierar-
chical in nature and composed of four layers with unique
functionalities. The first level is known as VO level, sec-
ond level is decision making level, third level is CVO level
and upper most level is the service/stakeholder level. The
intelligent components at each level are capable of providing
self-management (configuration, healing, optimization, and
protection) and learning. In other words, the entities at each
level are capable of perceiving and reasoning on context

for conducting associated knowledge based decision mak-
ing (through associated optimization algorithms and machine
learning), and autonomously adapting their behaviour and the
configuration according to the derived situation. The aim of
this revolutionary management framework includes:
• The implementation of intelligent learning methods that
can enhance context awareness by providing the means
to exploit more objects.

• The implementation of hybrid intelligent decision mak-
ing algorithms that can improve the energy-efficiency by
selecting the most suitable object among heterogeneous
objects.

• The efficient management of heterogeneous resources
of large scale system in the form of intelligent
representation.

• The implementation of hybrid decision theoretic solu-
tions for channels selection that can improve the spec-
trum efficiency of large CIoT system.

• The implementation of intelligent algorithms that
enables the reliable service/application provision by ren-
dering the high reliability through the ability to use
heterogeneous objects in complementary manner.
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FIGURE 3. Novel CIoT framework diagram which introduce a new layer of decision making between VO layer and CVO layer in exiting
architecture for intelligent decision making.

To achieve these goals, we have added an additional layer of
decisionmaking in the old architecture to support the decision
making process. The addition of this layer has equipped
the framework maker with brain and enables the decision

maker to coordinate with other supporting databases i.e. CVO
template repository, service repository, VO repository, policy
repository etc. to name a few for intelligent decision making
of channel selection and object reuse in CIoT. This layer
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serves as a bridge between the service level and object level.
The CIoT paradigm is hierarchical in nature and requires
the game based algorithms for objects interlinking and man-
agement. Our proposed multi-agent framework is capable
of analyzing, optimal learning and evaluating the decision-
theoretic object and channel selection for intelligent decision
making in CIoT. The heart of the proposed CIoT framework is
intelligent decision maker which is equipped with the intelli-
gent algorithms of game theory, markovian decision process,
optimal stopping and multi-arm bandit. Our proposed frame-
work provides an intelligent solution for decision making by
combining hybrid or multiple decision-theoretic models for
object and channel selection. The role of decision maker is
most vital in the framework as it instructs other layers and
their components for future actions related to object creation,
updation, policies, etc. to name a few. For instance, the deci-
sion maker instructs the CVO management unit for the selec-
tion of existing object from CVO template repository or it
can instruct the CVO container for the creation of new CVO
object and updation of its policy. Moreover, the proposed
framework also facilitates the decision maker for providing
an adequate solution for appropriate object selection, existing
object reuse and creation of smart objects by merging the
existing objects into intelligent representation to minimize
time for object creation, decision making, appropriate chan-
nel selection and efficient utilization of resources. This layer
is also responsible for the management of policies and service
provision to other layers.Moreover, this repository for objects
policies includes all the information related to these VOs
and CVOs. This layer also contains the database of learning
by understanding where can the learning algorithms like
Q learning [31], stochastic learning [32] and reinforcement
learning [33] be implemented for intelligent object selection
and reuse. Moreover, it also facilitates the decision maker
to select the most feasible channel for communication. This
database contains complete information about the semantics
derivation, ontology, context of environment and knowledge
discovery of objects. This component makes every object
in CIoT intelligent by analysing the data and discovering
some valuable patterns as knowledge. This repository also
facilitates the decision maker for selecting and re-utilizing
the most appropriate existing object and channel selection for
intelligent decision making in future.

The first layer of our proposed architecture is VO layer
which serves as a bridge between the real world
objects (RWO) or IoT enabled devices. The IoT devices have
sensors which collect information from the user/environment
while actuators enable the devices to transfer this data to CIoT
framework through gateway controller. The VO management
unit contains all the functions related to VO including their
creation, updation, deletion, etc. to name a few. Basically,
this level provides a high-level interface to devices/objects by
abstracting the complexity of the underlying CIoT infrastruc-
ture. The VO’s contains all the information about discovery,
exploitation and detailed description of objects/devices [8].
The information about every object is stored in the

VO registry which includes the type of VO, the object that
is connected to, all the functionalities and features that each
VO can provide and other related information of each VO.
Moreover, the VO template repository facilitates the VO reg-
istry for the creation of VO with predefined properties. This
database also facilitates the policy repository for updation of
new functionalities of VOs.

The CVO level is responsible for combining many VOs
to establish CVO, which provides services to end-users as
well as higher hierarchy applications [22]. At this level,
the CVO management unit is responsible for handling all the
databases/registries and performs coordinated and intelligent
decision as per user requirement. All the information regard-
ing the CVOs is found in CVO registries which includes
detailed features of CVOs, VOs which are included in this
CVO, all the related data related to CVO creation and its
related features. The component of request and situation
matching is responsible for building knowledge and experi-
ence related to all the CVOs which are created previously.
This knowledge is then utilized by the intelligent decision
maker to make intelligent decision robust and efficient. Basi-
cally, this component works with CVO management unit to
search for the existing CVOs that can fulfil the requested
service requirement. This enables the reuse of existing CVOs,
increase efficiency in terms of time, and resource saving.
More specifically, when the decision maker requests for a
CVO then these components explore the CVO registry and
try to find that particular CVO based on matching pattern.
If this CVO exits then the decision maker reuses it. Otherwise
it triggers the optimal composition of VO, which will dynam-
ically create a CVO according to the requested functions and
policies.

The service level enables the users to define the features
of a required service/application through compatible inter-
faces and also provides all the functionalities for the ful-
fillment of requested services requirements independently.
These services are composed of various features including
performance, energy efficiency, etc. to name a few.Moreover,
support for different parameters in terms of services like time,
location, temperature etc. to name a few.must be supported by
this level. This layer is composed of service request analysis
and acquisition and other databases to provide these services.
Initially, the service request from the user is translated by
natural language processing component so that it can be
understood by the remaining components of this layer. Basi-
cally, this component translate and infers the functions and
policies which are requested by the user from the interface.
The request analysis and acquisition component evaluates
the conditions under which the services were requested and
provides the corresponding parameters i.e. time, location etc.
to name a few with the help of all the attached databases
i.e. situation modeling, service template repository and real
world knowledge model. The connected databases help in
obtaining and learning information based on user preferences.
This layer forwards the request of user to CVO level for the
dynamic creation CVO from different VOs.
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For instance, if Bob is having a heart attack, then the local
decision maker at Bob’s home gets the request from smart
watch for assistance of medical doctor. Initially, the decision
maker first searches for the appropriate existing CVO in the
CVO registry. If it is found then it automatically reuses the
appropriate CVO to provide medical assistance and triggers
alarm at home as well as informs the global decision maker
at medical center for assistance. Otherwise it combines many
VOs and creates the CVO which will ultimately trigger the
emergency situation condition at home as well at the hospital
assistance server. The intelligent decision maker at this stage
uses the game theoretic solution for selecting the appropri-
ate object and efficient channel for transferring all the data
related to Bob’s current condition to the hospital assistance
center. The efficient utilization of hybrid game theoretic
solution not only saves time but also guarantees the secure
transmission of information to both hospital and emergency
service providers. The same intelligent framework and assis-
tance system at hospital receives the information of emer-
gency situation and makes decision accordingly. The global
decision maker at hospital sends the ambulance by triggering
the corresponding CVO from its respective databases. In this
smart city environment, the intelligent traffic monitoring sys-
tem will assist the ambulance to select the most appropri-
ate route by using the coordination among several objects
for best route to Bob’s house. This coordination among the
objects and selection of most suitable channel for wireless
communication between wireless devices in smart home,
smart hospital and smart traffic monitoring system can be
achieved by using the proposed novel decision making layer
that utilizes existing decision-theoretic solutions including
game theory models, Markovian decision process (MDP),
optimal stopping problem (OSP) and multi-arm bandit prob-
lem (MAB) for appropriate object selection and intelligent
decision making in smart city environment. The intelligent
framework also enables several decision makers to perform
mutual coordination and management among several players
in large scale CIoT by utilizing the functionalities of local
interaction game and coordination ontology. In our scenario,
the patient’s life can be saved by using game theoretic model
for global optimization using local interaction game among
objects. This paper specifically focuses on decision theoretic
solutions, cooperative decision making and global optimiza-
tion using local interactive game model on large scale CIoT
which is discussed in detail in later sections.

III. DECISION MAKING FOR CIoT
Decision making for CIoT involves continuous inference,
process selection and interpretation of the meaning of
acquired data accordingly. As already discussed, in CIoT
applications, decisions might need to be taken e.g., informing
themedical center, selecting best route for ambulance, acquir-
ing channels for wireless transmission or even joint execution
of task among multiple services. In this paper, we propose
the solution for intelligent decision making which utilizes the
learning capability of CRN for appropriate decision making

based on historical information of smart objects in CIoT.
In this paper, we analyse the suitability of four basic decision-
theoretic models for CIoT applications.

A. GAME THEORY
Game theory [25] is a mathematical model for analyzing
mutual interactions in multi-user decision systems. This
model comprises of a fixed number of players, action com-
mands and a utility function that maps player’s actions into
a real value. The models are defined as cooperative games
and non-cooperative games. In cooperative game model,
the players attempt towards sensible decision for maximizing
utility function. Basically, the players (objects) are grouped
together, and co-operate according to the agreed payoff
portion. In a non-cooperative game, the solution concepts
of NE and correlated equilibrium (CE) are deployed [27].
Moreover, the decisions of the players are distributed and
autonomous which lead to self-organizing optimization [25].

To make mutual interactions among multiple players,
we have to formulate a game for object selection. The
game model is represented by G = {N ,An, un}, where
player or object set is represented by N = {1, . . . ,N }, strat-
egy set of objects is denoted by An and the utility function of n
players is denoted by un. The pure strategy is selected by the
game player when he selects a single action from his action
set. Let us suppose that the strategy of object n is denoted by
an ∈ An and a = {a1, . . . , aN } represents the strategy profile
of all the objects. Moreover, un(an, a−n) represents the utility
function while σn represents the mixed strategy of object. The
notation σn (an) represents the probability that object selects
strategy an. Therefore, we can express the utility function in
mixed strategy profile σ = (σn, σ−n) as

un(σn, σ−n) =
∑
a∈A

(∏
n∈N

σn(an)

)
un(a) (1)

The NE [2], [25], is the best solution for non-cooperative
games in which each user maximizes its individual utility
function by deviating unilaterally. In this scenario, it cannot
deviate and maximize its utility function as it is supposed
to know the equilibrium strategy of other players. Similarly,
CE [25] also provides a perfect solution for better coor-
dination and flexible utility function design by performing
correlation among objects based on observation. CE is better
than NE because it has convex sets which have the property to
address fairness between the players, as compared to isolated
points of NE. The non-cooperated game models are proposed
in [2], [24], and [25] for NE and CE solutions. The following
aspects must be taken into consideration:
• Implementation of utility function must be designed
cautiously so as to avoid the users on wasting the
resources [29]. This is important as game theory
addresses the interaction among multiple decision-
makers with no guarantee on the performance.

• Information updating and learning, specifically by
achieving constant update of information rules for the
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users. New learning procedures are required for a stable
outcome. In this regard, our framework includes a com-
ponent of learning by understanding of better practical
solution about the unknown environment. The consid-
eration here is to implement the reinforced learning
algorithms or stochastic learning automata [23], [24] to
practically converge to NE and CE of game for desirable
solution in rapidly changing CIoT environment.

1) APPROPRIATE GAME MODEL FOR CIoT
This section provides insight knowledge of basic game mod-
els which are useful to analyse and model the user interaction
with CIoT system. The paper also highlights the behaviour
update rule which is most important rule for the implementa-
tion of game model. Moreover, all of them utilize the parallel
sensing strategies for game based solutions. The current mod-
els suitable for CIoT include:

a: Repeated game
In CIoT, there are millions of objects which are distributed
across the network and we need the repeated game which is
played in finite or infinite horizon. In this intelligent game,
the game players update their strategy according to their
previous action-payoff. These games are best for modeling
and analyzing the objects in distributed environment because
the decision makers observe the environment by constantly
accessing the spectrum. In [34], Xu et al. presented the
solution for distributed channel selection in opportunistic
spectrum access (OSA) system as repeated game. In [35],
the authors also presented channel selection algorithm which
is based on reinforcement learning for multi-user and mul-
tichannel distributed system. They performed the simulation
of reinforcement learning based algorithms in static environ-
ment and showed that these algorithms converge to N.E of
game. The reinforcement learning technique is implemented
in time-varying spectrum environment for distributed channel
selection in OSA system [36]. In [23], Xu et al. proposed
an intelligent learning algorithm which is known as stochas-
tic learning automata that converge to Nash Equilibrium of
game.

b: Graphical game
Themost efficient and effective gamemodel suitable for large
scale distributed radio network is graphical game or local
interaction game [37] or spatial game [38]. In this game,
the actions of a game player are only affected by its neigh-
boring players instead of all players of the game. Basically,
the transmission by the player has an affect on its neighbor-
ing players which are in its transmission range and do not
affect the distant players. Therefore, it results into spatial-
reuse in the cognitive radio system and can be successfully
applied in CIoT. In [32], Smith proposed a regret minimiza-
tion algorithm for free-use OSA system to converge to NE.
Xu et al. [39], proposed a share-use OSA system which
utilizes the intelligent learning algorithm that converges to
evolutionary stable strategy (ESS). In [23], Xu et al. designed

a share-use OSA system for minimizing the collision level
andmaximizing the throughput of the system. The formulated
graphical games in [23] and [21] are called potential games.
Marden et al. [40] showed that the behavior update is best
response which is an average optimal solution. On other
hand, in [23] Xu et al. formulated the spatial adaptive
play [41] which is asymptotically optimal with local informa-
tion exchange. Moreover, literature showed that the graphical
games can be formulated as spatial congestion game [42] for
opportunistic spectrum access systems. The payoff of the
players in congestion game is a function of the number of
players which are in contact with it and utilize the same
network resources [43]. In previous literature, the authors
basically tries to investigate the conditions under which a pure
NE strategy can be achieved in spatial congestion games.

c: Evolutionary game
This theory was initially presented by the biologists to calcu-
late the population dynamic [39]. The evolutionary game was
then formulated based on this theory to form a evolutionary
stable strategy (ESS) [39]. In [39], Xu et al. present the ESS
to calculate robustness and define the utility function over
statistics. In this paper, the ESS is categorized by robustness
against invaders with the property that the population remains
unchanged until ESS is reached. Moreover, this technique is
also efficient in perturbations by a small number of players.
This exiting game is applied successfully to wireless system
and can be applied to CIoT for multiple access of objects,
cooperative spectrum sensing and network selection [44].
In [45], Monderer and Shapley propose the channel selection
algorithm in shared OSA system as an evolutionary game.
The authors have showed that the complete network informa-
tion having Bernoulli distribution in each slot can converge
to an ESS when replicator dynamics are applied to it. Basi-
cally, this work provides an adequate solution for interactions
among the players and dynamics of channel selection in OSA
system. The robust game is presented in [24], in which the
authors explained in detail about the dynamic and random
deployment of cognitive small cells (CSCs). In these cogni-
tive small cells, the utility function is defined by the expected
capacity in all possible active sets of cells. The author proved
it by simulation in dynamic environment that the algorithms
of distributed leaning automata are successfully applied to
these potential game that will converge to NE.

d: Coalition game
The coalition game is designed to form a group or cluster
of set of players to achieve better coordination and increased
payoff in distributed system. This game is also useful in large
scale CIoT as it coordinates among the distributed decision
makers and objects. In [46], Xu et al. proposed that different
countries can form coalition to improve their human poten-
tials while players can also form coalition to improve their
sensing performance. The problem of spectrum sensing and
access in opportunistic spectrum access for the partitioned
network is discussed in [33]. From the previous literature
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review, the benefits of coalition game are highlighted which
include: (i) coalition game provides better performance and
throughput by sensing different channels and sharing their
information to reduce time for sensing. (ii) the interference
can be reduced by joint coalition of players for the channel
access. (iii) the channel capacity can be improved by joint
coalition of the players by distributing their total power over
multiple channels. In short, the performance of the system
can be improved by using coalition game by coordination and
cooperation among the players [47].

e: Hierarchical game
All the game models discussed in previous sections are high-
lighting the interaction of players with equal priority or hav-
ing no hierarchy due to distributed structure of the network.
Moreover, the CIoT system are hierarchical in nature and
require the hierarchical game based algorithms for objects
interlinking and management. The most useful game model
for hierarchical network is stackelberg game [47]. In this
game model, the game players are represented by the lead-
ers and several followers who compete for certain resource.
In this game, the leader takes an action based on a situation
and the followers take actions according to the leader or fol-
low its own actions. Moreover, both the leaders and followers
can not deviate from the stackelberg Equilibria [48]. In some
cases, both leader and followers maximizes their utility func-
tion or leader has no utility and his (resource user) aim is to
maximize the accumulated utility of the followers. The results
of these researches clearly showed that the efficiency of NE
can be improved significantly by using Stackelberg equilib-
ria. In [49], Xiao et al. proposed the intervention rule for
hierarchical game model. In this model, the leader selects the
proposed intervention rule and then the followers choose their
action according to the selected intervention rule of the leader.
This hierarchical game model is called intervention game
model in which leader (resource user) regulates the resources
which are shared among the followers. In [24], Xu et al. use
the hierarchical game to propose cluster-based hierarchical
structure for self-organization and optimization in large-scale
networks. They presented the rule for calculating the compu-
tational complexity in cluster-based hierarchical game based
on Q-learning approach [50]. The results showed that the
cluster based hierarchical approach is most suitable for dense
network. The need of the hour is to design the application for
distributed channel selection in CIoT system which is based
on hierarchical games for better resource allocation and joint
power control.

f: Bayesian game
Finally, the Bayesian game model is also a suitable game
model for the CIoT [51]. This evolutionary game model is
very useful in the situations where each player is uncertain
about the other player knowledge and payoff. This exiting
game model represents the fusion of game theory and proba-
bility theory to solve the problem of incomplete and uncertain
information. In any game, the players have their own private

information and it is hidden from other players but this infor-
mation has a great impact on overall game play. The players
use this private information and knowledge which is gener-
ated through probability distribution to act optimally accord-
ing to the situation [52]. In [53], Huang and Krishnamurthy
have used the Bayesian game to model the network selection
problem. In this research, the players of the game are the
users and their action set is represented by the selection of
available access network. The information about the pref-
erences of other user is partial and uncertain. The previous
literature clearly showed that the Bayesian game model used
by the players can reach Bayesian NE in an environment with
incomplete information.

2) SUMMARY AND INSIGHTS
The repeated games are suitable for modelling and analyzing
the objects in distributed environment because the decision
makers observe the environment by constantly accessing the
spectrum. Basically, the game players update their strat-
egy according to their action-payoff history in previous
play. In this game, the reinforcement learning based chan-
nel (object) selection algorithm for multi-user and multichan-
nel distributed system can be applied that converges to NE
of game. On the other hand, the most efficient and effective
game model suitable for large scale distributed radio network
is graphical game in which the actions of a game player
are only affected by its neighboring players instead of all
players of the game. Moreover, this game can be formulated
as spatial congestion game in which the pay-off of a player
is a function of the number of players which interact with it
and use the same network resources to converge to NE. In this
game, the exponential learning algorithm can be applied for
the selection of appropriate object among several objects to
maximize the throughput and minimize the collision level.

In evolutionary game, the game players use the evolution-
ary stable strategy (ESS) to provide an adequate solution
for interactions among the players and dynamics of chan-
nel selections in OSA system. Moreover, the ESS is used
to calculate robustness and define the utility function over
statistics. On the other hand, the coalition game is designed
to form a group or cluster for set of players to achieve better
coordination and increased pay-off in distributed system. This
game is useful in large scale CIoT as it coordinates among
the distributed decision makers and objects. This intelligent
game provides better performance and throughput by sensing
different channels and sharing their information to reduce
time for sensing. Moreover, the interference can be reduced
by joint coalition of players for the channel access. Moreover,
the channel capacity can be improved by joint coalition of
the players by intelligently distributing their total power over
multiple channels.

The Hierarchical gamemodel is the most appropriate game
model for CIoT because of its hierarchical nature and requires
the hierarchical game based algorithms for objects interlink-
ing and management. The most important game model for
hierarchical network is Stackelberg game in which the leader
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takes an action based on a situation and the followers take
actions according to the leader or follow its actions. In this
game model, both leader and followers maximize their utility
function or the leader has no utility and his (resource user)
aims to maximize the accumulated utility of the followers
which results into efficiency of NE significantly. Finally,
the Bayesian game model is also suitable for the CIoT as it
is very useful in the situations where each player is uncertain
about the other player knowledge and pay-off. The players
in the game use their private information and knowledge
which is generated through probability distribution to act
optimally according to the situation.The information about
the preferences of other user is partial and uncertain. The
Bayesian gamemodel used by the players can reach Bayesian
Nash equilibrium in an environment with incomplete
information.

B. MARKOVIAN DECISION PROCESS
MDP provides an excellent framework for modeling deci-
sion making in CIoT for several objects of multi-periods.
Basically, it calculates the probability that the system will
transfer from one state to another state based on maximum
discounted reward for optimal policy calculation. The prob-
ability of outcome does not rely on the previous state of
the players. Markov decision process describes an environ-
ment for reinforcement learning in which the environment
is fully observable i.e. the current state completely charac-
terizes the process. The problem with sequential decision
making of multi-periods in CIoT can be well-solved by
Markov decision process (MDP) models. The most attrac-
tive feature of this technique is the formulation of spec-
trum sensing and channel selection as an MDP problem.
This section highlights the brief overview of three basic
types of models namely: the discrete time MDP (DTMDP),
partially observable MDP (POMDP) and constrained
MDP [2], [24] that enables intelligent decision making
in CIoT.

1) DISCRETE TIME MARKOVIAN DECISION PROCESS (DTMP)
In DTMP model, the process can be observed periodically
and classified into one of the possible states, an action from
the possible action is taken and as a result, the process will
return a state in which the user has to switch. The basic
elements of Discrete time MDP model are defined as:
• The time interval k = 0, 1, 2, . . .
• Set of states s ∈ S.
• Set of actions a ∈ A.
• Reward function R : S×A→ R. Moreover, the received
reward is represented as R(s, a) when player perform
action a at state s.

In this model, when a player performs an action a at state s,
the system will transit from state s to s′ in the next period
using the stochastic transition model probability Pr(s′|s, a).
The game player calculates the maximum discounted reward
for state s by mapping the states to actions for optimal

policy π (s). It is given by

V ∗(s) = max
π

E

[
∞∑
k=0

γ kR(sk , ak )|s0 = s, ak = π (sk )

]
(2)

where E[.] represents the expected operation and optimal
discount factor is represented by γ ∈ [0, 1]. Moreover,
the maximum discounted future reward for state and action
pair (s, a) is calculated by the Q-value function which is
given by

Q∗(s, a)

=max
π

E

[
∞∑
k=0

γ kR(sk , ak )|s0=s, a0=a, ak>0 = π (sk )

]
(3)

This method provides the optimal policy which is sta-
tionary and deterministic. Here, the stationary represents the
optimal action which is denoted by π∗(s) for every state s,
while deterministic represents the single action per state
which is π∗(s) :

π∗(s) = arga∈AmaxQ∗(s, a) (4)

where the value iteration or known as Q-learning technique
is used to calculate the optimal Q-value Q∗(s, a) for each
state-action pair (s, a) [21], [54]. Basically, the system states
are observed by each of the player in decision period for
DTMDP model.

For instance in our practical example of real world sce-
nario, the intelligent decision maker periodically observes
the health status or state s of Bob and takes action a when
he is having a heart attack. In short, the decision maker
will facilitate the game players to change their states s from
normal to new state s′ of heart attack on receiving the recent
reading from the sensors. Therefore, the utilization of DTMP
algorithms by the decision maker will enable Bob to take
action a to transit from normal state s to heart attack state s′

in the next period using the stochastic transition model prob-
ability Pr(s′|s, a). The biggest benefit of implementing the
DTMDP models in decision making layer is that the system
state is completely observed by the players in each deci-
sion period. The decision maker also facilitates the game
player to calculate the maximum discounted reward for state
s by mapping the states to action for optimal policy π (s)
as discussed previously. Moreover, the implementation of
Q-learning technique is used to calculate the optimal Q-value
Q∗(s, a) for each state-action pair (s, a) [21], [54]. The deci-
sion maker facilitates each player for taking an appropriate
action according to the health status of each player. The
addition of decision making layer into the framework and uti-
lization of DTMP algorithm facilitates Bob for taking action
when his health status changes from normal to heart attack
by selecting the related CVO and channel for communication
by using Q learning technique to alert the medical assistance
system for sending help to the user. Moreover, the utilization
of DTMP algorithm also facilitates the decision maker to
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inform the doctor about his patient’s health status and also
alert the hospital staff in case of any emergency by selecting
the appropriate CVO from its repository and appropriate
channel for communication. Finally, the other health saving
support systems like ambulance service, paramedic staff etc.
to name a few are also informed about the patient’s current
health status by the intelligent decision maker using CVO and
appropriate channel selection. In short, this intelligent CIoT
system is connected to all the emergency service provider
systems to save the life of any patient in emergency.

The previous literature has shown that the correlation
between different objects can be calculated using availability
vector which is capable of identifying the state information of
each object. Moreover, this model is also used to predict the
channel’s availability as well as user activity. Chen et al. [55]
formulates MDP model using availability vector to calculate
the activities of PU. The results showed that the usage colli-
sion probability and channel availability vector facilitate the
SUs to sense multiple channels sequentially in a slot and also
reduce the sensing overhead.

2) PARTIALLY OBSERVABLE MDP (POMDP)
In POMDP, the agents partially observe the state of the
system and then the dynamics of the system are determined
by markovian decision process. Basically, the agents rely
on probability distribution over set of possible states, based
on a set of observation and probabilities of the Markovian
process. In short, the agents partially observe the state and are
not sure about the current state or current state emit obser-
vation. Moreover, the system states are partially perceived
by each player during decision period for POMDP model.
Such observation and unknown states create problems for
the MDP. In this technique, the main goal for an agent is to
choose such actions at each time step which will result into
the maximization of its expected future discounted reward:

E

[
∞∑
t=0

γ trt

]
(5)

As discussed in the previous section, the agents are only
concerned about the largest expected reward and perform
the action based on this reward when γ = 0. On the other
hand, it tries to maximize the expected sum of future rewards
when γ = 1.

One of the solution for this problem is the interaction of
the user with environment and collecting the observation.
Then, the agent has to update its belief in true state by
updating the probability distribution of its current state. This
can be achieved by creating the vector which includes the
conditional probability of continuous updating of each state
of the system after each decision [56]. Hence, the optimal
policy can be calculated by the user based on the maintained
belief vector [56], [57]. In this model, every agent has to
wait at some state for decision update by the other agents
and then choose individual actions simultaneously according
to decision. Moreover, the agents keep the record of each

state and decision through information exchange mechanism.
An ideal solution for distributed decision approach for multi-
ple cooperative agents is provided by the Decentralized Par-
tially Observable MDP (DEC-POMDP) [58]. This intelligent
model allows each agent to observe only a small part of the
system state or each agent can only access local information.
Moreover, the joint optimal policy based on approximation
of agents is intractable because the decision made by each
agent is independent and they do not know the actions and
states of other agents [59]. Finally, This model enables each
agent to observe its local state instead of all the local and
global states, particularly suiting the CIoT requirement in
application areas like smart cities, which consist of various
heterogeneous objects and dynamic services.

In [60], Zhao et al. have presented the framework and
algorithm which is capable of perfect and imperfect spec-
trum sensing. The simulation results proved that the through-
put is improved significantly using this algorithm. In [61],
Chen et al. presented an intelligent strategy as a constrained
POMDP for jointly sensing and accessing the OSA system.
Basically, they present the separation principle which con-
firms that the optimal strategy of sensing and access leads to
optimal solution. In [31], Unnikrishnan and Veeravalli have
used the greedy algorithm for channel selection and derived
an optimal policy for calculating the channel availability
statistics. This algorithm will enable the user to calculate the
real time statistics to ensure that the collision constraint is
minimized. In [62], Hoang et al. has calculated the spectrum
sensing and access control problem. The results showed that
the total reward of a slot can be calculated by sensing duration
and probability that the channel is idle. This reward is then
used to calculate the false alarm, mis-detection and energy
consumption in that particular slot. Basically, the author cal-
culates the duration of sensing in each time slot to maximize
the net reward.

3) CONSTRAINED MDP (CMDP)
This intelligent model is capable of solving the constraints
imposed by the user in sequential decision problems by
analyzing them and modelling them in an appropriate way
to remove the constraints. Practically, there are always con-
straints imposed by the users in practical scenarios e.g. the
interference imposed by users etc. to name a few. The sequen-
tial decision making problems are well managed by the
CMDP model. The CMDP model is quite close to the MDP
except the difference is that there is additional computational
cost in calculating the policies. The cost for calculating the
optimal policy p is represented by:

min C(p)

s.t. D(p) ≤ V (6)

where cost functions are represented by vectorD(u) having
dimension Nc, of constant values. The Constrained MDP is
equal to the linear program by using the discounted cost and
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is represented as:

min 〈ρ,C〉

s.t. 〈ρ,Dn〉 ≤ Vn, n = 1, . . . ,Nc

ρ ∈ Q (7)

where the cost vectors are represented by C and Dn with
dimension |K |. On the other hand, the ρ vector is defined as:
∑
y∈S

∑
a∈A(y)

ρ(y, a)(δs(y)− αPyas) = (1− α)β(s) ∀s ∈ S

ρ(y, a) ≥ 0, ∀y, a

(8)

where s is the state at which the action a is performed
for calculating the probability of selection of each element
ρ(s, a) ∈ Q. Hence, the summation of ρ(s, a) converges to
1 for all ρ ∈ Q. We can calculate the stationary optimal
policy p by:

p(a|s) =
ρ(s, a)∑

a∈A(s)
ρ(s, a)

(9)

The previous literature showed that the CDMP can be
used to maximize the throughput along with minimizing the
collision probability requirement [63]. Moreover, the new
attractive heuristic algorithms like memory-less access and
greedy access can be utilized for optimal solution of decision
making in CIoT. The memory-less access algorithm [63] is
optimal in the scenarios where the collision constraints are
tight. Moreover, the maximum throughput region can also be
obtained using this algorithms [64]. The result of this study
showed that in case of tight collision constraints, the outer
and inner bounds match. These studies modeled Pu traffic but
were unable to cater the QoS of the SUs. In [65], Niyato et al.
have considered not only PU traffic but also catered SU to
calculate the maximum probability of collision, maximum
packet loss and packet delay for vehicular ad-hoc nodes.
Hence, this technique can enable the opportunistic spectrum
access, object selection for channel reservation and clustering
control from hierarchical Markovian model.

C. OPTIMAL STOPPING PROBLEM
The optimal stopping model deals with the problem of
sequentially selecting the actions which are based on a
sequence of observed random variables to maximize the
expected reward and tominimize the expected cost. Basically,
this process observes each variable based on its reward and
performs a stopping action to minimize the cost. Hence,
we can say that the observed variables are used to calculate
the current reward. It provides an adaptive and efficient spec-
trum discovery mechanism by constantly observing the fixed
channels with their overhead consideration. The OSP model
has sequence of:
• The random variables, X1,X2, . . . ,XN , whose joint dis-
tribution is known and their realizations are denoted by
x1, x2, . . . , xN .

• The mapping function in which the observed random
variables are mapped to real-valued rewards, i.e.,

y1(x1), y2(x1, x2), . . . , yN (x1, . . . , xN ) (10)

In real world scenario, when the player observes
the nth variable, xn and stops, then he will receive a
known reward yn(x1, . . . , xn). Moreover, the future reward
i.e., ym(x1, . . . , xn, xm), is random and unknown, if we choose
to proceed to observe and stop in the mth variable where
m > n. The backward induction model is very useful in
solving the OSP models with finite horizon [66]. Our goal
is to stop at stage N . Firstly, the optimal rule at stage N − 1
is calculated by the user. Then he can proceed to stage N − 2
to calculate the optimal rule at this stage along with infor-
mation about the rule of previous stage i.e. N − 1. Basically,
the backward induction model is used for finding the optimal
rule by backward iterations to calculate the optimal rule for
the future stages [67]. The stage value can be calculated as:

Vn =


yN (x1, . . . , xN ), if n = N

max
{
yn(x1, . . . , xn),

E[Vn+1| {xi}ni=1]
}
, if n < N

(11)

E[Vn+1| {xi}ni=1], represents the expected reward for the
future stages using the optimal rules. The expected reward
can be maximized if we stop at stage n if yn(x1, . . . , xn) ≥
E[Vn+1| {xi}ni=1], or to continue otherwise. This technique can
be implemented by using two models: No Recall-OSP and
Recall-OSP (R-OSP).

1) NO RECALL OSP (NR-OSP)
In NR-OSP models, the decision maker performs decision on
the basis of current variable by simplifying it as yn(xn). Basi-
cally, the decision making is done on the basis of currently
observed variable while the recalling of previously observed
variable is not allowed. The backward inductionmodel can be
easily created for NR-OSP models. In [68], Sabharwal et al.
have explained in detail about channel having good quality
and also throw light on the issue of time overhead for explor-
ing multiple channels. They have considered the Rayleigh
block-fading identically and independently. They have imple-
mented the NR-OSPmodel to explore the channels to achieve
the expected throughput. In [69], Jiang et al. have utilized
the NR-OSP model to explore the sensing order and channel
quality. The results showed when the probabilities of chan-
nels availability are in descending order then the optimal solu-
tion for channel sensing can not be guaranteed. Therefore,
they have introduced the dynamic programming method for
finding the optimal sensing order but this will lead to higher
computational complexity. In [70], Cheng and Zhuang have
used NR-OSP to sense each channel according to its descend-
ing achievable rate. To summarize all these OSP model,
we conclude that the user released the accessed channels for
a pre-defined duration and then followed the same sensing
process in next iteration. In [71], Li et al. have presented two
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dimensional NR-OSPmodel for sequential sensing and chan-
nel access in time frequency domain. Basically, they have
used NR-OSP model and finite state Markovian channels
for calculating when and which channel has to be accessed
and released by the user. They have formulated the problem
according to three actions i.e. firstly utilizes the current avail-
able channel and then continue to sense the available channels
and finally when the new channel is sensed then this current
channel is freed accordingly.

2) RECALL OSP (R-OSP)
In this model, the usage of the previously observed variable
is allowed and the decision is supported by the previously
observed state. Basically, the R-OSP observes the previous
variable to recall xk , k ≤ n by decision maker. The backward
induction model is not feasible for this technique because
of the large computational complexity which increases expo-
nentially as the number of decision horizons increases. There-
fore, we have to modify the NR-OSP with k-stage look ahead
to overcome the computation complexity. This k-stage look-
ahead rule enables users to sense the successive k stages and
then stop. The most intelligent and simple solution for this
problem is known as 1-SLA rule which makes the truncated
version of the problem [67]. Moreover,this rule provides an
optimal solution for monotone R-OSP models [66].

In [72], Jia et al. have presented the R-OSP model for
finding the trade-off between idle channels and multiple
channels sensing overhead. They have applied k-SLA rule,
where k = 1, 2 are used. The results have shown that
1-SLA rule is excellent because it is very close to optimal
solution. In [73], Chang and Liu have used the R-OSP model
to calculate the optimal strategy using 2-SLA rule to achieve
optimal solutionwithin finite steps. Basically, they have taken
three action i.e. they used an observed channel and sensed
the unobserved channels and then used those unobserved
channels using the 2-SLA rule to find the optimal solution.
In [74], Kim and Giannakis have presented R-OSP model
in which the SUs adopted the parallel sensing technique.
The results have shown that the sensing capability increases
when the sampling duration is increased which leads to more
spectrum opportunities for SUs. Moreover, the collision con-
straints imposed by the PUs can also be minimized by using
the dynamic programming to find the optimal rule for the
choosing best time to stop sensing and the best set of channels
to access. In [67], Xu et al. have used R-OSP model for
finding the energy-efficient channels. Basically, they have
utilized the 1-SLA rule for the maximization of throughput.
Finally, in [75] and [76], the authors have proposed the
R-OSP model using 1-SLA rule which enables the collision
avoidance among SUs. Moreover, they have also presented
the solution for trade-off between channel exploration and
exploitation in OSA systems.

D. MULTI-ARMED BANDIT PROBLEM
Multi-armed bandit (MAB) problem provides best learn-
ing technique for choosing one or more objects among

several objects whose statistical information is unknown.
Basically, it explores the statistics about resources during
the decision process and maximizes the current reward on
the basis of current estimated statistics. The classical MAB
problem has players who are playing with K arms in equally
divided time slots. The real-valued reward is obtained by
choosing any one of the arm to play by the player at each time
slot. The main purpose of MAB is to model a learning policy
π based on the history information of decision to maximize
the cumulative reward. The performance is evaluated by using
regret matrix. This matrix calculates the reward loss of the
policy and is written as:

Rπ (T ) = Tµ∗ −
T∑
t=1

rtπ (t) (12)

where the maximum expected reward is represented by
µ∗ = max{µk}, π (t) represents the selected arm at time t,
and rtπ (t) shows the reward in time slots n. The main purpose
is to make Rπ (T ) as smaller so that the time regret will to 0
i.e Rπ (T )

T → 0, as T →∞. Consequently, this will result into
maximum time-averaged reward.

The solution for expected regret in term of linear arms is
asymptotically logarithmic with time as O(K logT ) is pro-
posed by Lai and Robbins [77]. Their work is then further
extended for multiple arm solution in [78]. Gittins and Gittins
proposed index policies based on sample mean and briefly
described the upper confidence bound case (UCB1) algo-
rithm in [79]. In this algorithm, the armwith the highest index

µ̂k (T )+
√

2 logT
mk

is chosen at each decision epoch T, where the
measured expected reward of arm k in each epoch T is µ̂k (T )
andmk represent arm which is played k number of times. The
first part of the equation represents exploitation while the sec-
ond part is for exploration because of the less chances of that
arm to be played. MAB is extensively studied in previous
literature and it is categorized into rested and restless MAB.
In former type, the state of arm evolves when it is played
otherwise it is frozen. While on the other hand, the later type
involves the arm state evolution and it is independent of the
actions. For restless MAB the optimal policy is calculated by
using highest Gittin’s [80] index policy of playing the arm
each time.While on the other hand, the restlessMAB is calcu-
lated by using highest Whittle’s index [81] policy of playing
the arm each time. This technique can be implemented by
using two models: i.i.d. MAB and restless MAB. These two
models are explained briefly in next section.

1) I.I.D. MAB
This model is used to model each arm as an i.i.d. process
with an unknown distribution and unknown mean. In this
model, the players are unaware about means or distribution of
rewards from different arms. In this scenario, the players do
not have any dedicated control channels for communication.
Therefore, the case in which two players select the same
arm, neither of them gets any reward. In [82], Lai et al.
have modeled each channel as an arm and applied a UCB1
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algorithm on it. The results have shown that the probability
of selecting a channel is directly proportional to the measured
expected reward. This work is extended in [83], Lai et al.
have calculated the user-channel matching problem in which
various transmission rates for multiple users are designed as
MABproblem. In this paper, the authors performed a user and
channel matching based on an arm and applied UCB1 algo-
rithm which is then scaled with all the matching profiles.
Basically, the authors have modified the UCB1 algorithm
based on the correlation between different arms. The simu-
lation results are order-optimal because the regret increases
logarithmically in time while increases polynomially in the
number of channels. In [84], Anandkumar et al. have utilized
the ε-greedy algorithm for the selection of collision free
channel selection profile. Moreover, they have used adaptive
randomUCB1 algorithmswhich enables the SUs to randomly
choose a channel only if the collision occurs in the previous
slot otherwise it proceeds with UCB1 algorithm. The results
showed that this policy is capable of handling the collision
among multiple SUs which are selecting the same channel
and has a logarithmic order. In [85], Liu and Zhao have
designed N -parallel algorithm which enables the players to
access multiple channels simultaneously. In [35], Montanari
and Saberi have proposed a decentralized optimal learning
policy which is order-optimal because it has a logarithmic
order. In [86], Gai and Krishnamachari have proposed selec-
tive learning policy based on two algorithms for the case
of prioritized users and equal access policy for all users.
Basically, they have provided a solution for determining the
access policy in distributed systemwhich is based on selective
learning policy of k-th largest expected reward or UCB1.

2) RESTLESS MAB
The models in which the arm state evolution is continuous
and it is independent of the actions of players is called
restless MAB. In Restless MAB, a player selects K arms
out of N arms to play at each time. Basically, the state of
the arm decides the reward for the player when the it is
played and transmitted according to Markov rules regardless
of their active or passive states. These Markovian dynamics
are known to the players in advance. The main purpose of
this model is to design an optimal arm selection policy which
will maximize the long term reward. The performance of this
model is measured by the regret for arm selection policy.
Basically, the regret is measured in terms of reward loss for
the scenario in which the player knows which K arms are the
most rewarding arms and always plays these K best arms.

The previous literature [87] showed that the PU activities
can be modeled as a Markovian process and the channel
quality exhibits the Markovian properties. However, these
statistics must be known in advance in restless MAB models.
In [88], Tekin and Liu presented the restless MAB solution
for single user in which they utilized the UCB1 algorithms.
Basically, they have modified the previous UCB1 algorithm
for formulating the regenerative cycle algorithms and mean
index policy to get the expected regret in logarithmic order.

In [89], Wang and Chen have designed an intelligent myopic
policy which provides an optimal solution to the problem.
The literature has shown that one of the major limitation of
previous restless MAB models is that they are capable of
handling the single user scenarios and the policies which are
used previously are not applicable to multi-user scenarios.

E. SUMMARY AND INSIGHTS
Game theory provides a mathematical solution for analyz-
ing the mutual interaction among users in multi-user deci-
sion systems. Basically, game models provide an efficient
framework for the selection of the most appropriate object
among several objects. In cooperative game model, the play-
ers (objects) are grouped together, and co-operate according
to the agreed pay-off portion for decision making and maxi-
mizing utility function. In a non-cooperative game, the con-
cepts solution of NE and CE are deployed. Moreover, game
theory provides utility functions for appropriate object selec-
tion, policy for multiple access, self-organizing optimization,
rate adaptation etc. to name a few among several objects to
achieve the optimal solution.MDP on the other hand provides
the framework for modelling decision making in CIoT for
several objects of multi-periods. Basically, it calculates the
probability of the system to transfer from one state to another
state based on maximum discounted reward for optimal pol-
icy calculation. The probability of outcome is not dependent
on the previous state of the player or system. POMDP is an
extension ofMDP inwhich the player or object does not know
its current state and uses the probability distribution about its
belief state. Basically, the system takes an action based on
its belief state, it observes what happens next and updates its
belief state according to the expected reward.

Optimal stopping problem (OSP) refers to the sequential
problem of deciding actions which maximizes the projected
reward, based on observed pattern of random variables. Such
process basically observes each variable based on its reward
and performs a stopping action to minimize the cost. It deliv-
ers adaptive and capable spectrum discovery mechanism by
constantly observing the fixed channels with their overhead
consideration. One the other hand, selection among several
objects whose statistical information is known is provided
by the multi-armed bandit (MAB) problem. This efficient
learning technique explores the statistics of objects during
the decision process and maximizes the reward on the basis
of current estimation statistics about objects. Basically, this
technique utilizes more time on estimating the statistics of
each object during decision making for better rewards for the
objects based on statistical information and decision making.

IV. COMPARATIVE ANALYSIS OF DECISION
THEORETIC SOLUTIONS
This section presents the comparative analysis of all the
four decision theoretic methods for the practical implemen-
tation in our proposed CIoT framework. It also provides
a detailed insight review of the above discussed decision
theoretic knowledge assisted learning solutions in terms of
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their information retrieval, performance and convergence
speed.

A. INFORMATION SELECTION AND RETRIEVAL
In CIoT, the information exchange is the most challenging
part because of the dynamic, uncertain and always chang-
ing condition of the IoT ecosystem. Moreover, the problem
of heterogeneous, non-linear, high dimensional and paral-
lel processing of objects data adds more complexities to it.
From practical aspect, the spectrum access systems must
consider the environmental conditions which include the
information about the spectrum, channel quality and traf-
fic demand of user. The essential criteria is to apply the
cognitive radio standards related to spectrum allocation,
nodes selection, transmit power control and communica-
tion protocols for the effective usage of radio resources by
the objects [2]. The information exchange in CIoT can be
static or dynamic, local or global, realistic or unrealistic,
and known or unknown. Firstly, the game theory provides
an excellent solution for capturing the interaction and coor-
dination among multiple users (objects) and their behaviors.
The quantity, precision and accuracy jointly characterize the
quality of information [44]. Quantity means how useful is
the information which is obtained from a specific task. Pre-
cision is defined as the proportion of relevance of infor-
mation among all the information. Finally, the accuracy is
referred to as information relevance to the decision maker.
The need of the hour is to practically design the coupled
game learning solution which requires information about the
users and uncoupled algorithmswhich are capable of decision
making based on the local information of the users (objects).
The dynamic and correlated states are well addressed by the
theory of Markovian process [87]. Basically, it observes the
state of each object, shares it with other objects and makes
optimal joint policy to reach a global stable state. The scenar-
ios in which the statistical information is unknown, a priori is
well managed by the multi-arm bandit problem [91]. It pro-
vides considerably best learning techniques for choosing
one or more objects among several objects whose statistical
information is unknown. The problem of uncertain realization
of unexplored channels is well addressed by the theory of
optimal stopping problem [81]. In fact, this process observes
each variable (object) based on its reward and performs a
stopping action to minimize the cost.

B. COST
Performance is also an important aspect in CIoT learning
decision theoretic models. The strategy will take long to
update the player information based on history action pay-
off to explore all the possible selections. The performance in
these models is measured according to the cost of resource
utilization and action switching. The literature showed that
the information exchange which involves the resource uti-
lization causes extra overhead on network resources like
power, updating, discovery, time etc. to name a few [81].
Moreover, it is also affected by the action switching in

the network which involves the hardware re-synchronization
and re-configuration according to the newly updated cho-
sen action or strategy [90]. The solution for reducing the
resource and network utilization is to design such uncou-
pled algorithms which are dependent on local information
and are capable of combining the decision theoretic games
model with MDP, MAB and OSP for multi-user system.
The literature indicates that uptill now, only the solution for
coupled algorithms is reported, which is useless for multi-
agent system [2]. In this paper we proposed the optimal
solution for decision making in CIoT which is a combina-
tion of multiple decision theoretic models i.e game theory,
MAB, MDP and OSP for achieving better performance in
multi-user system. The action switching cost can be reduced
by including the action cost in the optimization objectives.
This can be included explicitly into the problem formation
for optimal stopping problem which considers the overhead
of resource selection and discovery [91]. Moreover, other
decision theoretic solutions including game model, MDP
and MAB problem will automatically converge to optimal
solution by the trial pay-off history of the players (objects)
as presented in Table 2. This behavior leads to enormous
switching cost as it considers the history of players repeat-
edly [90]. Therefore, only optimal stopping theory provides
better performance and less cost as compared to other three
decision theoretic models.

C. CONVERGENCE SPEED
Abetter learning technique should be designed to increase the
convergence speed andminimizing the cost. The convergence
speed is the most important aspect that should be considered
in designing an efficient learning algorithm as it reduces the
information overhead and cost by adapting the environment.
These models only consider the convergence property and do
not achieve the convergence speed which is important in the
development of practical system. Moreover, the background
study shows that they will achieve convergence only when
the iteration number increases at large amount [2], [81].
Therefore, they create a large overhead due to asymptotical
convergence and cost which is not suitable for practical sys-
tem implementation. Finally, the optimal stopping problem
provides the decision solution for just one-shot, which means
that it is unable to provide any solution for convergence
speed.

V. OPEN ISSUES AND FUTURE DIRECTIONS FOR
INTELLIGENT DECISION MAKING IN CIoT
This section highlights the open issues and challenges related
to intelligent decision making in CIoT. Moreover, we outline
the future directions for the solution of these challenges on a
large scale CIoT. Basically, we present a practical solution
for optimal learning and provisioning algorithm which is
formed by combination of multiple decision theoretic models
i.e game theory, MDP, MAB and OSP for intelligent decision
making in CIoT.
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TABLE 2. Comparative analysis of decision theoretic models.

A. OPEN ISSUES AND CHALLENGES
The future of emerging CIoT technology is quite exciting and
bright although it is in developmental stage and needs a lot of
research in this field to achieve practical solutions. There are
still many challenges and issues which are presented in this
section as follows:

• The current solution for CIoT has imperfect sensing
and impact on decision result. The channel sensing and
selection of CIoT is still explored separately in CIoT
domain. Here, the core objective is to achieve joint
execution of channel sensing and selection in federated
manner.

• An important feature is to incorporate the user demands
in the metric formulation for intelligent decision mak-
ing. The current solution for decision making is only
considering the optimization of allocated resources and
is unable to highlight the user demand. It is of utmost
importance to consider the user demands for specific
object and form an optimization matrix for intelligent
decision making.

• The intensive research on the learning algorithms
showed that they can bring their strategies up-to-date
on the basis of their action pay-off information. This
strategy takes a long time to explore all the actions of the
players and converge to a stable solution. The potential
outcome is to design the knowledge based upon learning
technologies which increases the convergence speed for
better performance [24].

• The current game-theoretic models are unable to handle
the large scale CIoT network due to lack of knowledge
and self-organization. The requirement is to formulate a
new game theoretic model which can handle the social
behaviors and manage self-organization. It is neces-
sary to deploy a bio-inspired system which consumes

a localized selfless game while each player maximiz-
ing utilities and collecting utilities of its neighbors was
proposed to achieve global optimization via local infor-
mation exchange [23]. The prospective outcome here is
to design a model based on social behaviors to address
the most challenging issue of self-organization opti-
mization.In large-scale CIoT, the globalized informa-
tion interchange between the players is not appropriate.
Infact the players have to rely on the local information
which can be extracted by utilizing the game model.
The need of the hour is to propose a scheme in which
the game players are altruistic and share all the infor-
mation with their neighbors to achieve optimization and
self-organizaion. [2].

• It is desirable to achieve global optimization using
local coordination and interaction games for the objects
with dynamically unpredictable and incomplete infor-
mation constraints resolution for cognitive decision
making.

• Last but not the least, this new emerging field is under
developmental phase and the need of the hour is to
conduct an extensive research and apply it to a practical
system. A lot of efforts are required from academia and
industry to develop the application and practical system
of CIoT for different scenarios ranging from smart home
to smart city.

B. FUTURE DIRECTIONS AND DECISION
THEORETIC SOLUTION FOR CIoT
The previously presented decision models including game
theory, MDP, OSP and MAB, mostly addressed only one
challenge for decision making in CIoT. This paper proposes
the solution for optimal learning and provisioning by combin-
ing multiple or hybrid types of decision-theoretic solutions
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FIGURE 4. Multiple (hybrid) decision theoretic models for cognitive decision making of object selection in CIoT.

for intelligent decision making in large scale CIoT as shown
in Fig. 4.

1) GAME MODELS WITH UNCOUPLED ALGORITHMS
The current game models usually monitor the environment
and statistical information of other players (objects). The cog-
nitive property of CIoT allows the objects perceiving action
cycle which includes the objects’ information, environment’s
information and heterogeneous objects sensing etc. to name
a few as mentioned in above sections. In this framework,
the observation on multi-user object and channel selection is
done through perceptive action cycle, extract useful informa-
tion from partial feedback and then fine-tune their behaviors
as well as policies towards some desirable solution using
stochastic or repeated games. The hierarchical nature of CIoT
framework requires the new uncoupled learning algorithms
like Stackelberg game [47], [48] as discussed in section IIIe.
The Hierarchical gamemodels are the most appropriate game
model for CIoT because of their hierarchical nature and
require the hierarchical game based algorithms for objects

interlinking and management. In previous section, we have
mentioned that the network resource utilization overhead and
traditional game theory algorithms are coupled and designed
for single user’s scenario. Hence, it is necessary to design
the update rule carefully that contains neighbor informa-
tion which guarantees the convergence towards the desirable
solution [24]. Moreover, it is also desirable to propose uncou-
pled algorithms which utilize the local partial action pay-off
information of the neighboring players and objects for the
desirable solution. One of the best solution currently available
in previous literature for CIoT is the Stackelberg game model
based on uncoupled algorithm which utilizes the action pay-
off of neighboring objects for the desirable solution. In this
game model, the leader takes an action based on a situation
and the followers take actions according to the leader or fol-
low its actions. In this game model, both leader and followers
maximize their utility function or leader has no utility and
he (resource user) aims to maximize the accumulated utility
of the followers which results into efficiency of NE signifi-
cantly. On the other hand, when this local information is not
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available or is unknown priori, we need to consider the indi-
vidual action pay-off information for the desirable solution.
The action of one player is affected by the action of other
player in uncoupled algorithms which makes it more difficult
for the game models to achieve optimality and convergence.
The take-away of this model is to carefully design the util-
ity function and fully couple an algorithms like learning
automata to achieve self-organization and optimization for
practical implementation [2], [24]. Finally the cost of infor-
mation exchange among the users as shown in Table 2 is quite
high for the traditional coupled algorithms. Therefore, it is the
need of the hour to design the game models with uncoupled
algorithms which can provide optimality and convergence of
objects and channel selection for intelligent decision making
in CIoT.

2) NON REACTIVE MARKOVIAN GAME
The cognitive decision making can be achieved by com-
bining the game theory with Markovian decision process.
This amazing approach provides the distributed solution of
optimal learning and provisioning among themultiple objects
for appropriate object and channel selection efficiently. Basi-
cally, this approach involves multiple players, competing for
resources, and relies on the current state of the player and does
not require the information about the neighboring players
in Markovian environment. In this model, the current state
and actions of the game players jointly determines the sys-
tem state in classical Markovian environment [70]. In [70],
Cheng and Zhuang have presented a stochastic approxima-
tion algorithm that can adaptively estimate the NE policies
and track such policies for non-stationary problems where
the statistics of the channel and user parameters evolve with
time. Basically, the system state changes are totally dependent
on the current actions chosen by the players and hence it
is termed as reactive Markovian game. In case of CIoT,
the game involved in the system state is non-reactive in
Markovian environment. In this scenario the spectrum uti-
lization and occupancy state of CIoT is totally dependent
on the objects or players instead of their actions. The previ-
ous literature presented some solutions for classical reactive
Markovian game models which include stochastic approxi-
mation and value iteration as discussed in section III b. need
to be modified concisely in case of CIoT. Therefore, such
drawback can be solved by developing effective solutions via
non-reactive Markovian game for cognitive decision making
in IoT. Moreover, there are multi-agents and objects in CIoT
which are distributed across different domains. It is desirable
that the solutions must be non-reactive for multiple domains
in which the information about other users is not desirable to
perform intelligent decision making. The consideration here
is to implement the reinforced learning algorithms or stochas-
tic learning automata to practically converge to NE and CE
of game for desirable solution in rapidly changing CIoT
environment.

3) MULTI-USER OPTIMAL STOPPING PROBLEM
The previous section provides deep insight knowledge about
optimal stopping problem showing clearly that it is very
efficient for resource selection and discovery of objects to
be single user rather than multi agent systems. The CIoT on
other hand involves multi-agent cooperation and selection.
Therefore, the only problem is the interaction among multi
agents for better resource selection and discovery of objects.
Such problem can be solved by hybrid model which merges
optimal stopping problem with game theory for the desirable
multi-agent systems. The literature has shown that there is
little reported existing work in [91] and [92], considered the
multiple agents worth numeric simulation. Still the multi-
agent optimal stopping problems have not been reported. The
outcome is to develop the practical solution for multi-user
optimal stopping problem for intelligent decision making
in CIoT. The most effective solution presented in previous
literature which can be utilized with minor changes is the
implementation of stochastic recall algorithm which will
intelligently recall the previous states and statistical informa-
tion of the player or objects optimally as discussed in section
IIIc. This adaptive stochastic recall algorithm (ASRA) [66]
can also capture the collision among multiple secondary
users. The combination of game theory with ASRA will
enable the decision maker to re-utilize the previous informa-
tion about players states, their statistical information, channel
utilization, objects related to their action etc. to name a few
for intelligent decision making.

4) MULTI-USER MULTI-ARMED BANDIT PROBLEM
This technique is suitable for the single user CRN system
but is not suitable for CIoT system as it involves multi-users
(objects) having multi-arm bandit problem. This technique
can be deployed in our CIoT framework by combining with
evolutionary game theory models. Multi-user bandit is very
useful technique as it enables cognition which is the heart
of the system by learning without the statistical information
about other objects and environment. Existing CIoT solutions
like [93], [94], consider the multi-user scenario but these
solutions are more application specific and hence cannot be
applied effectively to more generic scenarios of CIoT as
dicussed in Section IIId. Therefore, we suggest to combine
the game theory model with multi-arm bandit problem to
achieve a more general and efficient solution for learning.
The literature review provides its example in [93], but these
research shows the initial work that has to be improved
for the practical implementation in CIoT. The authors pre-
sented the method to efficiently calculate the orthogonality
among the users. Moreover, they have calculated the opti-
mal system regret having a logarithmic order with time that
converges to maximum throughput of known channel model
and centralized users. Similar work presented in [94] pre-
sented the orthogonality among multiple users according to
time. Both the paper’s work provides excellent methods and
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policies to learn about the players in stationary environment.
These approaches can be applied on the CIoT environment
by combining it with game theory which enables multi-armed
bandit problem to find the excellent learning policy in non-
stationary environment. The need of the hour is to conduct
more research on this hybrid technique for the practical
implementation of the CIoT in near future.

5) OPTIMAL STOPPING PROBLEM IN
MARKOVIAN ENVIRONMENT
The previous section presented the optimal stopping prob-
lem in detail which shows that the random variables are
distributed independently which means they are spread ran-
domly and have no dependence on each other. Same is the
case with the IoT environment in which the objects are scat-
tered independently and the decision makers are also multiple
and are distributed across the network. This technique pos-
sesses many overheads of cost and complexity for multi user
scenario for maximizing the reward [2], [23], [66]. In [23],
Xu et al. proposed an intelligent learning algorithm which is
known as stochastic learning automata that converges to N.E
of game. Moreover, a bio-inspired system that consumes a
localized selfless game while each player maximizing utili-
ties and collecting utilities of its neighbors was proposed to
achieve global optimization via local information exchange.
In [66], the authors used the recall OSP model in which
the usage of the previously observed variable is allowed and
the decision is supported by the previously observed state.
They have used 1-SLA rule which can continuously sense
the stages and information of the players. Moreover, this rule
provides an optimal solution for monotone R- OSP models as
discussed in Section IIIc. This can be applied to the CIoT by
formulating it with the Markovian decision process to mini-
mize the cost and maximize the reward for decision maker.
The combination of this strategy and priori environmental
information maximizes expected rewards which depends on
a piecewise-deterministic process which gives the posterior
likelihoods of the unobserved Markovian environment. This
exciting new combination also creates new fundamental chal-
lenges like the sensing priorities and sequence, serves as an
important requirement in CIoT domain. More specifically,
any CIoT implementation should consider the sensing pri-
orities in each epoch as adaptive and optimized based on
the observation of Markovian environment. Ideally, a prac-
tical hybrid optimal stopping problem with Markovian game
model can be solved by providing adequate solution on cost
minimizations of the objects.

6) OPTIMAL STOPPING PROBLEM WITH UNKNOWN
STATISTICAL INFORMATION
In the previous section it is clearly visible that optimal
stopping problem requires object’s statistical information to
compute the cost and rewards every object accordingly. Such
problem can be easily resolved by combining OSP with
MAB problem. Likewise, the computational complexity can
be reduced by decoupling in each epoch for joint decision

execution task. The joint decision execution task is divided
into two separate phases i.e., determining sensing priority
and retrieving rule derivation [31]. In [84], Anandkumar et al.
have utilized the greedy algorithm for the selection of colli-
sion free channel selection profile. Moreover, they have used
adaptive random UCB1 algorithms which enable the SUs to
randomly chooses a channel only if the collision occur in
the previous slot otherwise it proceeds with UCB1 algorithm.
On the other hand, 1-SLA rule which can continuously sense
the stages and information of the players. These efficient
learning techniques explore the statistics of objects during
the decision process and maximize the reward on the basis
of current estimation statistics about objects as discussed in
Section III d. Basically, this technique utilizes more time on
estimating the statistics of each object during decision mak-
ing for better rewards for the objects based on statistical infor-
mation and decision making. In this approach, the MAB is
used to formulate the priority for sensing across epochs while
OSP is used to retrieve the rule across each epoch. In addition,
this approach will decrease the computational complexity in
OSP and by just calculating the access rule of selected pattern
in each epoch. The expected solution is to design the hybrid
technique by combining OSP with MAB for the solution of
unknown statistical information problem in CIoT.

VI. CONCLUSION
This paper has discussed the current state of the art and has
opened challenges in the emerging field of CIoT. We have
investigated the usage of decision theoreticmodels whichwill
empower CIoT paradigm, aiming at improving the interoper-
ability among heterogeneous smart objects. Overall, the CIoT
with decision theoretic models would allow for the joint
execution of heterogeneous smart objects in a federated man-
ner. This in turn would be able to provide a fundamen-
tal platform for practitioners who are interested to gain an
insight on CIoT and their related decision theoretic models
as a means for harmonizing decision making among smart
objects.
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