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ABSTRACT This paper proposes a new deep learning method, the greedy deep weighted dictionary
learning for mobile multimedia for medical diseases analysis. Based on the traditional dictionary learning
methods, which neglects the relationship between the sample and the dictionary atom, we propose the
weighted mechanism to connect the sample with the dictionary atom in this paper. Meanwhile, the traditional
dictionary learning method is prone to cause over-fitting for patient classification of the limited training data
set. Therefore, this paper adopts I,-norm regularization constraint, which realizes the limitation of the model
space, and enhances the generalization ability of the model and avoids over-fitting to some extent. Compared
with the previous shallow dictionary learning, this paper proposed the greedy deep dictionary learning.
We adopt the thinking of layer by layer training to increase the hidden layer, so that the local information
between the layer and the layer can be trained to maintain their own characteristics, reduce the risk of over-
fitting and make sure that each layer of the network is convergent, which improves the accuracy of training
and learning. With the development of Internet of Things and the soundness of healthcare monitoring system,
the method proposed have better reliability in the field of mobile multimedia for healthcare. The results show
that the learning method has a good effect on the classification of mobile multimedia for medical diseases,
and the accuracy, sensitivity, and specificity of the classification have good performance, which may provide
guidance for the diagnosis of disease in wisdom medical.

INDEX TERMS Medical big data, machine learning, mobile multimedia, deep learning, dictionary learning,
patient classification.

I. INTRODUCTION

With the development of the Internet, big data, cloud comput-
ing and artificial intelligence, machine learning is playing an
important role in different infrastructures. The combination
of machine learning and healthcare are also closely related.
Mobile multimedia system for healthcare is important for
resource and information management. Meanwhile, Internet
of Things (IoT) are now gaining recognition among the health
stakeholders as powerful enabling technologies for ubiqui-
tous and widespread healthcare monitoring [1]. Which can
make better decisions on patient’s diagnoses and lead to
overall improvement of healthcare services.

As we all know, there are several major categories of classi-
cal machine learning algorithms: neural network, clustering,
regression algorithm, decision tree, Bayesian, support vector
machine (SVM) and so on [2]. Deep learning is a general term
for neural network methods, which is based on learning rep-
resentations from raw data and contain more than one hidden
layer [3]. However, with the rapid development of computer-
level, some proposed algorithms remain to be improved,
which limited to bottlenecks of the amount of computing and
computing capacity at the time. Now machine learning and
people’s lives are inseparable, for example, it is widely used
in the medical diagnosis, recommendation system, weather
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forecast, environmental supervision and other aspects. With
the promotion of wisdom medical care and precision med-
ical, medical big data is closely interrelated with machine
learning, which better to drive the development of Internet
medical [4].

Nowadays, it is an era of rapid expansion of data, there
will be massive data every day in daily life, but it is difficult
to filter out the data we need from the hundreds of millions of
massive data. In order to deal with massive amounts of data,
the technology of big data was born [5]. In fact, the concept of
big data really began to slowly popular in 2008. In the special
issue of Science, the big data is defined as ‘“‘represents the
progress of human cognitive process, the size of the data set is
not in the tolerable time with the current technology, methods
and theory to obtain, manage, deal with” [6]. In June 2011,
the famous McKinsey & Company issued a study Report:
“Big Data: The Next Frontier for Innovation, Competition
and Productivity” [7], which announced the arrival of the Big
Data Age. The characteristics of big data widely recognized
in the traditional sense can be summarized as 4V: Volume,
Variety, Velocity and Value [8]. IBM believes that it should
also have the characteristics of Veracity [9].

Medical big data is a kind of large number of branches
in big data. Accompanied by the wisdom of medical hot,
the research of medical data is also in full swing [10]. Medical
data for the diagnosis of traditional patients, doctors generally
rely on their own empirical knowledge, depending on the
clinical symptoms and consultation information to give diag-
nostic methods, but also brought some diagnostic errors. The
development of science and technology has led to the need
for rapid and efficient diagnosis and treatment of diseases,
while reducing the risk of misdiagnosis caused by clinical
diagnosis [11]. This has urge to the study of automated patient
classification methods that are conducive to the effective
diagnosis and treatment of psychiatric disorders. We have
studied the changes in activity in various regions of the
brain through blood-oxygen-level-dependent (BOLD) tech-
niques from functional magnetic resonance imaging (fMRI)
and the corresponding conditions [12], [13], such as stud-
ies of depression and attention deficit hyperactivity disor-
der (ADHD). IoT provides a new life to the healthcare. One of
the better ways is where the doctors are able to certainly and
quickly use the relevant patient information through the help
of internet of things to take suitable actions [14]. In this paper,
the classification of the diagnosis of the patient is studied by
combining the knowledge of machine learning and medical
big data. The accuracy and error rate of the classification
are compared to judge the performance superiority of the
algorithm. The application of machine learning in the medical
big data will undoubtedly bring a new approach to medical
diagnosis.

The paper is organized as follows. We will introduce the
relevant research on the relevant situation in Section 2. Then,
in Section 3, the proposed GDWDL method is described
in the detailed introduction. After that, the verification of
the experiment is given and we analyze the result of the
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experiment in Section 4. Section 5 draws the conclusion and
discuss the future work.

Il. RELATED WORKS

This paper combines the knowledge of big data and machine
learning, and applies the basic algorithms of machine learning
to solve the problems of medical big data, such as large
amount of data, wide complexity and difficulty in handling.
It assists doctors to better treatment for patient through accu-
rate calculation and accurate prediction [15]. In the study
of classified medical data from nuclear magnetic resonance
imaging, predecessors have extended a series of methods
from dictionary learning to make corresponding contributions
in this respect.

The original dictionary learning was used for signal recon-
struction, but later the researchers applied the classification
by means of the label information to supervise the learn-
ing [16]. The classification methods of dictionary learning are
broadly divided into two categories: one is to learn directly
dictionary with the recognition, the other is the sparse rep-
resentation. Sparse representation is widely used in image
classification, and Wright et al. [17] proposed sparse rep-
resentation based classification (SRC) to deal with facial
recognition problems, which adopts 1;-norm regularization
constraint to ensure the sparsity of coding coefficients. The
SRC has a strong robustness to noise on the light and shade.
However, the dictionary is pre-defined rather than obtains
through a training set. As the amount of data increases, sparse
coding calculation will increase, which is not conducive to
training. Later, there are different people who propose to
learn a self-adapted dictionary for each class to improve
the previous method [18]-[20]. At the same time, for the
study of dictionary learning, the researchers began to learn
from another point of view in-depth study. This method is
to make the sparse coefficient of identification, which only
need to train to learn a whole dictionary and do not require
each class separately to learn a corresponding dictionary.
Zhang and Li [21] proposed an improved K-SVD (D-KSVD)
based on the K-SVD to construct a dictionary to sparse
represent the data and achieved a good representation of the
dictionary. Yang et al. [22] proposed the Fisher Discriminant
Dictionary Learning (FDDL) Method that a structured dic-
tionary atom should be able to learn the corresponding class
label by training rather than distinguishing between different
classes by representing the remainder. This method requires
the divergence is small in the class and the divergence of inter-
class is larger. Vu et al. [23] proposed a simple and effective
image classification method named discriminant feature-
oriented dictionary learning (DFDL). This method empha-
sizes the similarity of intra-class and the direct differences of
inter-class. Wang et al. [24] proposed an improved weighted
discriminant dictionary learning method that allows better
convergence between training samples and dictionary atoms
to achieve better classification effects. The literature [25]
introduces the depth nonnegative matrix decomposition and
a new matrix decomposition method is proposed. Which is
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suitable for the low dimension representation of the cluster
and is superior to other nonnegative matrix decomposition
problem.

Although the above series of methods have achieved the
corresponding results, they also have some shortcomings.
For instance, the dictionary learning methods treat all the
samples indiscriminately and ignore the inner relationship
between the dictionary atoms and sample. The constraints
of the number of the experimental sample data are prone
to cause over-fitting phenomenon. At the same time, some
algorithms can only find the local optimum solution rather
than the global optimal solution. The new approach proposed
in this paper will improve these problems, through layer by
layer training, optimization, and gradually approximate the
optimal solution. This paper proposes a method, which aims
to better facilitate the work of physicians and medical staff in
providing healthcare by using mobile devices technology.

Ill. GREEDY DEEP WEIGHTED DICTIONARY

LEARNING ALGORITHM

A. DATA SET

We obtained the required data from the Chinese Academy
of Sciences Institute of Automation, and used data from
depression as training data, then validated the effi-
ciency of our method with a resting-state fMRI database
of attention deficit hyperactivity disorder (ADHD). The
data were from the ADHD-200 sample for global com-
petition (http://fcon_1000.projects.nitrc.org/indi/adhd200/).
In this paper, we choose 30 data sets of depression as a
training set. Which get through transforming the pictures that
we get from some mobile devices, such as smartphones, PDA,
into digital information through a series of tool. In order to
rationalize the data distribution and randomness, we select
local people and the number of health and patients of each
15. At the same time, the number of health and patients
also include eight men and seven women, whose age is
random choice at different stages of a random distribution. All
the preparations are to eliminate the influence of additional
factors on experimental data. Through training of the training
set, we use the data set of ADHD to verify our results in detail,
to make experimental analysis and draw conclusions.

B. DATA SET PROCESSING

On one hand, the pictures obtained through some mobile
multimedia devices are not clear. On the other hand, it might
contain some noise that the clinical data we obtained from
the Institute of Automation of the Chinese Academy of
Sciences, which is not what we want. Meanwhile, the data
we get are too complicated, and some interfering data may
interfere with the experimental results and affect the results
of the tests. In order to ensure data purity and the cor-
rectness of the experiment, we have data source process-
ing to exclude irrelevant data. This paper uses a series of
processing methods, such as Statistical Parametric Mapping
(SPMS, http://www.fil.ion.ucl.ac.uk/spm/software/spmg8/),
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FIGURE 1. Boltzmann machine with three hidden layer.

Resting-State fMRI Data Analysis Toolkit (REST, http://
restfmri.net/forum/index.php), and Data Processing Assistant
for Resting-State fMRI (DPARST, http://www.restfmri.net/
forum/taxonomy/term/36), to ensure the effectiveness of the
data.

C. DEEP BOLTZMANN MACHINE
The deep Boltzmann machine (DBM) is developed on the
basis of the Restricted Boltzmann machine (RBM). Unlike
the RBM with only one hidden layer, DBM has multiple
hidden layer structures [26], [27]. As shown in Figure 1, it is
the Boltzmann machine structure with the three hidden layer.
RBM is usually an unsupervised learning model, but
some researches use class labels to training discriminative
Boltzmann machine, and if the hidden layer unit exceeds the
corresponding threshold, they will carry on corresponding
processing to control the sparseness of learning [28]-[30].
Deep Boltzmann machine is a non-directional learning
model, this feedback mechanism is conducive to manage
the uncertainty of learning model, which is different from
those top-down or bottom-up multi-layer network learning
architecture. In the unsupervised way to train a number of
restrictions Boltzmann machine, and then reached a good
classification effect through the composition of the deep con-
fidence network [31].

D. DICTIONARY LEARNING

Dictionary learning can be simple called sparse coding.
We understand the dictionary learning from the perspective
of matrix decomposition. In fact, it is equivalent to a given
data set X and each column of the matrix X represents a
sample. The goal of dictionary learning is to make matrix X
decompose into matrix D and matrix K:

X~ Dx*K (1)

Here the coefficient matrix K is as sparse as possible, and
each column of D is a normalized vector, D is the dictionary,
and each column of D is an atom. In practice, we can directly
create the following objective function to carry out the corre-
sponding dictionary learning.

F = argmin ||X — DK ||?
DK
s.t. I Xlp =L ()
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Where L is a constant, which is a sparse constraint parame-
ters. It needs to deal with the corresponding to meet the exper-
imental needs when a certain threshold is not satisfied. For the
dictionary learning, there are many other methods of research
on the original basis, and there is a detailed description of the
expansion thinking in the literature [25], [32], [33].

E. GREEDY DEEP WEIGHTED DICTIONARY

LEARNING (GDWDL)

1) OBJECTIVE FUNCTION

We have the clinical data preprocessing and extract the
feature of the data information. The extracted data informa-
tion is expressed as a matrix X' € R™*" where m repre-
sents the number of brain regions, n is the number of code
time series. In order to better express the contrast training
results of health and disease, we separate training on health
group (HG), the matrix expressed as X € R™*"_ the dis-
ease group (DG), the matrix is expressed as X € R™*Md,
and p and q are the number of objects each class, respec-
tively. By training we need to find the appropriate dictionary
D (D = [Dy, Dy, ..., DRr]) for the sparse representation of
the health group HG and the dictionary D used to represent
the disease group DG, all of which are R™*R (where r > m,
r < np, r 3> nq) with m rows and r columns, R is the number
of dictionaries. For simplicity, this paper only discusses and
compares the models of the health group, since the patient
group and health group are similar in model and can be dealt
with in a similar way. The objective function of the health
group proposed in this paper is as follows on the basis of
dictionary learning:

c
1 W;
F = arg min —Z—’ || x;
pkR\CHW

Cv ~
ey
- = — || X
cgw T
st |ldell3 =1,
Hi(H2<ez, c=1,2,...r 3)

— Dkill3

1Kz < e1,

Where ¢ = np is the number of columns of X, D is the
sparse representation dictionary for the entire training group,
X; is the column vector of X, k; is the coding coefficient of
Xi, W;j is the weight coefficient of x;, W is the sum of each
column vector of the weight ratio. Similarly, C = nq is the
number of columns of X, Xj is the column vector of X, k is
the coding coefficient of %;, W; is the weight coefflclent of
%j, p is the regularization parameter. The first expression of
the objective function emphasizes that the difference in the
internal class is small during the classification process, and
the second expression emphasizes the difference between the
class and the class. The objective function is set up in order to
balance the sparseness of the sample, and to better represent
the effect of classification.

It is to improve the accuracy of the classification using
weight, to ensure that the various samples fluctuate within
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their reasonable range, and matches better with the real situ-
ation. The weight is defined as follows:

1 _

Wi=—exp(= | —d| )
1 C

W= Z:W,- 5)

Where Z is the normalized constant, d is the mean vector of
dictionary atoms in D, and C is the number of column mean
vectors. Similarly, the definition for W; is similar.

2) OPTIMIZATION PROCESS

The matrix decomposition mentioned above is equivalent to
a single-layer neural network, and the algorithm proposed in
this paper is based on multi-layer dictionary learning, that is,
multi-layer matrix decomposition:

X=D1*Dyx*...xK (6)

The shallow dictionary learning is a non-convex opti-
mization problem. It will make the problem becomes more
complex while increasing the hidden layer, and multi-layer
dictionary learning to participate in the parameters greatly
increased, and sometimes it easily cause the phenomenon
of over-fitting in the limited training samples. Therefore,
this paper adopts the study thinking of layer-by-layer train-
ing based on the previous study, using a similar approach
to the method of SAE and DBN [34], [35]. The objective
function is modified on the basis of the original. The layer-
by-layer training makes ensure that each layer is conver-
gence and the entire training process is perfect and effective.
To three-layer decomposition, for instance, the diagram is
shown in Figure 2.

> D, D

FIGURE 2. The decomposition process of layer-by-layer learning.
In fact, the process of deep learning is the first training to

learn the feature K; and the weighted dictionary Dy of the
first layer.

X =D1 xK; @)

Then learn we treat the feature K; learned from train-
ing of the first layer as input of the second layer to
learn, and then get the second feature K, and the weighted
dictionary D>

Ki =D x K> (8)
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And so on, you can achieve deeper dictionary learning.
In the whole process of training, in order to ensure more
accurate classification, reduce the coupling between class and
class, increase the cohesion within the class, better reflect
the authenticity of the data, avoid cause problem of the deep
neural network error accumulated too long and reduce the
error, we hope to get a dictionary each layer can satisfy:

Di * K, i = X,' (9)

Djx Ki = 0G # J) (10)

So we increase the constraint of coefficient recognition
force, the corresponding constraints on each layer of the
dictionary and optimize the coefficient with F-norm regular-

ization constraint. 1 is a regularization parameter to prevent
over-fitting,

Ai = |lxi — Dkill3 + llx; — Dik;lI3 (11)
. 2 - 2
B = % — Dk 3 + |5 — Dy | (12)

The objective function is modified as follows:

+1 Z ||D,1<,~ ||2 +oIKI) (13)
i#j

C

SI%

F* = arg min (=

D,K.K .
i=1

While training each layer can be optimized through two
ways, one is the dictionary matrix D and D remain unchanged
to update the coefficient encoding K and K, the other
is to maintain the coefficient encoding K and K unchanged
to update the dictionary matrix D and D. The objective
function is solved when the dictionary matrix remains
unchanged. Similarly, the two classes are treated in the same
way:

— Dk} + 1 lkl3) (14

W
K = argmin (L7

Where X is the regularization parameter.

By solving the objective function with the least squares
method, k; is derived from the above equation, and the deriva-
tive is zero. The optimal solution is obtained as follows:

ok’ : Wi (or T
o = aremin QG (D D +1) k—DTx)) (15)

Where 1 is the unit matrix, DTD + I and DTxi are calculated
in advance at each stage After each layer is updated with the
coefficient matrix k,, I (D™D +1) k; is used to calculate the
best sparse matrix.

When the coding coefficients K and K remain unchanged,
the dictionary matrices D and D can be updated by layer-by-
layer training and then we update D (D = [Dy, D», ..., DRr])
by setting K unchanged. We update D; = [d;, do, ..., d:]
by training on each layer, when updating Dj, all D; (j # 1)
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are kept constant and the objective function can be simplified
as:

F** = argmm (—Z MAyP —Z W]B
j=1
+ nZ |Dik: |2+ ¢ IK112)
i#j
st lldel5 =1,

ot
%

c=1,2,...r (16)

Then we can simplify the solution of the equivalent expres-
sion:
C
. 1 W[ 2
F = argrrll)1in (E 21: W(”X — DiK;|| %
=
2
+ X — Dill) +n Y | DiKi|| )
i#j
stt. dell, =1,¢c=1,2,...,R 17)
~ C
When X =X — > DjK| and K; are the representation

j=Lj#
matrix of X on Dj, the above equation can be written as:

1 W,
. i 2
F= argmin = 21: W IT; — DVl 7
=
st. |ldellh=1,¢=1,2,...,R (18)
Where, I, = |XXi0...00...0|, ¥; = [KKK;...
Ki—1Ki+1 ... K], 0 is a zero matrix selected based on the

context. The optimal solution of the objective function is
solved by updating each dictionary atom and referencing the
algorithm described in [23] and [36].

1

zczs, (he — Ds,.) + d. (19)
d. = S (20)
Izl

Where S . represents the value of S’ at position (c,¢),
h, represents the cth column of matrix X, and s, represents
the cth column value of S'.

The algorithm proposed in this paper is shown in Table 1.

IV. APPLICATION TEST AND DATA ANALYSIS

In this section, we apply the data validation to the algorithm
proposed in this paper to test the performance of the algo-
rithm, such as the accuracy, sensitivity and the mean error
rate. Compared differences with the previous algorithms in
these performances.

A. ENVIRONMENT AND PARAMETER SETTINGS

We verify validation of test data with a win7 system 4-core
and 8G memory, and draw the relevant conclusions through
the comparison test results. The normalized parameters p =
0.001, A = 0.2 and n = 0.3 in the experiment. In order to
avoid interference from other factors, all parameters are chose
by the same method. We randomly perform 10 experiments to
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TABLE 1. Algorithm process.

Algorithm : GDWDL
1. Parameters Initialization
Initialize the atoms of D; as the feature vectors of
Xi.
2. Input
Matrix X and X, dictionary size r, regularization
parameter p, A and 1
3. Process Core
1) while the algorithm is not converged and the
training layer isn’t the last one do
2) update the weight W and W by solving Eq.
(4) and (5)
3) Fix D, update K and K by solving Eq.( 14)
4) Fix K and K, all d;,l#i update d; by
solving Eq.( 20)
Update all d; and hence the whole dictionary
D; is updated
4. Output
Return to step 3 until the objective function values
achieves the optimal solution or the maximum
number of iterations is reached. Then output D and
K.

verify for each data set we tested, and finally use the average
of 10 times to measure the final result.

B. CLASSIFICATION EVALUATION INDICATORS

True positive (TP) refers to the number of samples that the
actual sample is abnormal lesions and is detected with lesions.
False positive (FP) refers to the number of samples that have
been detected without abnormal disease but the actual sample
is abnormal disease. True negative (TN) refers to the number
of samples that are actually no symptoms and are detected
without disease. False negative (FN) refers to the number of
abnormal disease but the samples are detected as disease-
free [37]. True positive rate (TPR), False positive rate (FPR),
Accuracy (Acc), Specificity (Spe) are defined as follows:

TP

Sen=TPR= —— (1)
TP + FN
TP + TN
Acc = (22)
TP + TN + FP + FN
Spe = il (23)
Pe = TN T FP
FP
FPR = — 24
TN + FP

At the same time, we introduce the receiver operating char-
acteristic curve (ROC) to intuitively observe the recognition
ability of the disease classification, and judge the superiority
of the algorithm proposed by the curve.

C. RESULTS ANALYSES
In this section, we analyze the test results in detail. Compared
the differences between the algorithms, we make the chart for
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FIGURE 4. Comparison of the sensitivity of algorithms with different
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an intuitive comparison through many tests and recording the
corresponding experimental data. We verify the superiority of
the algorithm proposed in the accuracy, sensitivity, specificity
and error rate in detail.

We set up different dictionary sizes to train and verify
the accuracy of these algorithms in the data set of depres-
sion. As shown in Figure 3, the histogram clearly compares
the accuracy differences of these algorithms with different
dictionary sizes. We can see that the accuracy of training
for different algorithms under different dictionary sizes is
different in understanding the overall trend of the algorithm.
The GDWDL algorithm proposed in this paper is higher than
the other two algorithms from the overall trend, and we learn
that it is more appropriate in the dictionary size of 200.

As shown in Figure 4, it presents the sensitivity trends of
the algorithms in different dictionary sizes. At the beginning,
it is difficult to judge which algorithm is better, because the
training rate of data is not high and the learning level is low.
However, with the dictionary size increases, the trend is clear
when the number of dictionaries reaches 180, after then the
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growth trend is apparent slow, and the algorithm proposed in
this paper is superior to the other two algorithms in sensitivity.
Therefore, as a whole, the GDWDL algorithm proposed in
this paper has better sensitivity than the other two algorithms,
and it can better the patient classification.

As shown in Figure 5, it presents the specificity trends of
the algorithms in different dictionary sizes. Throughout the
whole process, the GDWDL algorithm proposed in this paper
is higher than the other two algorithms in specificity, which
explains that the algorithm proposed in this paper can effec-
tively identify actual disease-free is really negative from the
experimental data and accurately improve the classification
efficiency of the algorithm.

We train the algorithm in different dictionary sizes and
record the error rate data of the experiment several times. The
data analysis based on the average value is shown in Figure 6.
We have analyzed the error rate of training has been reduced
with the increase of the size of the dictionary. However,
it does not mean that the dictionary size is bigger the better,
and after a period of training, the dictionary size reaches a
bottleneck, which is not the main factor on the impact of
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the error rate, so the late error rate dropped significantly
slow. The dictionary size reaches a certain threshold, and
then increase dictionary size could not have the average error
reduce but will rise. For the algorithm proposed in this paper,
the minimum error rate distribution is just about 200 in the
dictionary size, indicating that the dictionary size is more
reasonable in this point. The graph data shows that the error
rate of the algorithm proposed in this paper is generally lower
than other algorithms, which further proves that the algorithm
is superior to other algorithms.

Through the above test, we selected the dictionary size
of 200 is more reasonable, and when setting the test sample
training, we change the number of iterations to observe and
record the mean error rate of the algorithm for the clas-
sification. As shown in Figure 7, the overall error rate is
decreased as the number of iterations increases, but it is
not always reduced, and the latter tends to be smooth and
maintained in a specific value neighborhood. The overall
error rate of the GDWDL algorithm proposed in this paper is
lower than the other two algorithms, the rate of error reduction
is relatively large, and it is stable earlier, which has better
advantage.
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TABLE 2. Time complexity analysis of algorithm.

Algorithm Complexity Running Time
FDDL 0(ckm(h + 2¢cpk) 4 ¢*mn) 627.60s
DFDL O(ckm(h + p)(2n + L*)) 314.11s

GDWDL 0(ck?m(h + p) + 2kmn) 187.92s

TABLE 3. Comparison of the algorithms performance on the ADHD
dataset.

Algorithm | Accuracy (% )| Sensitivity (%) | Specificity (%)
SVM[38] 62.73 33.33 87.50
SRC[17] 72.73 66.67 75.00
FDDL[39] 68.82 64.87 80.41
DFDL[23] 77.64 66.72 78.67
GDWDL 90.67 87.64 92.76

Figure 8 shows the comparison of the ROC curve of these
algorithms. We can see that the GDWDL algorithm proposed
does improve the area of the ROC curve to a certain extent by
observing the trend and the concavity and convexity of each
curve, which is better than the other two algorithms to verify
the effectiveness of the algorithm.

D. TIME COMPLEXITY ANALYSIS

In this section, we compare the time complexity for the pro-
posed GDWDL and competing dictionary learning methods:
FDDL and DFDL. The time complexity analysis quantita-
tively describes the running time of the algorithm, indicating
the computational workload. As we all know, in most of the
dictionary learning methods, complexity mainly depends on
the sparse coding step. From Table 2, it is clear that the
proposed GDWDL is the least expensive computationally on
the ADHD dataset. The parameters are as follows: ¢ = 2
(classes), k = 200 (atoms per class), m = 158 (columns of
sample), n = 103 (rows of sample), h = q = 30 (samples per
class), and L is the sparsity level. The running time for these
methods is shown in the final column of Table 2. We can find
that GDWDL is faster than other algorithms.

E. VERIFICATION OF OTHER DATA SETS

We have training experiments on the depressive data set and
get the above series of results, and then we will further
validate the superiority of our proposed method on the ADHD
dataset. We use leave-one-out cross-validation (LOOCYV) to
verify the effectiveness of the algorithm and compare the
accuracy, sensitivity and specificity of the algorithm in the
ADHD data set in order to evaluate the performance of the
classification. Table 3 shows the relevant comparative data.

V. CONCLUSIONS AND FUTURE WORK

This paper proposes a novel method of deep learning,
GDWDL, which applied to the classification of mobile
multimedia for medical diseases. With the help of mobile
multimedia technology, we timely follow-up observation to
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patients and exchange the collected information into data
information. It can better and more effectively classify the
patients, taking into account the large amount of data on the
basis of large data accumulation Complex and difficult. Using
the weight method to measure intrinsic relation between the
sample and the dictionary atom, we deal with the over-fitting
phenomenon for the limited training set through l-norm
regularization constraint. At the same time, we introduce
the model of the deep network learning, and make local
information between the layers train to ensure that each layer
is convergence, layer by layer to promote their own charac-
teristics, in order to achieve the best classification effect. The
combination of healthcare and machine learning can play a
great role in machine learning, and better improve efficiency
in the field of mobile multimedia for healthcare. In this paper,
we can easily see that the algorithm proposed in this paper
is superior to other algorithms in the performance of patient
classification by processing the collected medical data and
testing the data.

Although the proposed algorithm is superior to other algo-
rithms such as FDDL and DFDL, this is only the result of
experimental verification on depression and ADHD data sets.
There are some shortcomings to be further study in the future.
The focus of the latter research will be on the other data set
to verify its classification performance. At the same time, our
training sample data is too small, it is necessary to increase
more data sets to test better. We choose the dictionary size is
less than 300, the number of iterations in 200, this algorithm
is only to verify the superiority in this range, but the latter
also need to increase the dictionary size and iteration times to
experiment. With the new European General Data Protection
Regulations (GDPR), make black-box approaches difficult to
use [40], we will strengthen research in this area later. In addi-
tion, we need to verify the stability of the algorithm and
compare against more classification methods in the future.
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