
Received March 10, 2018, accepted April 1, 2018, date of publication April 6, 2018, date of current version May 16, 2018.

Digital Object Identifier 10.1109/ACCESS.2018.2823765

Analog Circuit Incipient Fault Diagnosis Method
Using DBN Based Features Extraction
CHAOLONG ZHANG 1,2, YIGANG HE2, LIFENG YUAN 3, AND SHENG XIANG3
1School of Physics and Electronic Engineering, Anqing Normal University, Anqing 246011, China
2School of Electrical Engineering, Wuhan University, Wuhan 430072, China
3School of Electrical Engineering and Automation, Hefei University of Technology, Hefei 230009, China

Corresponding authors: Chaolong Zhang (zhangchaolong@126.com) and Yigang He (18655136887@163.com)

This work was supported in part by the National Natural Science Foundation of China under Grant 51607004 and Grant 51577046, in part
by the State Key Program of National Natural Science Foundation of China under Grant 51637004, in part by the National Key Research
and Development Plan ‘‘Important Scientific Instruments and Equipment Development’’ under Grant 2016YFF0102200, in part by the
Equipment Research Project in Advance under Grant 41402040301, and in part by the Anhui Provincial Natural Science Foundation under
Grant 1608085QF157.

ABSTRACT Correct identifying analog circuit incipient faults is useful to the circuit’s health monitoring,
and yet it is very hard. In this paper, an analog circuit incipient fault diagnosis method using deep
belief network (DBN) based features extraction is presented. In the diagnosis scheme, time responses
of analog circuits are measured, and then features are extracted by using the DBN method. Meanwhile,
the learning rates of DBN are produced by using quantum-behaved particle swarm optimization (QPSO)
algorithm, which is beneficial to optimizing the structure parameters of DBN. Afterward, a support vector
machine (SVM) based incipient fault diagnosis model is constructed on basis of the extracted features to
classify incipient faulty components, where the regularization parameter andwidth factor of SVMare yielded
by using the QPSO algorithm. Sallen–Key bandpass filter and four-op-amp biquad high pass filter incipient
fault diagnosis simulations are conducted to demonstrate the proposed diagnosis method, and comparisons
verify that the proposed diagnosis method can produce higher diagnosis accuracy than other typical analog
circuit fault diagnosis methods.

INDEX TERMS Analog circuits, incipient fault diagnosis, DBN, SVM, QPSO.

I. INTRODUCTION
Circuits are widely used in domestic appliances, automotive
electronics, power supply systems, and industrial electronics,
etc [1]–[6]. Generally, circuits are divided into analog and
digital circuits. Meanwhile, 80% circuit faults occur in the
analog circuits although there are less than 20% of circuits
are analog [7]. As a result, analog circuit fault diagnosis plays
an important role in the health monitoring of circuits.

In general, analog circuit faults are categorized into hard
faults and soft faults. Hard faults refer to the circuit com-
ponents’ catastrophic failures such as open circuit and short
circuit, and they are easy to be recognized. Soft faults denote
the component values’ deviations, and they occur most fre-
quently in the circuit operation. Obviously, soft faults are
more difficult to be diagnosed than hard faults, and analog cir-
cuit fault diagnosis generally refers to the soft fault diagnosis.

In order to indentify analog circuit faults, many
researchers have made contributions in recent years [7]–[25].
Spina and Upadhyaya [8] have applied the measured time

responses to an artificial neural network (ANN) directly,
where a large number of invalid information contained in
the time responses not only has brought about high compu-
tational load, but also has leaded to poor results. Therefore,
extracting efficient features from the measured signals has
been a critical research area in analog circuit fault diag-
nosis because the efficient features can reflect significant
differences between different faults. Aminian et al. [9]–[12]
have introduced wavelet transform to process the measured
signals, and wavelet coefficients have been extracted as
features. Tan et al. [13] have presented S-transform to deal
with the raw data, and the magnitudes of S-transform’s output
have been used as features. Yuan et al. [14] have calculated
kurtosis and entropy of the measured signals, and have
applied them as features to the diagnosis. Wavelet-based
fractal analysis has been presented by Xiao and Feng [15],
and it has been applied to decompose the measured signal
data into fractal dimensions used as features. Particle swarm
optimization (PSO) algorithm andMahalanobis distance have
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been used by Long et al. [25] to select near-optimal features.
However, it is unavoidable to generate a large amount of
redundant information by using traditional features extraction
methods. In order to remove the redundant information con-
tained in the extracted features and reduce the dimensionality
of the features, principle components analysis is used in
most of the works to generate principle components from
the extracted features [9]–[12], [15], [16], which further
complicates the features extraction process.

In order to monitor the analog circuit’s health degradation
and predict its failure time, it is necessary to correctly identify
analog circuit faults at their incipient stages. Analog circuit
incipient faults refer to that the circuit components’ value
deviations have been out of their tolerance ranges while the
values have not yet developed to their fault values. Mean-
while, the components tend to be faulty. However, most of
the diagnosis works focus on analog circuit fault diagno-
sis [8]–[22], rather than incipient fault diagnosis [23]–[25].
The reason is that the extracted features are difficult to reflect
the sufficiently discriminative information of incipient faults
because the differences between the different incipient fault
values and nominal value are too small. Moreover, the over-
lapping of different incipient faults occurs easily. Therefore,
it is critically important to develop efficient features extrac-
tion method to extract essential features for analog circuit
incipient fault diagnosis.

Recently, deep belief network (DBN) has been proposed as
an unsupervised features extraction method because the DBN
method can efficiently extracts high-level and hierarchical
features from the measured signal data by using a multiple
nonlinear transformation [26]. Compared to the traditional
signal-based features extraction methods, DBN directly
extracts features from signals without applying any prior
domain knowledge. Hence, signals from the same source
are equally processed as uniform high-order representations.
In recent years, DBN has been applied to extract features
for visual recognition, phone recognition and spectral–spatial
classification [27]–[29], and promising results are obtained.

DBN’s learning rates affect its features extraction effec-
tiveness deeply because the learning rates determine the
DBN’s structure parameters. However, the learning rates are
set according to experience traditionally because the DBN
method is lack of theory dependence, which is hard to obtain
the optimal values. Furthermore, the learning rates need to
be reset their values when the measured signal data change.
As a result, it is necessary to develop a method to generate
the optimal values for the DBN’s learning rates automatically
based on the measured signal data.

With respect to the diagnosis tool used in the diagnosis,
ANN has been a classical method applied in analog circuit
fault diagnosis [8]–[16]. However, the method has disadvan-
tages of low convergence rate, poor generalization perfor-
mance and easy falling local optimal solution. Support vector
machine (SVM) [30] accounts for the trade-off between
learning ability and generalizing ability by minimizing struc-
ture risk, and the method has demonstrated good learning

and generalization performance for small sample [17]–[22],
which is applicable for analog circuit fault diagnosis. There-
fore, SVM has been used to construct diagnosis model for
the purpose of classifying analog circuit faults [17]–[22].
Meanwhile, regularization parameter and width factor are
important parameters in the SVM, and they need to be set
optimal values when constructing the SVM based diagnosis
model.

Quantum-behaved particle swarm optimization (QPSO)
algorithm is a heuristic optimizing method based on quan-
tum theory and PSO algorithm [31], [32], and it can seek
suitable parameters for complex, nonlinear and multimodal
problems [33]–[35]. In this paper, an analog circuit incipient
fault diagnosis method using DBN based features extrac-
tion, SVM and QPSO is presented. In the incipient fault
diagnosis scheme, different incipient fault modes of analog
circuits are set firstly, and then time responses of analog
circuits are measured. Afterwards, the DBN method is used
to extract the hierarchical representations of time responses
as features, where the learning rates of DBN are generated
by QPSO algorithm. Based on the extracted features, a SVM
based diagnosis model is constructed, where the regulariza-
tion parameter and width factor of SVM are also generated
by QPSO algorithm. Finally, the constructed incipient fault
diagnosis model is used to identify analog circuit incipient
faults.

The material in the paper is organized in the following
order: Section 2 briefly presents the DBN based features
extraction method. Section 3 introduces SVM algorithm.
Section 4 describes QPSO algorithm, and discusses param-
eters generation procedure. Analog circuit incipient fault
diagnosis simulations are implemented in Section 5. Finally,
Section 6 draws conclusions.

II. DBN BASED FEATURES EXTRACTION METHOD
Features extraction is critically important to incipient fault
diagnosis because the efficient features are beneficial to
improving the diagnosis accuracy. As a result, various tech-
niques have been used to extract features for fault diagnosis.
Especially, DBN based features extraction method is pre-
sented to address this challenging problem.

DBN is a typical deep learning method. The method
employs a greedy layer-wise training model in its pretraining
phase firstly, and then adopts a back-propagation in subse-
quent fine-tuning phase. In the work, DBN is utilized to
extract efficient features for analog circuit incipient fault
diagnosis.

A. RESTRICTED BOLTZMAN MACHINE (RBM)
RBMs construct DBN by a greedy layer-wise training model.
RBM is a two-layer network which includes a visible layer
v = {0, 1}D and a hidden layer h = {0, 1}K , and its
architecture is showed in Fig. 1. Visible layer and hidden layer
both contain a number of units and the input data are fed to
the visible layer v generally. The energy of the layers’ joint
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FIGURE 1. RBM’s architecture.

configuration is defined as

E(v,h) = −
D∑
i=1

K∑
j=1

viwijhj −
D∑
i=1

civi −
K∑
j=1

bjhj (1)

wherewij is the weight associate with visible unit i and hidden
unit j; ci is a bias term of visible unit i; bj is a bias term
of hidden unit j. In DBN, weights are important structure
parameters.

The layers’ joint distribution is given by

p(v,h) =
1
Z
exp(−E(v,h)) (2)

where Z is a normalizing constant. Reducing the energy can
increase the probability.

The hidden layer h’s and visible layer v’s conditional dis-
tributions are generated as follows

p(hj = 1|v) = σ (
∑
i

wijvi + bj) (3)

p(vi = 1|h) = σ (
∑
j

wijhj + ci) (4)

σ (s) =
1

1+ exp(−s)
(5)

By setting each vi to 1 in (4), the visible layer is recon-
structed.

Weights are updated by using contrastive divergence
method. A weight’s variation is defined as

1wij = ε(vihjdata − vihjreconstrction) (6)

where ε is a learning rate. Every RBM has a learning rate
and proper values of weights can be generated by a suitable
learning rate.

RBM reconstruction procedure is showed in Fig. 2. In the
procedure, the hidden layer h tries to reconstruct a visible
layer v∗ which is almost the same with the visible layer v.
Then, the data contained in hidden layer h are extracted as
features. If the RBN model can recover the visible layer
perfectly, it represents that the hidden layer h learns effective
information from the input data, and the produced weights
can be regarded as good structure parameters of the input

FIGURE 2. RBM reconstruction procedure.

FIGURE 3. A typical instance of DBN.

data. Therefore, the learning rate is important to the RBM
reconstruction procedure for it can determine the DBN’s
structure parameters.

B. DBN AND ITS FEATURES EXTRACTION PROCEDURE
Usually, only a RBM can not learn features well. Therefore,
more than one RBM are stacked to extract features. The
extracted features of the first RBM are input to the next RBM.
Fig. 3 shows a typical instance of a DBN with two RBMs,
where ↑ refers to pretraining, and ↓ denotes fine-tuning; the
output layer employs a Softmax classifier usually.

The DBN based features extraction method includes two
training phases: pretraining phase and fine-tuning phase.
In the pretrainning phase, the input signal data are learnt by
the first RBM and the first layer’s features are produced.
Then, the first layer’s features are input to the second RBM
and the second layer’s features are generated. Repeatedly run
in the manner, and the features of last RBM are the learnt
features of pretrainning phase. Then, the features of last RBM
are input to the output layer for fine-tuning.

In the fine-tuning phase, the pretrained DBN network is
fine-tuned by a Softmax classifier. This Softmax classifier
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classifies the learned features of pretrainning phase. The input
data labels are compared with the labels generated by the
Softmax classifier, and then a back-propagation is performed
to minimize errors by refining the weights. After fine-tuning,
the updated weights are used in the RBM, and the new
learnt features of last RBM are the extracted features of DBN
finally.

During the DBN based features extraction procedure, the
learning rates are critically important to the DBN. In the
past works [27]–[29], the learning rates are set according to
experience, which is inefficient and easy to miss the optimal
values. In the work, QPSO algorithm is used to produce
suitable values for the learning rates.

III. SVM
An incipient fault diagnosis model needs to be constructed
after features extraction. SVM is a commonly used classifier
in analog circuit fault diagnosis because of its learning and
generalization performance for small sample. In the work,
the SVM is used to set up a diagnosis model based on the
extracted features.

The SVM is statistical learning technique which explores
an optimal hyperplane as a decision function in high-
dimensional space. Assume D = {xi, yi}Ni=1 is a labeled data
set, where xi ∈ Rd and yi ∈ {1,−1}. These training patterns
are linearly separable if the following condition is satisfied

yi(w · xi + b)− 1 ≥ 0 (7)

where w and b are parameters with w ∈ Rd and b ∈ R.
In supervised learning, a hypothesis f needs to be gener-

ated by

fw,b(x) = sign(w · x+ b) (8)

The SVM seeks the separating hyperplanes for the distance of
classes by maximizing a line perpendicular to the hyperplane.
A constrained optimization problem is presented as follow

min
w,b

1
2
‖w‖ (9)

A positive constant C called regularization parameter is
introduced to balance the margin and misclassification error.
Therefore, problem (9) can be rewritten as

min
w,b,ξ1,...ξN

[
C

N∑
i=1

ξi +
1
2
‖w‖

]
(10)

where ζi ≥ 0, and it is a slack variable.
K (x, xi) = ϕ(x) · ϕ(xi) is introduced to map the original

input space to a Hilbert spaceH and the decision function can
be represented by

f (x) = sign(
∑
i

λiyiK (x, xi)+ b) (11)

where λi is a Lagrange multiplier.

Gaussian radial basis function is a commonly used kernel
function with powerful nonlinear processing capability

K (x, xi) = exp(−
(x− xi)2

2γ 2 ) (12)

where γ is a width factor.
The regularization parameter and width factor of SVM are

important to the classification. In the work, QPSO algorithm
is adopted to generate the parameters.

IV. QPSO ALGORITHM AND ARAMETERS
OPTIMIZATION PROCEDURE
A. QPSO ALGORITHM
PSO algorithm is a heuristic searching method presented by
Eberhart and Kennedy in 1995 [32]. By impersonating birds’
fishing procedure, particles in the algorithm are employed to
explore the optimal solution for the optimization problem.
However, the algorithm has shortcomings of easy trapping
in local optimum and slow convergence. Sun et al. [31] have
proposed QPSO algorithm based on quantum theory. The
probability of each particle’s next iteration position relies on
the potential field of the particle, which is defined as follows

Xi(t + 1) = P± a|nbest − Xi(t)|In(
1
u
) (13)

nbest =
1
N

N∑
i=1

Pi (14)

P = sPi + (1− s)Pg (15)

where i = 1, 2, · · · ,N , and N is swarm size; u and s are
uniformly distributed random numbers generated between
0 and 1;Pg is the global optimal position of all particles andPi
is the particle i’s optimal position; Xi(t + 1) is the position of
particle i in iteration t+1; nbest is the center of all individual
optimal positions; a is a contraction expansion coefficient.
Assume f (x) is a maximized fitness function, and the

particle i’s optimal position is defined as

Pi =

{
Pi, f (Pi) > f (Xi(t + 1))
Xi(t + 1), f (Pi) ≤ f (Xi(t + 1))

(16)

The global optimal position is determined by

Pg(t) = argmax {f (Pi)} (17)

QPSO algorithm has already been used for solving var-
ious optimization problems, and promising results have
been obtained [33]–[35]. In the work, QPSO algorithm is
employed to generate the appropriate learning rates for DBN
and produce the suitable regularization parameter and width
factor for SVM.

B. PROCEDURE OF PARAMETERS GENERATION
In DBN, every RBM has a learning rate. Traditionally, the
learning rates are set according to experience. In the work,
the learning rates are generated by QPSO algorithm based on
the measured signal data. Every learning rate corresponds to
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FIGURE 4. Flowchart of learning rates generation by using QPSO
algorithm.

one dimension in the multi-dimensional position of a particle.
The flowchart of the learning rates generation is showed
in Fig. 4 and the generation steps are described as follows

1) Initialize the QPSO algorithm’s parameters including
maximum iteration, swarm size, contraction expansion coef-
ficient, and each particle’s position, etc.

2) Calculate the fitness value of each particle, and the steps
can be described as follows

2.1) Map the multi-dimensional position of a particle to the
learning rates of a DBN, and then extract the features by using
the DBN.

2.2) Perform incipient fault diagnosis by using the DBN’s
Softmax classifier based on the extracted features, and then
diagnosis accuracy is obtained as following

diagnosis accuracy =
Scorrect
Stotal

× 100% (18)

where Stotal refers to the total amount of training data,
and Scorrect denotes the number of training data classified
correctly.

2.3) Export the diagnosis accuracy as the particle’s fitness
value.

3) Yield each particle’s optimal position and elect the
global optimal position according to (16) and (17).

4) Update the position of each particle in accordance with
(13) - (15).

5) Repeat step 2) to 4) until matching the terminate condi-
tion.

6) Export the optimal multi-dimensional position gener-
ated in the optimization as the learning rates of DBN.

7) Exit the program.
The regularization parameter and width factor of SVM

are generated by QPSO algorithm based on the extracted
features, and the two parameters are mapped to the
2-dimensional position of each particle. Diagnosis accuracy
produced by the SVM based on the extracted features is used
as the fitness function. The generation steps are described as
follows

1) Initialize the QPSO algorithm’s parameters including
the maximum iteration, swarm size, contraction expansion
coefficient, and each particle’s position, etc.

2) Calculate the fitness value of each particle, and the steps
can be described as follows

2.1) Map the 2-dimensional position of a particle to the
regularization parameter and width factor of a SVM, respec-
tively.

2.2) Perform incipient fault diagnosis by using the SVM
based on the extracted features, and then diagnosis accuracy
is obtained according to (18).

2.3) Export the diagnosis accuracy as the particle’s fitness
value.

3) Calculate each particle’s optimal position and elect the
global optimal position according to (16) and (17).

4) Update the position of each particle in accordance with
(13) - (15).

5) Repeat step 2) to 4) until matching the terminate condi-
tion.

6) Export the optimal 2-dimensional position generated in
the optimization as the regularization parameter and width
factor of SVM.

7) Exit the program.

V. SIMULATION EXPERIMENTS
The occurrence of single-fault condition has higher probabil-
ity than the double-fault condition, and the method applying
to the single-fault condition is also applicable for the double-
fault condition [15, 20]. As a result, the single-fault condition
is considered in the work to demonstrate the proposed analog
circuit incipient fault diagnosis method.

A. EXAMPLE CIRCUITS
Sallen–Key bandpass filter and four-opamp biquad highpass
filter circuits are commonly used experiment circuits in the
diagnosis works [8]–[17], [19]–[21], [23], [25]. They are also
used as experiment circuits in the work for the purpose of ver-
ifying the performance of the presented method conveniently.
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FIGURE 5. Schematic of Sallen–Key bandpass filter circuit.

TABLE 1. Incipient fault codes, incipient fault classes, nominal values
and incipient fault values for bandpass filter.

Example 1—Sallen–Key bandpass filter: The circuit
showed in Fig. 5 is used as the first example circuit. Through
component sensitivity analysis, R2, R3, C1 and C2 are
considered as critical components for they have more effects
on the center frequency of circuit. Hence, these components
are selected as experiment components. Generally, a compo-
nent of analog circuit is considered to be faulty when its value
has been deviated from its nominal value about 50%. Hence,
the component with a 25% deviation from its nominal value is
considered to be an incipient fault in the work. The faulty time
responses are processed in order to form 9 different incipient
fault classes including R2 ↑, R2 ↓, R3 ↑, R3 ↓, C1 ↑, C1 ↓,
C2 ↑, C2 ↓ and no fault (NF), where ↑ and ↓ refer to higher
and lower than the nominal value, respectively. Incipient fault
codes, incipient fault classes, nominal and incipient fault
component values are showed in Table 1.

Example 2—four-opamp biquad highpass filter: This cir-
cuit showed in Fig. 6 is more complex. R1, R2, R3, R4,
C1 and C2 are considered as critical components through
component sensitivity analysis. The measured time responses
are processed to form 13 incipient fault classes including
R1 ↑, R1 ↓, R2 ↑, R2 ↓, R3 ↑, R3 ↓, R4 ↑, R4 ↓, C1 ↑,
C1 ↓, C2 ↑, C2 ↓ and NF. Incipient fault codes, incipient
fault classes, nominal and incipient fault component values
are showed in Table 2.

B. SIMULATION PROCEDURE
In the incipient fault diagnosis scheme, a single pulse of
height 10v with duration of 10us is used as the circuit input.
Time responses are measured by sampling the outputs of
circuits. 120 samples for each incipient fault class are pro-
duced. Then, the sample data are divided into training data
and testing data equally and randomly. The overall simulation

FIGURE 6. Schematic of four-op-amp biquad highpass filter circuit.

TABLE 2. Incipient fault codes, incipient fault classes, nominal values
and incipient fault values for highpass filter.

procedure is showed in Fig. 7, and the detailed diagnosis steps
are described as follows

1) Measure time responses as sample data for each incipi-
ent fault class.

2) The measured data are divided into training data and
testing data. The training data are employed to train a DBN
to extract features and then construct a diagnosis model, and
the testing data are applied to test the performance of the
diagnosis method.

3) The training data are used as the input of DBN. DBN
extracts deep and inherent features from the input data, where
the learning rates of DBN are generated by QPSO algorithm.

4) A SVM based diagnosis model is constructed by using
the extracted features, and the SVM’s regularization parame-
ter and width factor are generated by QPSO algorithm.

5) The diagnosis model is tested based on the features
generated by the DBN and testing data.

6) Output the diagnosis accuracy of the testing data.

C. SIMULATION RESULTS AND ANALYSIS
The following two cases are conducted in the simulation
experiment.
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FIGURE 7. Simulation procedure.

TABLE 3. The two cases’ learning rates generated by QPSO algorithm.

Case 1: Sallen–Key bandpass filter circuit incipient fault
diagnosis.

Case 2: Four-op-amp biquad highpass filter circuit incipi-
ent fault diagnosis.

Themeasured time response data are 100-dimensional, and
they are directly fed to the bottom visible layer of DBN. The
structure of DBN with two hidden layers is classical for the
structure has the lowest computational cost and reasonable
performance. Therefore, the structure is used in the simu-
lation. The numbers of units of the first and second hidden
layer are set to 50 and 25, respectively. The visible layer and
the first hidden layer constitute the first RBM, and the first
and second hidden layers form the second RBM.

Traditionally, the learning rates of DBN are set empiri-
cally [26]–[29]. In the work, the learning rates of DBN are
generated by using QPSO algorithm. The QPSO algorithm’s
swarm size and the maximum iteration are set to 10 and 100,
respectively; the contraction expansion coefficient decreases
from 1 to 0.3 with the iteration. When the diagnosis accuracy
reaches 100% or the iteration reaches its maximum in the
training phase, the generation procedure is terminated.

Table 3 shows the generated learning rates of two cases.
The generation procedure of case 1 is only five iteration
for the diagnosis accuracy reaches 100% in the fifth iteration.
The generation procedure of case 2 is demonstrated in Fig. 8.
As can be seen from the figure, the QPSO algorithm updates
the global optimal position in iterations 3, 10 and 37, which
implies that better learning rates are generated by QPSO
algorithm in the iterations.

FIGURE 8. Learning rates’ generation procedure of case 2 by using QPSO
algorithm.

Adopting the generated learning rates, the DBN is used
to extract features for each case. The input data are
100-dimensional, and features learnt by the first RBM and
the second RBM are 50-dimensional and 25-dimensional,
respectively. The features learnt by the second RBM are the
features extracted by DBN. Kernel principal component anal-
ysis (KPCA) could produce principal components (PCs) from
high-dimensional data, and it has been used in analog circuit
fault diagnosis [15]. As a result, KPCA is employed to reduce
the dimension of the input data and the features extracted
by the DBN’s two RBMs for the purpose of visualizing the
extract features’ space distributions of two cases.

The first 2 PCs including PC1 and PC2 of the input data,
the first and second RBMs’ extracted features of case 1 are
generated by KPCA and showed in Fig. 9(a), Fig. 9(b),
and Fig. 9(c), respectively. As can be seen from Fig. 9(a),
there is obvious overlapping for F0, F1, F2 and F8 incipient
fault classes. F3 and F5 incipient fault classes, and F4 and
F6 incipient fault classes are respectively overlapped, which
manifests that it is difficult to correctly classify every incip-
ient fault class based on the input data. Meanwhile, F3 and
F5 incipient fault classes, and F4 and F6 incipient fault classes
are respectively overlapped in Fig.9(b). Finally, it shall be
observed from Fig. 9(c) that all incipient fault classes are
distinct ambiguity groups.

The first 2 PCs including PC1 and PC2 of the input data,
the first and second RBMs’ extracted features of case 2 are
generated and showed in Fig. 10(a), Fig. 10(b), and Fig. 10(c),
respectively. As can be seen from Fig. 10(a), there is obvious
overlapping for F0, F2, F5, F6 and F7 incipient fault classes.
Meanwhile, there is serious overlapping for F4, F8 and
F12 incipient fault classes. As a result, it is very hard to
correctly identify every incipient fault class based on the input
data. As can be observed from Fig. 10(b), F2, F5, F7 and
F9 incipient fault classes, F3, F9 and F11 incipient fault
classes, and F8 and F12 incipient fault classes are overlapped,
respectively. Finally, it can be observed from Fig. 10(c) that
only F8 and F12 incipient fault classes are overlapped.

Based on the visualization effect of scatter plots
in Figs. 9 and 10, it can be easily learn that the separability of
each incipient fault class’s features extracted by the proposed
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FIGURE 9. Two-dimensional scatter plots of incipient fault classes by
using KPCA (a) input data (b) features learnt by the first RBM (c) features
learnt by the second RBM.

DBN is further enlarged compared to that of the input data,
and the scatter plots of features extracted by the proposed
DBN are more concentrated than that of the input data. This
reveals that the proposed DBN method can extract deep and
intrinsic features from the input data, and different incipient
fault classes can be well separated, which is helpful to the
successive classifier.

FIGURE 10. Two-dimensional scatter plots of incipient fault classes of
case 2 by using KPCA (a) input data (b) features learnt by the first RBM
(c) features learnt by the second RBM.

Based on the efficient features extracted by using the pro-
posed DBN, a SVM based diagnosis model is constructed
to identify different incipient faults. In order to improve the
performance of SVM, QPSO algorithm is used to generate
the regularization parameter and width factor for the SVM
on basis of the extracted features. The QPSO algorithm’s
swarm size and the maximum iteration are set to 10 and 100,
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FIGURE 11. Regularization parameter and width factor generation
procedure of case 2 by using QPSO algorithm.

TABLE 4. The two cases’ regularization parameters and width factors
generated by QPSO algorithm.

respectively; the contraction expansion coefficient decreases
from 1 to 0.3 with the iteration. When the diagnosis accuracy
reaches 100% or the iteration reaches its maximum in the
training phase, the generation procedure is terminated.

Table 4 shows the generated regularization parameter and
width factor of SVM in the two cases. The generation proce-
dure of case 1 is only one iteration for the diagnosis accuracy
reaches 100% in the first iteration. The generation procedure
of case 2 is demonstrated in Fig. 11. As can be seen from
the figure, the QPSO algorithm updates the global optimal
position in iterations 6, 13, 29 and 79, which represents that
better regularization parameter and width factor are produced
in the iterations. At last, the QPSO algorithm outputs the best
solution for the SVM.

Adopting the generated regularization parameter andwidth
factor, an incipient fault diagnosis model on basis of SVM is
constructed. Based on the testing data, the diagnosis accuracy
of case 1 is 100% in the test phase, and the reason is that
all incipient fault classes are well separated by the proposed
DBN method. The diagnosis accuracy of each incipient fault
class of case 2 is showed in Table 5. F0, F1, F2, F3, F5, F6,
F7, F8, F11, F13 and F14 incipient fault classes are correctly
classified. Meanwhile, 60 test data of F8 incipient fault class
are correctly classified 49 times and misclassified as F12
incipient fault class 11 times; 60 test data of F12 incipient
fault class are correctly classified 43 times and misclassified
as F8 incipient fault class 17 times. The overall diagnosis
accuracy is 96.41%.

D. COMPARISONS
In our work, a DBN method with learning rates generated by
QPSO algorithm is presented to extract features. With respect

TABLE 5. Accuracy of each incipient fault class of the case 2.

to the traditional DBN, its learning rates are set in the range
of 0.01 and 0.5 according to experience. In order to validate
the proposed DBN’s performance in terms of features extrac-
tion, comparison simulations are designed. The traditional
DBN respectively adopts 0.01, 0.02, 0.05, 0.1, 0.2 and 0.5 as
the learning rates, and then extracts features based on the
input data of case 2. After extraction, the extracted features’
first 2 PCs including PC1 and PC2 generated by KPCA are
displayed in Fig. 12. In Fig. 12(a), 0.01 is used as the learning
rates of DBN. F0 and F6 incipient fault classes are slightly
overlapped. Meanwhile, F2, F3 and F5 incipient fault classes
are obviously overlapped, and F8 and F12 incipient fault
classes are seriously overlapped. In Fig. 12(b), 0.02 is used as
the learning rates of DBN. F2 and F5 incipient fault classes
are overlapped, and F8 and F12 incipient fault classes are
seriously overlapped. In Fig. 12(c), 0.05 is used as the learn-
ing rates of DBN. F0 and F6 incipient fault classes, F2 and
F5 incipient fault classes, and F3 and F11 incipient fault
classes are obviously overlapped, respectively. Meanwhile,
F8 and F12 incipient fault classes are seriously overlapped.
In Fig. 12(d), 0.1 is used as the learning rates of DBN. F1 and
F6 incipient fault classes, and F3 and F7 incipient fault classes
are obviously overlapped, respectively. Meanwhile, F2 and
F5 incipient fault classes, and F8 and F12 incipient fault
classes are seriously overlapped, respectively. In Fig. 12(e),
0.2 is used as the learning rates of DBN. F1 and F6 incipient
fault classes, F2 and F5 incipient fault classes, and F3 and
F7 incipient fault classes are obviously overlapped, respec-
tively. Meanwhile, F8 and F12 incipient fault classes are
seriously overlapped. In Fig. 12(f), 0.5 is used as the learning
rates of DBN. F1 and F6 incipient fault classes, F2 and
F5 incipient fault classes, and F3 and F7 incipient fault classes
are obviously overlapped, respectively. Meanwhile, F8 and
F12 incipient fault classes are seriously overlapped.

It can be easily seen that the numbers of overlapped
incipient fault classes in Fig. 12(a), Fig. 12(b), Fig. 12(c),
Fig. 12(d), Fig. 12(e) and Fig. 12(f) are all more than that
in Fig. 10(c). Meanwhile, the separability of scatter plots of
each incipient fault class in Fig. 10(c) is further enlarged com-
pared to that in Fig. 12(a), Fig. 12(b), Fig. 12(c), Fig. 12(d),
Fig. 12(e) and Fig. 12(f). Therefore, the groups of features
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FIGURE 12. Two-dimensional scatter plots of incipient fault classes by using KPCA with different RBM’s learning rate (a) 0.01, (b) 0.02,
(c) 0.05, (d) 0.1, (e) 0.2 and (f) 0.5 of case 2.

extracted by using the proposed DBN are clearer and much
better from the classification point of view than that by using
the traditional DBN. It can be concluded that generating
learning rates by using QPSO algorithm is very beneficial to
improving DBN’s features extraction performance.

For the purpose of validating the diagnosis performance of
the proposed incipient fault diagnosis method, the proposed

diagnosis method is compared with the typical analog circuit
fault diagnosis methods in works [12], [14], [16], [17], [23].
In work [12], wavelet transform is employed as features
extraction method, and back propagation neural network
(BPNN) is used as diagnosis tool. In work [14], kurtosis
and entropy of measured signal data are used as features,
and BPNN serves as diagnosis tool. In work [16], wavelet
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TABLE 6. Features extraction and diagnosis tools in the comparative
works.

TABLE 7. Diagnosis accuracies of our method and the referenced
methods.

transform is utilized as features extraction method, and then
linear ridgelet network (LRN) is used to identify analog
circuit faults. In work [17], wavelet transform is employed
as features extraction method, and then SVM is applied to
classify analog circuit faults. In work [23], wavelet fractal
dimensions of measured signal data serve as features, and
then LSSVM is employed to recognize analog circuit faults.
The features extraction methods and diagnosis tools of the
typical analog circuit fault diagnosis methods are showed
in Table 6.

The measured signal data of two cases are used to test
the five typical diagnosis methods, where the comparison
simulations are conducted under the same simulation condi-
tions. The diagnosis results of five typical diagnosis meth-
ods are showed in Table 7. From the results of the table,
it can be observed that diagnosis accuracy produced by
method using wavelet transform and BPNN in work [12]
is the lowest. The diagnosis accuracies produced by meth-
ods in works [16] and [17] are both improved because the
works respectively employ LRN and SVM as diagnosis tools,
which manifests that a better diagnosis tool can improve
the classification performance obviously. Meanwhile, diag-
nosis accuracy produced by method in work [14] is also
improved because the work adopts kurtosis and entropy as
features, which reflects that an efficient features extraction
method could enhance the diagnosis performance. Diagnosis
accuracy of case 2 produced by method in work [23] is
not very high for the advantage of wavelet fractal analy-
sis is low computation, rather than extracting essential fea-
tures. Because the proposed DBN based features extraction
method can learn deep and intrinsic features from the mea-
sured data, the highest diagnosis accuracy is produced in our
work.

VI. CONCLUSIONS
In this work, a novel analog circuit incipient fault diagnosis
method using DBN based features extraction has been pro-
posed. In the diagnosis scheme, DBN method has been used
to extract the deep and intrinsic features from the measured
time responses, where the learning rates of DBN have been
produced by using QPSO algorithm. A SVM based incipient
fault diagnosis model is set up to classify different incipient
fault classes, where the SVM’s parameters have also been
generated by using QPSO algorithm. Through comparing the
2-dimensional scatter plots of incipient fault classes, the pro-
posed DBN method can generate fewer overlapped incipient
fault classes and greater separability than the traditional DBN
method. Comparisons’ results have verified that the proposed
diagnosis method can produce higher diagnosis accuracy than
other typical analog circuit fault diagnosis methods.
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