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ABSTRACT Ternary content-addressable memory (TCAM)-based search engines play an important role
in networking routers. The search space demands of TCAM applications are constantly rising. However,
existing realizations of TCAM on field-programmable gate arrays (FPGAs) suffer from storage inefficiency.
This paper presents a multipumping-enabled multiported SRAM-based TCAM design on FPGA, to achieve
an efficient utilization of SRAM memory. Existing SRAM-based solutions for TCAM reduce the impact of
the increase in the traditional TCAM pattern width from an exponential growth in memory usage to a linear
one using cascaded block RAMs (BRAMs) on FPGA. However, BRAMs on state-of-the-art FPGAs have a
minimum depth limitation, which limits the storage efficiency for TCAM bits. Our proposed solution avoids
this limitation by mapping the traditional TCAM table divisions to shallow sub-blocks of the configured
BRAMs, thus achieving a memory-efficient TCAM memory design. The proposed solution operates the
configured simple dual-port BRAMs of the design as multiported SRAM using the multipumping technique,
by clocking them with a higher internal clock frequency to access the sub-blocks of the BRAM in one
system cycle. We implemented our proposed design on a Virtex-6 xc6vlx760 FPGA device. Compared with
existing FPGA-based TCAM designs, our proposed method achieves up to 2.85 times better performance
per memory.

INDEX TERMS Block RAM (BRAM), field-programmable gate array (FPGA), memory architecture,
multiported memory, multipumping, SRAM-based TCAM.

I. INTRODUCTION

Ternary content-addressable memory (TCAM) compares an
input word with its entire stored data in parallel, and out-
puts the matched word’s address. TCAM stores data in three
states: 0, 1, and X (don’t care). Traditional TCAMs are built in
application-specific integrated circuit (ASIC), and offer high-
speed search operations in a deterministic time.

TCAM is widely employed to design high-speed search
engines and has applications in networking, artificial-
intelligence, data compression, radar signal tracking, pat-
tern matching in virus-detection, gene pattern searching in
bioinformatics, image processing, and to accelerate var-
ious database search primitives [1]-[3]. The Internet-of-
things and big-data processing devices employ TCAM

as a filter when storing signature patterns, and achieve
a substantial reduction in energy consumption by reduc-
ing wireless data transmissions of invalid data to cloud
servers [4], [5].

Field-programmable gate arrays (FPGAs) emulate TCAM
using static random-access memory (SRAM), by address-
ing SRAM with TCAM contents. Each SRAM word corre-
sponds to a specific TCAM pattern, and stores information
on its existence for all possible data of the TCAM table.
The increase in the number of TCAM pattern bits results in
an exponential growth in memory usage. This exponential
growth in memory usage has been reduced to linear growth
by cascading multiple SRAM blocks in the design of TCAM
on FPGA in previous work [6], [7].
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Contemporary FPGAs implement block-RAM (BRAM) in
the silicon substrate, and offer a high speed. For example,
Xilinx Virtex-6 xc6vlx760 FPGA contains 720 BRAMs of
size 36 Kb [8], and provide operating frequencies of greater
than 500 MHz [9]. Designers utilize these high-speed SRAM
blocks to design SRAM-based TCAMs on FPGA.

In existing SRAM-based solutions, the storage capac-
ity of a BRAM for TCAM bits is limited by its higher
SRAM/TCAM ratio 29—9, because of its minimum depth lim-
itation of 512 x 72 when configured in simple dual-port
mode on FPGA [8]. For example, the design methodologies
proposed in [10], [11], and [12], require a total of 56, 40,
and 40 BRAMs of size 36 Kb, respectively, to implement an
18 Kb TCAM.

Excessive usage of BRAMs in the design of TCAM can
result in a lack of BRAMs for other parts of the system on
FPGA. Furthermore, the limited amount of BRAM resources
on FPGA can compel designers to implement TCAMs in
distributed RAM using SLICEM, resulting in the consump-
tion of many slices, and a limitation on the maximum clock
frequency of the design. This problem becomes more severe
for the design of large storage capacity TCAMs. The efficient
utilization of SRAM memory is imperative for the design of
TCAMs on FPGAs.

The design of memory-efficient TCAMs requires shallow
SRAM blocks on FPGAs. Multipumping-based multiported
SRAM emulates the sub-blocks of a dual port SRAM block
as multiple shallow SRAM blocks, by operating SRAM with
a higher frequency clock, allowing access to its sub-blocks
in one system cycle. Researchers have designed efficient
multiported memories using BRAMs on FPGA [13]-[16].

Existing FPGA-based TCAM design methodologies offer
lower operational frequencies. This is mainly because of the
complex wide signals routing between BRAMs and logic
resulting from excessive usage of BRAMSs and complex pri-
ority encoding units synthesized in logic slices for deeper
traditional TCAMs. For example, the FPGA realizations of
TCAM using BRAMs in [7] and [17] achieve operational
frequencies of 139 MHz and 133 MHz to emulate 150 Kb
and 89 Kb TCAMs, respectively. The highest operational
frequency achieved in the previous studies [6], [10]-[12] is
202 MHz for the implementation of an 18 Kb TCAM on
FPGA.

The demand for efficient utilization of SRAM memory
in the design of TCAM and the speed provided by existing
FPGA-based TCAM solutions make the use of multipump-
ing based multiported SRAM more practical for designing
TCAM memory on FPGA. Our proposed TCAM design
aims to achieve efficient memory utilization with a high
throughput.

The contributions of this work are as follows:

e A novel multipumping-enabled multiported SRAM-
based TCAM architecture, which achieves efficient
memory utilization, is proposed.

o Our proposed approach presents a scalable and modular
TCAM design on FPGA.
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TABLE 1. List of basic notations used.

[ Notations | Description |

D Depth of traditional TCAM

w Width of traditional TCAM

Rp Depth of the configured SRAM blocks

Rw Width of the configured SRAM blocks
logr(Rp) | Address bits of the SRAM block

Number of sub-blocks in an SRAM block /

P Multipumping factor
Rp/P Depth of the sub-blocks in an SRAM block
M Rows of the TCAM divisions /
Rows of the TCAM memory units
N Columns of the TCAM divisions /

Columns of the TCAM memory units

o The proposed design is more practical for large stor-
age capacities, owing to the reduced routing complex-
ity achieved by the use of fewer BRAMs and the
reduced AND operation complexity. The novel optimiza-
tion technique of AND-accumulating SRAM words in
the proposed TCAM memory units divides the overall
AND operation complexity of the design.

o The proposed design is implemented on a state-of-the-
art FPGA. A detailed comparison of our proposed design
with existing methods is performed with respect to the
performance per memory. Our proposed design achieves
a performance that is up to 2.85x higher per memory.

The remainder of this paper is organized as follows. Section II
surveys related work. The proposed design is described in
Section III. Section IV details the implementation setup and
results of this work. The performance evaluation of the pro-
posed design is detailed in Section V. Section VI concludes
this work. Table 1 describes the basic notations used in

paper.

Il. RELATED WORK

The CAM design methodologies presented in [18] and [19]
are based on the hashing technique, which has the inherent
drawback of bucket overflow. Moreover, when implemented
in hardware this has an expensive overhead from re-hashing.

The CAM designs presented in [20] and [21] suffer from
inefficient memory usage. The increase in pattern width
results in an exponential growth in memory usage, thus
making them infeasible for implementation in hardware. Our
proposed solution reduces this growth to linear, as the wide
pattern TCAMs are implemented by cascading BRAMs on
FPGA.

The SRAM-based TCAMs presented in [10]-[12] store the
TCAM presence and address information in separate BRAMSs
on FPGAs, resulting in an excessive usage of BRAMs. Our
proposed design stores the TCAM presence and address
information in the same BRAM, thus efficient memory uti-
lization.

Xilinx presented two types of FPGA applications in [22]:
a CAM design using BRAM resources and a TCAM design
using the shift register (SRLE16). The first application emu-
lates CAM rather than TCAM, and suffers from higher
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SRAM memory usage. The second application consumes
one 16-bit shift register look-up table (SRL16E) of SLICEM
resources on FPGA to emulate every two bits of a TCAM
table. Its implementation for large storage capacity designs
suffers from routing and timing problems. Our proposed
design has a reduced routing complexity for TCAM designs
with large storage capacities, because of its lower usage of
BRAMs and reduced AND operation complexity.

Recently binary CAM and TCAM designs built using logic
resources (SLICEL) on FPGA are presented in [23] and [24]
respectively. Practically the TCAM implemented using logic
resources on FPGA would be of limited storage capacity,
owing to the routing congestion and timing challenges. More-
over, the update of data in a TCAM design built using look-up
tables (LUTS) is slow compared with SRAM-based TCAMs
and requires hardware overhead of dynamic partial reconfig-
uration controller [25].

A hierarchical search scheme on FPGA is presented for
SRAM-based CAM in [17], which reduces its average power
consumption by stopping subsequent search operations if
a match is found in the previous SRAM block. However,
in the worst-case scenario all SRAM blocks are searched.
Thus, the worst-case power consumption remains high. The
FPGA realization of TCAM presented in [26] stores the
TCAM word presence and address information separately
in Xilinx distributed RAM and BRAM, respectively. This
reduces the average power consumption of the design, as the
look-up in BRAMs is avoided if a match is not found
in the distributed RAM. However, the worst-case power
consumption remains high, with a lower overall system
throughput.

The FPGA realizations of TCAM presented in [6], [7],
and [17] store the presence and address information of TCAM
words in the same SRAM block. However, this approach
suffers from higher SRAM memory utilization due to the
limited TCAM bits storage capacity of BRAMs resulting
from the minimum depth limitation on its configuration in
FPGA:s.

Our proposed TCAM design exploits the efficient
utilization of SRAM memory by mapping TCAM divi-
sions to shallow sub-blocks of BRAMs on FPGA. Fur-
thermore, it operates high-speed BRAMs in the design as
multipumping-enabled multiported SRAM, maintaining a
high system throughput.

llIl. PROPOSED DESIGN

A. MULTIPUMPING-ENABLED MULTIPORTED SRAM

The multipumping technique multiplies the ports of a dual
ported SRAM block by internally clocking it at an integral
multiple of the external system clock [13], [15], [16], [27].
The addresses and data are registered and provided access
to the SRAM block in a circular order by using mod P
counter bits as shown in Figure 1. Several designs utilize
multipumping for the implementation of efficient multiported
memory [28]-[30].
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FIGURE 1. Multipumping-based multiported memory: the SRAM block is
clocked at an integral multiple of P, allowing P access during one
external clock cycle.
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FIGURE 2. (a) A conventional TCAM of 1 x 8; (b) An 16 x 1 SRAM without
multipumping emulating 1 x 4 TCAM; (c) An 16 x 1 SRAM with a
multipumping factor of P = 2 emulating 1 x 6 TCAM; (d) An 16 x 1 SRAM
with a multipumping factor of P = 4 emulating 1 x 8 TCAM.

B. BASIC IDEA

In the SRAM-based implementation of TCAM, the depth
of the traditional TCAM determines the width of SRAM
memory, and the width of the traditional TCAM is encoded
as the address of the SRAM memory. The basic concept
of the proposed multipumped SRAM-based TCAM imple-
mentation achieving increased memory efficiency is shown
in Figure 2. Figure 2(a) shows a 1 x 8 traditional TCAM
table, and Figure 2(b) shows the implementation of the four
TCAM bits (0*10) by using a 16 x 1 SRAM block. Figure 2(c)
shows the implementation of six TCAM bits (100¥10) by
using 16 x 1 SRAM block, which has been multipumped
two times, each SRAM sub-block of size 8 x 1 emulating
three TCAM bits. Figure 2(d) shows the implementation
of eight TCAM bits (0*1000%10) by using 16 x 1 SRAM
block, which has been multipumped four times, each SRAM
sub-block of size 4 x 1 emulating two TCAM bits. Thus,
designing TCAM using multipumping-enabled multiported
SRAM in Figure 2(c) and (d) achieved a higher SRAM mem-
ory efficiency (i.e. fewer SRAM bits are utilized per TCAM
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FIGURE 3. Proposed partitioning of the traditional TCAM table.

bit) when compared with that of multipumping-less SRAM-
based TCAM design in Figure 2(b). The TCAM bits storage
capacity of the SRAM block increases with multipumping.

A multiported SRAM block of size Rp x Ry with a
multipumping factor of P implements a traditional TCAM
table of size Plog>(Rp/P) x Ry, each SRAM sub-block of
size (Rp/P) x Ry emulating log>(Rp/P) x Ry TCAM data,
as shown in Figure 3 and 4. Our proposed design achieves
increased TCAM bits storage capacity with an increase in
multipumping factor P.

C. PROPOSED PARTITIONING OF TRADITIONAL

TCAM TABLE

We partition the traditional TCAM table of size D x W into
M x N partitions such that each partition consists of P parts
of loga(Rp/P) x Ry size as shown in Figure 3. Our proposed
TCAM design uses its configured SRAM blocks of Rp x Ry
size as multiported SRAM, constituting P sub-blocks of size
(Rp/P) x Ry as shown in Figure 4.

Each sub-block of the SRAM stores log>(Rp/P) X Ry
size divisions of the traditional TCAM. Consequently the P
sub-blocks of the multiported SRAM memory in our pro-
posed design stores a traditional TCAM division of size
Plog>(Rp/P) x Ry as shown in the Figures 3 and 4. Sim-
ilarly, the M x N TCAM divisions of size Ploga(Rp/P) %
Rw are mapped to the SRAM blocks of the M x N
TCAM memory units in the proposed design, as shown
in Figures 3 and 5.

D. BASIC ARCHITECTURE OF THE PROPOSED

TCAM MEMORY

The basic architecture of our proposed TCAM memory
design is shown in Figure 4. It is operated by two fully
synchronized clocks, a system clock clks and internal clock
clkp, such that clkp is P times faster than clks. An incoming
TCAM word is registered in a W-bit shift register using
the system clock clks. The logyP-bit counter generates a
sequence of log,P-bit numbers in P internal clock cycles.
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FIGURE 4. Basic architecture of the proposed TCAM memory.
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It is initialized to zero upon reset and it rolls over after every
P internal clock cycles. The log, P-bits from the counter are
concatenated with the log>(Rp/P) bits from the shift register
to make the logyRp-bit address space of the SRAM. At the
positive edge of the internal clock clkp, the SRAM address
is executed such that logs P-bits from the counter constitute
its most significant bits, and points to the start of the cor-
responding sub-block in SRAM and the lower log>(Rp/P)
bits from the shift register selects an SRAM word in the
sub-block.

The read SRAM words are AND-accumulated for each
cycle in an Ry -bit register using clkp. Similarly, the look-
up is completed for a W-bit input word by reading and
AND-accumulating SRAM words from each sub-block of
the SRAM in P internal clock cycles or one system cycle.
Consequently, the P AND-accumulated SRAM words are
produced as match word using clks. The timing diagram
in Figure 6 elaborates the search operation of the proposed
TCAM memory architecture shown in Figure 4 with a multi-
pumping factor of P = 2.
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TABLE 2. FPGA resource utilization of the proposed design.

. TCAM size | Slice BRAMs
clkp l | | | l | | | | | | I Proposed design (D x W) registers LUTs (36 Kb)
CASEI (P=4) | 512x28 536 968 8
Input word; X Inpuword; X Input words CASE-Il (P=2) | 512x32 1593 1515 | 16
CASE-IIT (P =4) | 1024x 140 | 6287 7516 | 80

Rw -RWIIXRWIZXRWZIXRWZZXE

FIGURE 6. Timing diagram for the search operation in our proposed
TCAM with a multipumping factor P = 2: (/W: input word, Ry, : SRAM
word read, MW : match word).

E. MODULAR ARCHITECTURE

TCAM design of large storage capacity is implemented as
a cascade of M x N proposed design TCAM memory units
as shown in Figure 5. An incoming W-bit TCAM word is
divided into N sub-words of Plog>(Rp/P)-bits with the bit
ranges shown in Figure 5. The resultant sub-words are stored
in N shift registers of size Plog>(Rp/P)-bits on clks. The
log>Rp-bit indexes from the N shift registers are provided to
the corresponding M TCAM memory units of the N columns
of the proposed design in parallel using clkp, as shown in Fig-
ure 5. All TCAM memory units of the design operate in
parallel using clkp. The Ry -bit match words from each row
of the TCAM memory units are bit-wise ANDed on clks, and
the results are provided to the associated priority encoder (PE)
units. The log, D-bit match address and the match information
from each PE unit are provided to the overall priority encoder
unit, which eventually forwards a match address based on the
priority. The proposed TCAM design registers an input word
and produces a match word as output on clks.

The update of a TCAM word is performed in each TCAM
memory unit of the design in parallel. The worst-case update
latency of the proposed design comprises Rp/P system
cycles.

F. EFFECT OF MULTIPUMPING SRAM ON THE MEMORY
USAGE AND THROUGHPUT
Multipumping results in a useful reduction in SRAM memory
usage for the design of TCAM on FPGA. The configured
SRAM memory blocks in our proposed design with the multi-
pumping factor of P implements traditional TCAM divisions
of size Ploga(Rp/P) x Ry as shown in Figure 4. The TCAM
bits storage capacity of SRAM blocks in the proposed design
increases with an increase in P. The upper bound on the
multipumping factor P is Rp/2, i.e. Rp/2 sub-blocks in the
SRAM and each sub-block consists of two SRAM words.
Multipumping divides the achievable internal clock fre-
quency of the design by the multipumping factor, to obtain
the operating frequency of the overall system [13]-[16].
Although an increase in the multipumping factor P results in
a higher memory efficiency for the design of TCAM, only
the use of small multipumping factors is practical in order
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to avoid a significant drop in the operating frequency of the
overall system. Overall multipumping factor P controls a
tradeoff between the SRAM memory efficiency and speed of
the proposed design.

IV. IMPLEMENTATION SETUP AND RESULTS

To verify our proposed design we implemented it on a Xilinx
Virtex-6 FPGA device (xc6vIx760). The proposed design
was implemented using the Xilinx ISE 14.7 design tool, and
verified through behavioral and post-route simulations using
an ISim simulator.

We implemented our proposed design cases I and II on
the Xilinx Virtex-6 FPGA device for 512 x 28 (14 Kb) and
512 x 32 (16 Kb) TCAM tables, with multipumping factors
of P=4 and P = 2, respectively. Our proposed design
CASE-III implements a large TCAM table of size 1024 x 140
(140 Kb), with a multipumping factor of P = 4. We have
selected small multipumping factors of P = 4,2, and 4, in our
proposed design cases I, 11, and III, to avoid lower operating
frequencies of the overall system.

Table 2 lists the FPGA resource utilization slice registers
(SRs), look-up tables, and BRAMs for the implementation of
our proposed design cases I, II, and III. The post place & route
results show that the proposed design cases I, I, and III could
achieve internal clock frequencies of 475 MHz, 475 MHz,
and 349 MHz and multipumping factors of P = 4, 2, and 4,
giving the system clock frequencies of 119 MHz, 237 MHz,
and 87 MHz, respectively.

V. PERFORMANCE EVALUATION

The performance of our proposed design is evaluated based
on its comparison with the existing SRAM-based TCAM
solutions on FPGAs.

A. SRAM MEMORY UTILIZATION

SRAM-based TCAM solutions implement a traditional
TCAM of depth D and width W by cascading SRAM blocks
of size Rp x Rw on FPGAs. The minimum overall SRAM
memory requirement of the existing SRAM-based TCAM
solutions on FPGAs can be formulated as (1) shown below:

D w

Riwjlogf:n(le  Rw) (D)( W )(R X Rw)
DX Rw) = | —— D X Rw

M=1 N=I Rw ) \logaRp

()
— DW (1)
logaRp

The overall memory requirement of the proposed design for
the implementation of a D x W size traditional TCAM using
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TABLE 3. Performance per memory comparison of the proposed TCAM with previous approaches.

. TCAM size | Speed BRAMs | Memor; Throughput | Performance per memor:
Architecture FPGA | pxw) (1\1/)11{@ (36 Kb) | usage (Iyq)) (Gb/sg) P ((Gb/s x TCAM Dept;zy) /KD)
Locke- [22] Virtex-6 512 x 36 166 64 2304 5.84 1.3
Jiang- [7] Virtex-7 1024 x 150 97 (139) | 272 9792 14.26 1.49
Qian- [17] Virtex-6 504 x 180 133 140 5040 23.38 2.34
REST- [26] Kintex-7 | 72 x 28 35 (50) 1 36 0.96 1.92
HP-TCAM- [10] Virtex-6 512 x 36 118 56 2016 4.15 1.05
Z-TCAM- [11] Virtex-6 512 x 36 159 40 1440 5.59 1.99
E-TCAM- [12] Virtex-6 512 x 36 164 40 1440 5.77 2.05
UE-TCAM- [6] Virtex-6 512 x 36 202 32 1152 7.1 3.16
Proposed CASE-I Virtex-6 512 %28 119 8 288 3.25 5.78
Proposed CASE-IT Virtex-6 512 %32 237 16 576 7.41 6.59
Proposed CASE-III | Virtex-6 1024 x 140 87 80 2880 11.90 4.25

Rp x Ry size SRAM blocks is devised as (2) shown below:

D W
Ry Plog,(Rp/P)

> Y (RoxRw)
M=1 N=1

_ D w R R
= (E) (Plogz<RD/P>>( p > Rw)

¥ (e @
Ploga(Rp/P)

Equation (2) describes that the SRAM memory usage of our
proposed design is W}?l)/},) times that of the corresponding
traditional TCAM table of size D x W.

Our proposed design achieves a considerable reduction in
the SRAM memory usage by a factor. o.f m,
when compared with that of the existing approaches as
described using (3) as follows:

Rp
bW <P10g2(RD/P)) _ logRp log2Rp
DW (IR_D) Plog>(Rp/P)  PllogaRp — logsP]
082Rp

1

=5 3)
[1 —log2P/log2Rp]

The usage of BRAMs in our proposed design is compared
with those of previous approaches in Column 5 of Table 3.
Our proposed TCAM design CASE-I emulates a 14 Kb
traditional TCAM, achieving a lower BRAMs utilization
of 8 BRAMs compared with the usage of 56, 40, 40, 32,
and 64 BRAMs for previous approaches in [10]-[12], [22],
and [26], respectively for an 18 Kb traditional TCAM emula-
tion. The proposed design CASE-III emulates a large TCAM
of size 1024 x 140 using 80 BRAMs. It achieves a lower
BRAMs utilization compared with the large TCAM imple-
mentations of size 1024 x 150 and 504 x 180 in the previous
approaches [7] and [17], using 272 and 140 BRAMs, respec-
tively.

B. THROUGHPUT

The operational speed of our proposed design is compared
with those of previous approaches in column 4 of Table 3. Our
proposed design cases I and II emulates traditional TCAM
of size 14 Kb and 16 Kb achieving operating frequencies
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of 119 MHz and 237 MHz with multipumping factors of P =
4 and 2 respectively. The operating frequency of our proposed
design CASE-II is higher than previous works [10]-[12],
[22], and [26] for an 18 Kb traditional TCAM emulation.

Our proposed design methodology is more useful for the
design of large storage capacity TCAMs. The TCAM mem-
ory units of our proposed design AND-accumulate SRAM
words from the sub-blocks of the SRAM blocks in each
system cycle, reducing the complexity of the AND operation
units of the overall architecture, as shown in Figures 4 and 5.
This further prevents the AND operation units from limiting
the operating frequency of wide pattern TCAMs designs
on FPGA. Our proposed design uses fewer BRAMs, thus
alleviating the overall routing complexity of the design on
FPGA. The divided AND operation complexity and reduced
routing complexity makes our proposed design more practical
for large storage capacity TCAMs.

The system frequency of our proposed design CASE-III
emulating a large capacity TCAM of 140 Kb is 87 MHz,
which is comparable with the maximum achievable frequency
97 MHz in previous work [7] implementing a large size
TCAM of 150 Kb. While the SRAM memory usage of our
proposed design CASE-III is 70% lower than that of [7].

Our proposed design provides increased design flexibil-
ity in terms of the speed vs memory usage tradeoff. The
designer must consider the important design factors such as
the required storage capacity, relative availability of BRAMSs
on the target FPGA, and required throughput for the selection
of the multipumping factor in our proposed design.

C. PERFORMANCE PER MEMORY
Considering the time-space tradeoff, we used the perfor-
mance evaluation metric performance per memory from [31],
given by (4).
Throughput(Gb/s)
Normalized Memory [Memory(Kb)/TCAM Depth)

Table 3 compares the performance per memory of our design
with previous FPGA-based TCAMs. The depth and pattern
width of traditional TCAMs implemented in previous studies
are listed in the third column. For a fair comparison, the speed
results of the compared works with technology differences

“
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are normalized to 40 nm, using (5) from [32]. The speed
results in parenthesis represent the original data reported in
the respective papers.

T* T |: 40(nm) ] 9 |:VDD:| )
Technology(nm) 1.0

where T represents the original delay time, and 7* denotes
the normalized delay time for 40 nm CMOS technology
with a supply voltage of 1.0 V. The proposed design cases
I and II implemented 14 Kb and 16 Kb traditional TCAMs
using 288 Kb and 576 Kb SRAM memory with operat-
ing frequencies of 119 MHz and 237 MHz, respectively.
The proposed design cases I and II achieved a performance
per memory of 5.78 ((Gb/s x TCAMDepth)/Kb) and 6.58
((Gb/s x TCAMDepth)/KDb), respectively.

Table 3 shows that the performance per memory of the
proposed design cases I and II are 1.83 times higher than
that of UE-TCAM [6], which was the highest among the
existing methods. Our proposed design CASE-III emulates a
large TCAM of size 1024 x 140, achieving the performance
per memory of 4.25 ((Gb/s x TCAMDepth)/Kb), which is
2.85 times higher than for large TCAM of size 1024 x 150 in
the existing study [7].

Our proposed design scales well in terms of the perfor-
mance when evaluated for the design of a large storage capac-
ity. Table 3 shows that the performance per memory of our
proposed design CASE-III is slightly lower than the proposed
design CASE-I (with the same multipumping factor of P = 4)
while the implemented TCAM size of CASE-III is ten times
greater than that of CASE-I.

VI. CONCLUSIONS AND FUTURE WORK
Re-configurable hardware FPGAs emulate TCAM function-
ality using SRAM memory. Existing SRAM-based solutions
of TCAM on FPGAs achieve inefficient memory usage and
offer lower operational frequencies. We have presented a
memory-efficient design of TCAM, based on multipumping-
enabled multiported SRAM, by operating the SRAM blocks
in the design at a frequency that is multiple times higher
than that of the overall system. This allows reading from
its sub-blocks to take place within one system cycle. The
FPGA implementation results show that the performance per
memory of our proposed design is up to 2.85 times higher
than for existing SRAM-based TCAM solutions on FPGA.
Our proposed solution is general, and can be applied to
many applications. Our future work will include the appli-
cation of the proposed design to various applications.
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