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ABSTRACT In this paper, we present the hardware implementation of a novel algorithm for moving-object
detection, which can be integrated with CMOS image sensors. Bit planes of consecutive frames are stored
in memristive crossbar arrays and compared using threshold-logic XOR gates. The resulting outputs are
combined using weighted summation circuits and thresholded using comparators, to obtain binary images.
A resistive content-addressable memory (CAM) array is used in the output stage to observe the numbers of
different object pixels in the first and second pairs of the processed frames, in a row-by-row manner. The
CAM array output conveys information on the motion direction and allows for optimal memory utilization
through the selective row-wise storage of different bits. The proposed method outperforms the conventional
moving-object detection algorithms, in terms of accuracy, specificity, and positive prediction metrics, and
performs comparably in terms of other metrics.

INDEX TERMS Moving object detection, bit-plane extraction, memristor, crossbar array, threshold logic
gate, edge devices.

I. INTRODUCTION
The detection of object movement is a low-level vision activ-
ity that enables the human visual system to learn and extract
object features. The moving-object detection techniques use
the process of detecting object-pixel changes relative to the
surrounding environment [1]. From among the multiple ways
of implementing motion-based object detection, the camera-
based system is prevalent because of the robustness shown by
its higher-level vision processing algorithms [2]. The camera-
based object-motion detection systems have been used exten-
sively in a range of industrial applications such as traffic
monitoring, people tracking [1], and video surveillance [3].
Motion detection techniques are divided into three expansive
categories: background subtraction [4], optical flow [5], and
frame differencing [6]. The algorithm presented in this paper
relies on the extension of the frame-differencing approach via
bit-plane extraction.

An image pixel in digital space can be represented as a
bit sequence with each bit plane illustrating the correspond-
ing bit position [7]. The higher order bits contain the most
valuable visual data, while the remaining bit planes give

less discernible information, such as small background
changes [8]. The extraction of bit planes has applications in
biometrics (face [9], iris [10], and palm print [11] recog-
nition), image compression [12], and biomedical image
retrieval [13]. Since bits have only two values, they can be
physically stored in a two-state memory device. One such
device is a memristor that acts as a two-terminal resistive
switch [14]. Owing to its non-volatility and ability to mem-
orize the resistance states, the memristor has found various
applications in analog and digital circuits, as well as in
mimicking neuromorphic processes [15]. In digital circuits,
a memristor can be utilized as a power-efficient and scalable
two-state device.

The most prominent scalable digital applications of mem-
ristors are crossbar memory arrays and resistive content-
addressable memories (CAMs), in which the memristors are
used as storage elements by creating a passive interconnected
network. The crossbar topology performs better than the
conventional CMOSmemory circuits, and is considered to be
a successor to the conventional memory and logic configura-
tions [16]. Memristive crossbar arrays have also been used in
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conjunction with pixel sensors, for the learning and recogni-
tion of static images [17]. Another application of memristors
is in weighted input circuits, also known as threshold logic
gates (TLGs). Inspired by the firing process of neurons,
TLGs have recently been implemented using memristors as
synaptic weights [18].

In this paper, memristor crossbar networks are used to
detect moving objects in a dynamic environment by com-
paring consecutive frames. This approach is motivated by
the need for introducing video analytics into the Internet-of-
Things systems. The ability to detect moving objects in vision
sensors can help to develop higher order tasks such as pattern
recognition and intelligent decision making. The proposed
circuit can be used in near sensor processing tasks and be
integrated with pixel sensors, can potentially be applied in
the fields of security, law enforcement, and military applica-
tions. The use of memristive elements in the design ensures
the implementation of switching behavior as well as small
on-chip area and low power dissipation [19], [20].

The two main contributions of this paper are: (1) a novel
algorithm for moving-object detection based on bit-plane
extraction, and (2) the innovative use of memristive crossbars
and CAM arrays for translating the algorithm to an on-chip
solution. The novelty of the algorithm lies in the bitwise
manipulation of pixels, resulting in a more computationally
efficient method for hardware realization, than the conven-
tional methods. The proposed system can be integrated into
the existing pixel sensors and used for the edge computing
applications because it does not require additional software
to perform the frames comparison.

The rest of this paper is organized as follows: Section II
discusses provides the relative background on moving object
detection algorithms, memristive circuits and recently pro-
posed moving detection approaches and their hardware
implementation. The software and hardware implementation
of the proposed method is describe in Section III. The exper-
imental analyses and results are presented in Section IV.
Section V provides the explicit discussion on the advan-
tages and drawbacks of the proposed moving object detection
implementation and highlights the possible future works. The
conclusions are drawn in Section VI.

II. RELATED BACKGROUND
In this section, we provide background on the most relevant
moving-object detection algorithms and the memristive cir-
cuits used in this paper. The moving-object detection, being
a low-level vision activity, requires information processing at
pixel levels, and is a natural fit to hardware implementation.
The pixel-level analysis requires parallel processing, as the
speed is limited by the traditional software implementations.

A. BACKGROUND ON MOVING-OBJECT DETECTION
ALGORITHMS
The three major groups of techniques used in the moving-
object detection algorithms are: (1) background subtraction,
(2) frame differencing, and (3) optical flow. In addition, as we

introduce a pixel-based change detection, the existing pixel-
based object detection methods are covered in this section.

1) MAJOR MOVING-OBJECT DETECTION TECHNIQUES
a: BACKGROUND SUBTRACTION
Among the existing moving-object detection algorithms,
the ones based on background subtraction are popular
because of their simplicity and feasibility. The main idea
lies in subtracting the object from its background in the
current frame, by applying preprocessed background mod-
els. The resulting image is further binarized by using a
threshold to indicate the moving objects. This method gives
excellent results for videos from static cameras; however,
dynamic backgrounds and outdoor environments can affect
the quality severely. The disadvantages of such methods
are mitigated by applying soft clustering and intensity his-
togram [21] techniques, which however do not solve the
issues of shadows and ghost effects. A range of techniques
with increased complexities exists, which can improve the
background subtraction. These include the Mixture of Gaus-
sians (MOG) background subtraction, subspace learning
background subtraction, statistical background subtraction,
fuzzy background subtraction, and Robust Principal Com-
ponent Analysis (RPCA) background subtraction [22], [23]
techniques. However, with increasing complexity, the circuit-
level implementations become increasingly complex and
unviable for low-power implementations.

b: FRAME DIFFERENCING
Frame differencing implies subtracting the current video
frame from the previous frames. Dependent on the num-
ber of frames considered, two- and three-frame differencing
methods are deployed. In two-frame differencing, the current
and previous video frames are subtracted, and the resultant
image is thresholded. In three-frame differencing, the current,
previous, and next frames are considered [6]. Three-frame
differencing is an extension of the conventional two-frame
differencing approach, and it improves the overall perfor-
mance and detection speed [6]. Frame-differencing methods
can be improved by additional computational processes such
as automatic thresholding or use of linear operators [24];
however, issues related to occlusion, illumination, and back-
ground noise arise.

c: OPTICAL FLOW
One of the computationally complex approaches for moving-
object detection is the optical flow method. In this approach,
two successive frames are processed, and each pixel is con-
sidered as a vector. The displacement of each pixel over
time, compared to the previous pixel, is calculated [5].
Owing to the complexity of calculations, three dimensional
images or matrices (as RGB images) are transformed to two
dimensional matrices (as grayscale images), and further using
the brightness constancy assumption, the pixel intensity:

f (x, y, t) = f (x + dx, y+ dy, t + dt), (1)
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By employing the Taylor series for the right-hand side of
Eq. (1), and making some changes to the obtained equation,
we obtain an interpretation for the optical flow equation as:

fxu+ fyv+ fy = 0, (2)

It can be also represented in a vector form as:

∇f Ev = −ft , (3)

where ∇f is the brightness intensity spatial gradient, Ev is
the speed vector of a pixel, and ft is the time derivative of
brightness intensity. Equation (2) is commonly used in
optical-flow estimation, and is known as the gradient con-
straint [5]. Optical-flow equations are solved using the
Lucas–Kanade or Horn–Schunck methods [5].

2) PIXEL-BASED CHANGE DETECTION METHODS
There is several software-based methods and algorithmic
implementations of moving object detection. According to
the analyzed input features and approach used to sort input
visual data, the change detection methods can be catego-
rized into pixel based, transformation based, texture based,
structure based methods and fusion of several methods [25].
The pixel-based change detection methods include image
differencing,rationing and regression, change vector analysis,
median filtering-based background formation and pixelwise
fuzzy XOR operations [25], [26]. As a part of the proposed
method, we use the XOR operation, which already has been
proven to be efficient for frame differencing and pixel-based
change detection approaches, especially in fuzzy XOR-based
moving object detection methods [25], [27]. In addition,
the XOR-based algorithms are the least complex in terms of
hardware implementation, comparing to the other pixel-based
change detection methods.

B. BACKGROUND ON RELATED MEMRISTIVE CIRCUITS
In the hardware implementation proposed in this paper, three
major circuit concepts are used, which are: (1) crossbar
array, (2) threshold logic gates, and (3) content-addressable
memories.

1) CROSSBAR ARRAYS
The crossbar-structure design for memories has been used
extensively since the 1970s. The basic structure of a crossbar
array incorporates a mesh network of wires with switches at
the junctions [28]. Bits are stored in these switches in the form
of ON/OFF states, and the state is written or read by apply-
ing an appropriate voltage. Crossbar systems are inferior to
conventional CMOS memory designs, in terms of power and
energy efficiency. These disadvantages primarily arise from
the inherent switching characteristics. With the incorpora-
tion of memristors as switches, the mentioned issues have
widely been addressed, drawing considerable attention [29].
The ability of memristive devices to exhibit the switching
behavior and non-volatile properties make the memristors
appropriate solution to solve the scalability problems and

FIGURE 1. Memristive linear threshold gate in (a) NAND, NOR and
(b) XOR configuration.

implement the crossbar for large scale applications [19], [20].
The drawback of using memristive crossbar arrays lies in
the generation of sneak paths when current flows through
undesiredmemristors during the read phase [30]. These sneak
paths lead to decreased accuracy and higher power consump-
tion; therefore, the sneak path issue is of primary concern in
the simulations [31].

2) THRESHOLD LOGIC
Threshold logic has found many fields of application,
including digital gates, computing, and bio-inspired process-
ing [32]. Threshold logic gates (TLGs) have been considered
as being successors to the conventional logic gates [33].
The ability of threshold logic design to accomplish complex
logic functions by using the intrinsic properties of TLGs
allows for fewer gates and levels, compared to standard logic
designs [34]. Threshold logic design has attracted attention
owing to its potential to implement multiple additions, mul-
tiplications, divisions, and sorting. Furthermore, TLGs have
found applications in modeling neural networks and brain-
inspired processes, including learning, adaptive, and pattern-
recognition systems [34]. In general, the transfer function of
a linear TLG is given by:

f (x1, . . . , xn) =

{
1,

∑n

i=1
wixi ≥ T

0, otherwise
(4)

where xi is the input variable, wi is the weight corresponding
to input i, and T is the threshold given by an integer number.
Several attempts have been made to build TLGs with

memristors [32]. One of the promising TLG structures is
presented in [18]. In this configuration, memristors are used
as input weights, and CMOS acts as a threshold logic device.
By utilizing the resistive switching mechanism in memris-
tors, the TLG can be set in the NAND, NOR, or XOR
configurations [18], [32]. The implementation of NAND,
NOR, or XOR configurations of TLG proposed in [32] are
shown in Fig. 1.

3) CONTENT-ADDRESSABLE MEMORY
Content-addressable memory (CAM) is a type of memory
in which the input data are compared to the data stored
in the memory. The CAM has a significant advantage in
terms of speed, as the comparison is achieved in a single
clock cycle. Although they demonstrate fast performances,
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the CAM circuits have very high power consumptions, which
limit their applications. An additional disadvantage of using
CAM is the increased silicon area [35]. The inputs to the
CAM array, which are compared with the stored patterns, are
provided by search lines. The outputs of CAM are provided
by match lines, and are dependent on the similarities between
the input and stored patterns. Memristors have been proposed
as efficient alternatives for transistors in CAMs, to address
the issue of high power consumption and small area scala-
bility. A promising design for a memristive CAM cell was
introduced in [36], which utilized two transistors and two
memristors (2T − 2M configuration) for a single cell.

C. RELATED WORKS
The recently proposed moving object detection algo-
rithms are based on various approaches, such as Bayesian
approach [37], automatic K-means clustering algorithm [38],
background modeling approaches with fusion of color
and texture features [39], Zernike moments [40], low-rank
and invariant sparse decomposition [41], modifications of
simultaneous localization and mapping methods [42], deep
sequence learning [43], improved and modified low-rank
modeling methods [44], principal component analysis [45]
and various modifications of background subtraction meth-
ods [46]. One of the main problem of such algorithms is the
complexity. The complexity of the existing moving object
detection algorithms makes their hardware implementation
using analog circuits difficult or impossible. Even if several
analog and mixed-signal implementations exist, high power
dissipation, large area and lack of scalability of such systems
do not allow the CMOS analog circuits based method com-
pete with software-based and completely digital solutions.
In turn, the analog implementation can make the video data
processing more efficient and faster.

There several digital implementations of moving object
detection based on various algorithms on Digital Sig-
nal Processor (DSP) [47] and Field Programmable Gate
Array (FPGA) [48]–[51]. The mixed-signal implementation
of moving object detection is proposed in [52]. The system
contains analog CMOS circuits for edge detection inspired
by biological vision system, digital circuit for generalization
of motion signals and software-based signal analysis using
microcomputer. The other mixed signal implementation of
the moving object detection on a static background is shown
in [53]. The module relies mostly on digital processing
and uses the capacitor as the analog storage for previous
video frame which enables the possibility of frame difference
operation.

There are few analog integrated circuit approaches for
detecting the static objects against moving background. One
of such approaches represented in [54] is based on lower
animal vision and focuses on edge detection. The circuit con-
tains latch, velocity detection and comparator circuits imple-
mented using 1.2µm CMOS process. However, the detection
of the moving objects using analog hardware approach
has not been implemented yet. There other moving

object detection system relying mostly on analog circuits
is proposed in [55]. However, the circuit is based on
CMOS technology which makes it large and inefficient
in terms of power. In addition, the scalability problem of
moving object detection components exists in the existing
CMOS-based implementations. The proposed memristive-
CMOS based circuit can be one on the solutions to the
scalability problems. Recently, the memristor based fast
moving object detection system has been introduced in [56].
The memristive object detection system uses pixel-based
change detection approach and shows high accuracy results.
However, this system requires an additional sensing circuit to
be integrated with the traditional CMOS sensors.

III. PROPOSED METHOD
The pseudocode of the proposed method is presented in
Algorithm 1. Two consecutive images are converted to
grayscale, sliced into bit-planes, and bit-wise compared. The
higher order bits used for the comparison are further com-
bined and processed to obtain the result. The process is
repeated for the next two consecutive frames. The algorithm
is verified using target videos from the VISOR database [57].

Algorithm 1 Algorithm Pseudocode for Object Detection
1: repeat
2: procedure BitExtraction(framei, framei+1)
3: for both frames do
4: gray_frame← convert_to_gray(frame)
5: for all bit planes do
6: b_p← get_bit_planes(gray_frame)
7: end for
8: end for
9: end procedure
10: procedure XOR(framei, framei+1)
11: for both frames do
12: result_b_p← XOR(b_pi, b_pi+1)
13: end for
14: for high order bit planes do
15: gray_result ← combine(result_b_p)
16: end for
17: end procedure
18: i← i+ 1
19: until frames_end

The input color images, corresponding to framei and
framei+1, are acquired and are converted to 8-bit grayscale
images (gray_frame). Eight constituting bit planes are
extracted from the grayscale pixel values ranging from
0 to 255. As a result, eight binary images are formed (b_p),
which are later used in the comparison process. Bit-plane
extraction is achieved by:

b
Y
2k
cmod2 = ak , (5)

where Y is the grayscale pixel value, k is the bit number,
mod is a modulo operation, and ak is the bit value of the
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FIGURE 2. Comparison of bit planes via XOR operation: (a) LSB, (b) 1st bit,
(c) 2nd bit, (d) 3rd bit, (e) 4th bit, (f) 5th bit, (g) 6th bit, and (h) MSB. The
(a), (b), (c) and (d) refer to the small insignificant background changes,
while (e), (f), (g) and (h) refer to the significant changes.

FIGURE 3. Detection of the moving object. Original image is acquired
from the combination of the XORed bit planes and the thresholded image.

corresponding bit number. b·c is the floor operation repre-
sented by:

bxc = m ⇐⇒ m ≤ x < m+ 1, (6)

Since the lower order bit planes do not convey important
information, only the higher order bit planes are stored for
further processing. This will also contribute to effectivemem-
ory utilization.

The corresponding stored bit planes of consecutive frames
are compared via an XOR operation (result_b_p), which is
illustrated in Fig. 2. The XOR operation is used as a distance
metric, to calculate the pixel differences between bit planes.
The XOR operation is given by:

ak ⊕ bk = ck , (7)

where ak , bk , and ck are the k-th bit values of the previous
frame pixel, current frame pixel, and resultant bit value,
respectively.

After comparing the bit planes, the higher bit planes are
merged together once again to obtain a grayscale image by:

7∑
k=4

2k ∗ ck = Y , (8)

where k is the bit number, ck is the bit value, and Y is the
resultant grayscale pixel value. The obtained grayscale image
is further thresholded to detect the object. The example of the
grayscale and corresponding binary image frames is shown
in Fig. 3.

The translation of the proposed algorithm to a circuit is
illustrated in the block diagram shown in Fig. 4. Before the
processing and comparison of the video frames, the external

FIGURE 4. Hardware block diagram of the proposed circuit. Bit planes are
stored and read from crossbar arrays, compared via memristive threshold
logic gates, processed, and compared in CAM arrays.

FIGURE 5. Memristor crossbar array write cycle. (a) ‘‘1’’ valued bits are
written in the first cycle, (b) ‘‘0’’ valued bits are written in the second
cycle.

control and pre-processing unit selects the video frame sam-
ples, which are stored in a crossbars. Memory is of crucial
importance in the proposed circuit, as the integration with
pixel sensors requires high scalability and reduced power
consumption for standalone operation. Integration of conven-
tional SRAM memories faces the problems of high leakage
and static power dissipation. As a result, the extracted bit
planes are stored in crossbar arrays, which use memristors as
memory elements. The stored elements in the crossbar arrays
representing the higher order bit planes if the consecutive
frames in time are compared using XOR TLGs. Therefore,
only the planes representing 4th bit, 5th bit, 6th bit and MSB
are stored and fetched into the XOR gates. Then, the weighted
summation of 4 XOR outputs of the consecutive frames
(for example, frame N − 1 at time tN−1 and frame N at
time tN ) is performed. Next, the obtained values are thresh-
olded and saved into the CAM array. In the next cycle,
the same operation is performed for the frames N and N + 1,
however the CAM array is set to the comparison mode. In this
mode, the thresholded output of the frames N and N + 1 is
compared to the previously stored output of the frames N −1
and N .

Bit planes in memristive crossbar arrays are stored using
two row-by-row successive write cycles, which are illustrated
in Fig. 5. The control unit is used to control the applied
voltage and switch between elements during the write cycles.
The memristor states are set by applying positive or nega-
tive write voltages, which are greater than the memristor’s

18958 VOLUME 6, 2018



N. Dastanova et al.: Bit-Plane Extracted Moving-Object Detection Using Memristive Crossbar-CAM Arrays

FIGURE 6. Memristor crossbar array read cycle. (a) Reading the first
element in the first row, (b) reading the second element in the first row.

threshold voltage (Vw > Vthresh). During the first cycle, bits
of value ‘‘1’’ are written into the memristors in the form of
low resistances, while ‘‘0’’ valued bits remain idle. This is
achieved by applying a positive write voltage across themem-
ristor terminals. During the second cycle, bits of value ‘‘0’’
are written in the form of high resistances, while the already
stored ‘‘1’’ bits remain idle.

The stored bits are read by applying a read voltage, which
is smaller than the threshold voltage, to avoid resetting the
switches (Vread < Vthresh). The bits are extracted via com-
parator circuits embedded in the crossbar’s columns. The
comparator circuit comprises a load resistor and op-amp
along with the reference voltage. Depending on the memris-
tor’s resistance, either ‘‘0’’ or ‘‘1’’ is obtained at the output of
the comparator circuit. To deal with the sneak path problem,
memristors are read element-wise after applying the read
voltage to each row. This is accomplished by introducing an
isolating switch between the crossbar array and the compara-
tor stage. The crossbar read cycle is depicted in Fig. 6.
In the next stage, memristive TLGs are used for realizing

the XOR operation. The bits corresponding to the bit planes
of two consecutive frames stored in the crossbar arrays are
taken as inputs to the TLGs. The integration of thememristive
crossbar arrays and the TLGs is shown in Fig. 7. For all mem-
ristive elements in the array, the process of XOR comparison
is done sequentially switching from element to element. The
switching between the memristors is done by external control
circuit. The logic gates are setup to implement the XOR
configuration illustrated in [32], which requires the control
voltage Vc to correspond to the NOR output of the two
input voltages. The output from the TLG corresponds to the
compared bit value to form compared bit planes.

Depending on the application and the limitations of the
system where moving object detection module is integrated,
different memristor crossbar configurations should be con-
sidered to achieve the trade-off between the processing speed,
power and on-chip area. Fig. 8 and Fig. 9 shows two possible
configurations of the memristor elements combined into the
crossbar that effect the processing speed and number of ele-
ments in the system. Fig. 8 illustrates the configuration that
ensures themaximumprocessing speed. The bits representing
the pixels are stored in a separate memristors not connected

FIGURE 7. Integration of memristive crossbar arrays with memristive
threshold logic gates (TLGs) in XOR configuration.

FIGURE 8. Time efficient approach with single memristors are used as
storage elements. All the pixels are read in parallel.

to each other. Each memristor is connected to the separate
XOR gate. This approach allows to remove the switching
process that is used to read the elements when they are con-
nected into the crossbar. This process can be efficient when
the number of elements in the process system is small or when
the regression of the number of features in the processed
visual data is applied. This approach requires high power
dissipation and large on-chip area, if the number of processed
features is large.

Fig. 9 represents the modular approach. In this approach,
the image is divided into several parts and each part is saved
in a separate crossbar. This approach allows to achieve the
optimum point between the processing time and number of
elements in the system. Each crossbar has a separate readout
circuit and XOR gate, and all the crossbar are read in parallel.
The signal memristive elements within the crossbar are read
sequentially. The use of the smaller crossbars is beneficial
because the sneak path effects and parasitics effect the output
less, comparing to the larger crossbar array. However, com-
plex external or digital control circuit is required.
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FIGURE 9. Modular approach. The large image is divided into smaller
parts and saved into the separate crossbar. The memristors from a
separate crossbars are read in parallel. The memristors withing the
crossbar are read sequentially. This approach allows to achieve the
desired trade-off depending on the application.

After the comparison, the weighted addition of bit planes is
implemented using a summing amplifier to obtain a grayscale
image shown in Fig. 10. Weights are represented by the
resistance ratios and the MSB bit plane has the largest weight
corresponding to the smallest resistance RIN in the summing
operational amplifier. The output voltage of the summing
amplifier Vsum is shown in Eq. 9.

Vsum = −
[
RF
RIN1

V1 + . . .+
RF
RIN4

V4

]
, (9)

where Vsum is the output voltage of the summing amplifier,
RF is the feedback resistance, RIN1,RIN2,RIN3,RIN4 are the
input resistances, and V1,V2,V3,V4 are the input voltages.
According to the algorithm, the next step is the threshold-

ing of the obtained grayscale image. This is done using a com-
parator circuit following the weighted summation operation
shown in Fig. 10. Depending on the value of the grayscale
pixel, either ‘‘0’’ or ‘‘1’’ is produced at the output Vout , and
the final binary image is formed according to the Eq.10.

|Vout | =

{
1 if |Vsum| > Vref is even
0 if otherwise

(10)

In the final stage, the detected object information is stored
in memristive CAMs, as shown in Fig. 11. Memristive
CAMs serve several purposes in the circuit and is based on
2T-2M topology with 2 transistors an 2 memristors [36].
Binary data is stored in the CAM array in the form of high
or low resistance of the memristors. The charge stored in the
row capacitor is leaked through a mismatched cell, where
transistor is ON and memristor has a low resistance opening
a path to ground. In the match state, when the resistance is

FIGURE 10. Implementation of weighted summation and thresholding
stages. Outputs from the XOR TLGs are accepted as inputs to this stage.

FIGURE 11. 2T-2M CAM cell operation: (a) match case and (b) mismatch
case. In the mismatch case, the red line illustrates the discharge
path [36].

FIGURE 12. Write and read cycles for memristive CAM array. (a) write
cycle, (b) read cycle.

high and transistor is ON or resistor is low and transistor is
OFF, the leakage of the charge to the ground does not occur.

The memristive CAM array operates in two cycles: write
cycle and read cycle. The operation cycle are shown in Fig.12.
In the first reporting period (write cycle), the outputs from
the first pair of compared, combined, and thresholded bit
planes of consequent frames are written into the memris-
tors. The transistor inputs, as well as the row capacitors,
are disconnected, and the memristors are updated during the
write cycle. During the second cycle (read cycle), the outputs
from the second pair of compared, combined, and thresholded
frames (consequent frames in time) are provided as inputs
to the transistor’s gate, and a comparison is carried out.
Since a complementary output is required, the thresholding
stage is embeddedwith an inverter to produce complementary
outputs.

By observing the difference in discharge operation of the
capacitor, it is possible to determine the horizontal, verti-
cal, or diagonal direction of object movement. Figure 13 illus-
trates an example of a horizontally moving object, where only
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FIGURE 13. Change of pixels depicting an object moving in horizontal
direction, with rows indicated by numbers.

the rows 3, 4, 5, 6 demonstrate changes in pixels and the con-
sequent changes in discharge; the rows 1, 2, 7, 8 remain idle.
During the object movement, only the rows with changed
pixels will have variations in their discharge curves. In the
memristive arrays, each memristor corresponds to the storage
of a single pixel. When the output from XOR gate of the
first two images is compared to the XOR gate output of
the last two images, the discharge path of the capacitors in
the rows 1, 2, 7, 8 will not change. In the update and write
operation, the CAM array enables less memory utilization
and less power dissipation by overwriting only the row bits
(memristors) that are different and leaving the unchanged
bits idle.

IV. EXPERIMENTAL ANALYSES AND RESULTS
The algorithm was analyzed using MATLAB. The algorithm
is verified using target videos from the VISOR database [57].
The experiments were conducted on videos recorded under
different conditions (outdoor, indoor, etc.). The videos con-
tain various occlusions and illumination changes. In each
experiment, 200 video frames have been taken for the analy-
sis. The system level simulation results represent the average
recognition accuracy for the performed analysis. The hard-
ware simulations were performed using SPICE. The large
number of circuit elements in the crossbar arrays and circuits
for image reading, storage, and processing makes the manual
writing of SPICE netlist a difficult and time-consuming task.
We use MATLAB scripts to generate the SPICE code for
simulating the circuits with particular number of memristors
in a crossbar, and for automatically analyzing the simulation
outputs. The HP memristor model [58], [59] used in the sim-
ulations had a large ROFF /RON ratio of 103. This memristor
model is suitable for large scale simulations and considers
the nonlinear behavior of the memristors. The CMOS tech-
nologies used were the TSMC process BSIM models with a
feature size of 0.25µm. To test the performance of the circuit,
the power supply for the circuit (VCC ) was 1V , and the logic
levels were 1 V for logic high and 0 V for logic low. The
inverter was designed to have a threshold voltage of 0.5 V .
The same performance can be achieved with the higher power
supply (about 3.3V ), which makes possible the integration of
the proposed system into the traditional pixel sensors.

To illustrate the efficiency of the proposed method,
comparisons with other conventional methods such as the
inter-frame differencing (ID), three-frame differencing (TD),
background subtraction (BS), and optical flow (OF) meth-
ods, were performed, and the results are shown in Table 1
and Fig 14. Quantitative examinations, in terms of accuracy

TABLE 1. Comparisons of performances of the proposed method and the
state-of-the-art algorithms.

and detection rate, were conducted based on ground truth
measurements. The frame-based ground truth method was
used to compare each frame separately in terms of intensity,
position, and quantity of objects, without considering the
similarities of the objects in the video sequences. The com-
parisons were accomplished in terms of the tracker detection
rate (TRDR), false alarm rate (FAR), detection rate (DR),
specificity, accuracy, positive prediction (PP), negative pre-
diction (NP), false negative rate (FNR), and false positive
rate (FPR) metrics [60].

The crossbar array performance was observed by storing
four high-order bit planes of three target images, imitating
three consequent frames. The images had a size of 8×8 pixels
and distinct differences from each other. The bit sequences
were extracted from the comparator circuits in the form
of voltage waveforms. The circuit simulation results were
exported into MATLAB in order to visualize the extracted
sequences. The first frame with constituting bit planes is
illustrated in Fig. 15, while the bit planes extracted from the
crossbar arrays are shown in Fig. 16.
Comparisons of the respective bit planes of succes-

sive frames were accomplished using TLGs. The manually
XORed bit planes of the first pair of frames are illustrated
in Fig. 17, while the compared bit planes obtained from the
circuit are depicted in Fig. 18.

In order to observe the operation of the weighted summa-
tion and thresholding, the results obtained from the algorithm
and from the circuit were illustrated. Manual weighted sum-
mation was accomplished by multiplying the respective bit
planes with the assigned weights and adding them, while the
output from circuit simulation results was exported and read
via MATLAB.

The simulated thresholding results were obtained by using
a value of 0.25. The circuit output was exported and read. The
circuit’s reference voltage VREF was also set to 0.25V . The
weighted summation and thresholding outputs are depicted
in Fig. 19 and 20, respectively.

The output from the CAM array was formed by observing
the discharge curves from the matching and mismatching of
the thresholded images from the first and second pairs of
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FIGURE 14. Comparisons between proposed moving-object detection method and existing methods, using VISOR database. Column wise:
(a) original images, (b) two-frame differencing, (c) three-frame differencing, (d) background subtraction, (e) optical flow, and (f) proposed method.
Row-wise, from top down we have, 122nd frame, 147th frame, and 152nd frame.

FIGURE 15. Target image along with the extracted bit planes. (a) Original
image, (b) MSB plane, (c) 6th bit plane, (d) 5th bit plane, and (e) 4th bit
plane.

FIGURE 16. Target image bit planes stored and extracted from memristive
crossbar array. (a) MSB plane, (b) 6th bit plane, (c) 5th bit plane,
and (d) 4th bit plane.

FIGURE 17. Manually XORed bit planes of first pair of consecutive frames.
(a) MSB plane, (b) 6th bit plane, (c) 5th bit plane, and (d) 4th bit plane.

frames. The discharge behavior was dependent on the number
of different bits in each row. The second row matched all
bits, the first row was mismatched by 1 bit, the third row was
mismatched by 2 bits, and the seventh row was mismatched
by 5 bits. The discharge curves from the CAM array are
shown in Fig. 21.

FIGURE 18. XORed bit planes obtained from TLGs. (a) MSB plane,
(b) 6th bit plane, (c) 5th bit plane, and (d) 4th bit plane.

FIGURE 19. Manually added and thresholded bit planes of first pair of
consecutive frames. (a) Weighted addition of compared bit planes,
(b) thresholded image of (a).

FIGURE 20. Added and thresholded bit planes of first pair of consecutive
frames obtained from circuit. (a) Weighted addition of compared bit
planes, (b) thresholded image of (a).

Deviations were present among the circuit outputs and pro-
cessed images, with errors introduced by TLG. Because of the
nonlinearity and second-order effects of CMOS technologies

18962 VOLUME 6, 2018



N. Dastanova et al.: Bit-Plane Extracted Moving-Object Detection Using Memristive Crossbar-CAM Arrays

FIGURE 21. Capacitor voltage discharge curves for match and mismatch
cases.

TABLE 2. Accuracy, area, power, and delay parameters.

and op-amps, a signal delay was introduced at the output
of each stage. Since parallel operation was ensured by the
crossbar array, the delay in the memristive-CMOS circuits
did not depend on the array size, and it did not impact the
output results. The accuracy, power, and area of the proposed
circuit for three size configurations are shown in Table 2.
The power, area and delay calculations are derived from
the SPICE simulations. The accuracy results are obtained
comparing the circuit simulation results with the original
algorithm in Matlab. The area and power shown in Table 2
are calculated for the complete circuit corresponding to the
particular crossbar array sizes using the approach mentioned
in Fig. 7, when the memristor values are read one at a time.
The delay caused by the reading OpAmp in the crossbar,
summation and thresholding operation is calculated for a
single read cycle. The accuracy was also measured in terms
of the temperature sensitivity, as illustrated in Fig. 22. The
temperature sensitivity was mostly due to the OpAmps used
in the comparison, addition, and thresholding stages, as the
memristors’ OFF/ON resistance ratios are not affected much
by temperature variations [61]. The errors were introduced
during the comparison stage. Although the errors were issues
for small arrays, the number of incorrectly compared pixels
was fixed in the range of 4-6 pixels, which still led to a
high accuracy when using a large array size. According to
the results, the proposed circuit was also tolerant to temper-
ature fluctuations, and it demonstrated satisfactory operation
for temperatures up to 60◦C , for small array sizes, and up
to 80◦C , for larger array sizes.

FIGURE 22. Temperature sensitivity graph showing dependence of
accuracy on temperature.

TABLE 3. Comparison of CMOS design and memristor-based design of
CAM and XOR gates.

Table 3 shows the comparison between the memristive
design used in the proposed system and equivalent CMOS
design of XOR TLG circuit and CAM array cell. The
4T CMOS CAM cell selected for comparison is introduced
in [62]. The area calculation does not include the capacitor
storing the charge. The CMOS design of XOR TLG used
for comparison is a standard CMOS design based on 8 tran-
sistors and 2 additional inverters with 2 transistors per each
(12 CMOS transistors in total).

V. DISCUSSION
The advantages of the proposed system includes high detec-
tion accuracy of the proposed algorithm, the low power dis-
sipation, small on-chip area and scalability of the memristive
crossbar array, which enables the possibility of implementing
the large system. The use of memristive crossbars to store
the visual bit planes, memristive XOR gates and memristive
CAM array significantly reduces required on-chip area and
power dissipation, comparing to CMOS circuits. According
to Table 3 that highlights the advantages of the memristive
circuit, comparing to the CMOS design, on-chip area and
power dissipation are significantly lower in the memristive
design. As in the crossbar approach the writing is performed
for one memristor at a time, the overall power required for
the memristor update process in the whole system is not
high, even if the writing cycle is slow. The slow writing
speed is compensated by the fast reading operation from the
memristors. In addition, the other advantage of the mem-
ristive system over the CMOS design is the scalability of
the crossbar with lower leakage current, comparing to the
CMOS implementation.

The FPGA solutions for moving object detection have
hight power dissipation comparing to the proposed ana-
log hardware based moving object detection module.
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For example, one of the recent works shows that the power
consumption of FPGA-based module is 0.0026W [48]. The
mixed signal 64 × 64 0.18µm CMOS image sensor for
moving object detection has area and power consumption
of 2.25µm2 and 0.4mW , respectively [53]. The equivalent
64 × 64 design based on the proposed circuit with 0.25µm
CMOS process and modular approach (Fig. 9) can consist
of the either four separate 16 × 16 crossbars or eight 8 × 8
crossbars. The area and power consumption of this circuits
are 0.02373µm2 and 0.429mW for 16×16modular crossbars
and 0.02162µm2 and 0.413µW for 8× 8 modular crossbars,
respectively. The power consumption part of the proposed
system can be improved by using low power amplifier in the
summation part and replacing the resistors with a parallel and
series combinations of memristors.

Overall, the existing mixed-signal, FPGA and analog
implementations of the moving object detection task have
scalability, large on-chip area and high power dissipation
problems [48], [53], [55]. Due to small on-chip area and scal-
ability of the memristive circuits, the proposed memristive-
CMOS moving object detection module is an appropriate
solution to these problems. In addition, with the flexibility
of the design of the system and size of the crossbar (shown
in Fig. 8 and Fig. 9), it is possible to achieve the trade-off
between the processing time, on-chip area and power con-
sumption required for a particular application and integration
into the existing system.

Comparing to the other existing memristor-based moving
object detection system [56], the system shows higher accu-
racy for VISOR dataset (99.5%), comparing to 93.3% of
the previously introduced method. In addition, the proposed
system can be integrated into the traditional CMOS sensor
system, comparing to the method proposed in [56], which
requires the additional sensing circuit to be implemented.

However, the proposed memristive implementation of the
system has several drawbacks and uncertainties that should be
investigated in future. For example, comparing to the mem-
ristor models, the use of real memristive devices introduces
various issues concerning the switching of the memristors,
variability of resistance levels, integration of the CMOS
devices with memristors in a fabrication process, stability
issues, endurance and lifetime of the memristive devices.
In the large crossbars, the sneak path problems can not be
completely avoided and their effects on the system perfor-
mance should be investigated further. The impact of the size
of the crossbar, leakage currents and parasitics on the accu-
racy of the system should also be investigated as a part of
future work. Frequency and electromagnetic effects should be
considered. In addition, the design of the operational ampli-
fier (OpAmp) used in the CMOS adder and comparator can
be improved or replaced with low power OpAmp to achieve
lower power dissipation and smaller area.

VI. CONCLUSION
In this paper, we presented a moving-object detection
algorithm implemented using a memristor crossbar array

architecture that could store and process the images in bit
planes. The respective bit planes of consecutive frames were
compared using memristive TLGs, and grayscale images
were generated by weighted addition. The binary image of
the detected object was obtained by setting an appropriate
thresholding level. The last stage comprised a CAM array,
which was used for two purposes: as a long-termmemory and
for providing analysis capability. The crossbar arrangement
and low-level vision processing abilities made it a appropriate
for integration with the existing image sensors and perform
near sensor processing and edge computing tasks. The sneak
path problem could be avoided by reading one element at a
time; however, this led to significant reading delays for larger-
sized arrays. As a future work, the TLG operations can be
improved for achieving better accuracy.
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