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ABSTRACT In this paper, we investigate the fault-tolerant consensus problems for multi-agent systems with
actuator faults. Based on the relative state information, fully distributed adaptive protocols are designed for
these agents described by Lipschitz nonlinear dynamics under leaderless and leader-follower communication
structures. As the special case, for linear multi-agent systems, fault-tolerant consensus problems are also
solved with the proposed protocols. First, for the leaderless multi-agent systems, all agents reach an
agreement on a common value with undirected connected communication graphs. Second, for the leader-
follower multi-agent systems, in which the state of the leader is only available to a subset of the followers,
the state of each follower converges to the state of the leader, asymptotically. A distinctive feature of this
paper is that the adaptive protocols here are independent of the eigenvalues of the Laplacianmatrix associated
with the whole communication graph, which means the protocols can be implemented by each agent in a
fully distributed fashion. Simulation examples are provided to illustrate the theoretical results.

INDEX TERMS Fault-tolerant, consensus, linear and Lipschitz nonlinearity, multi-agent systems, actuator
faults.

I. INTRODUCTION
Strongly stimulated by the development of advanced con-
trol technologies and the explosion in computation and
communication capacities, the consensus control problems
for multi-agent systems have been investigated by many
researchers [1]–[13]. However, these works about the con-
sensus problems do not take faults occurred in the systems
into consideration. In reality, advances in control technolo-
gies, computation and communication have also increased
the complexity of engineering systems. Compared to a sin-
gle agent, multi-agent systems involve an increasing number
of actuators, sensors, and other system components. These
physical components may become faulty which can cause
system performance deterioration or even lead to accidents.
In order to overcome these weaknesses, fault-tolerant control
is proposed to maintain desirable performance and stability
properties in spite of faults [14].

In the past few years, a large number of results have been
reported on fault-tolerant consensus problem for multi-agent
systems [15]–[19]. In [20], distributed protocols were pro-
posed for fault-tolerant consensus tracking problems of linear

and Lipschitz nonlinear multi-agent systems. The protocols
proposed in [20] required the knowledge of some eigen-
value information of the graph Laplacian matrix. Whereas
the eigenvalue information of the Laplacian matrix which
depends on the entire communication graph, is global infor-
mation and unknown for all agents. In [21], observer-based
adaptive protocols were proposed for fault-tolerant tracking
problems of Lipschitz nonlinear nonstrict-feedback systems.
There is only one leader and one follower considered in [21].
Fault-tolerant consensus problem of nonlinear multi-agent
system was investigated in [22]. The consensus error expo-
nentially converges to a bounded set. Note that in [22],
Chen et al. assumed that for agent i, its all actuators have
the same actuator efficiency factor. However, for an agent
in the multi-agent systems, its different actuators may have
different actuator efficiency factors in practice. Thus for each
agent, the actuator efficiency of the control input is an effi-
ciency diagonal matrix. The method applied in [22] could
not solve this situation. In this paper, we assumed that for
each agent i, its actuator efficiency factors may be differ-
ent. In [22], adaptive control techniques are used to tackle
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the unknown nonlinear term and actuator faults. Actually,
in recent years, adaptive control techniques have been widely
used to solve the unknown terms in the system [23]–[28].
Motivated by [22], [29], fully distributed adaptive protocols
are designed to achieve consensus in this paper. Fault-tolerant
consensus tracking problem and containment control prob-
lem of multi-agent systems with actuator faults were consid-
ered in [30] and [31], respectively. In [30]–[32], the protocols
need the information of the graph Laplace matrix, thus are not
fully distributed protocols.

In this paper, we investigate the fault-tolerant consen-
sus problems for Lipschitz nonlinear multi-agent systems
with leaderless and leader-follower communication struc-
tures. Contributions of this paper can be summarized as
follows.

First, this paper considers actuator faults containing stuck,
outage, bias and loss of effectiveness faults. Moreover,
we assume that for each agent, its different actuators may
have different actuator efficiency factors. Thus in this paper,
for each agent, the actuator efficiency of the control input is
an efficiency diagonal matrix. Second, compared with [20],
[30], [32], the adaptive protocols proposed in this paper can
be implemented by each agent in a fully distributed fash-
ion without using any global information. Third, we extend
the protocols proposed in [33]. If the multi-agent system is
failure-free, the adaptive protocols proposed in this paper will
reduce to the protocols in [33].

The rest of this paper is organized as follows. Section II
provides some preliminaries and problem formulation.
Section III considers the fault-tolerant consensus problem for
Lipschitz nonlinear multi-agent systems. The fault-tolerant
consensus tracking problem with leader-follower commu-
nication structure is studied in Section IV. The effective-
ness of the proposed protocols is illustrated by examples in
Section V. Finally, some concluding remarks are given in
Section VI.
Notations: Rn×m denotes a set of n × m real matrices

and In represents the identity matrix of dimension n. 1n =
[1, 1, . . . , 1]T ∈ Rn×1. A⊗B denotes the Kronecker product
of matrices A and B. For a vector x ∈ Rn, ‖ x ‖ denotes its
Euclidean norm. For real symmetric matrix G, G > 0 means
that G is positive definite.

II. PRELIMINARIES AND PROBLEM FORMULATION
A. GRAPH THEORY
For the leaderless multi-agent systems, assume that each
agent is a node and the information exchange of N agents
is denoted by an undirected graph G = (V, E), where V =
{v1, v2, . . . , vN } and E ⊂ V × V represent, respectively,
a nonempty finite set of nodes (i.e., agents) and a set of
edges (i.e., communication links). An edge (vi, vj) means that
agents vi and vj can obtain information from each other. The
neighborhood of the ith agent is denoted by Ni = {vj ∈
V|(vj, vi) ∈ E}. A path P in G is a sequence {vi0 , vi1 , . . . , vik }
where (vij−1 , vij ) ∈ E for j = 1, 2, . . . , k and the nodes are

distinct. The weighted adjacency matrix A = [aij] ∈ RN×N

associated with G is defined by aii = 0, aij = aji > 0 if
there is an edge between agent vi and vj, i.e., (vi, vj) ∈ E and
aij = aji = 0 otherwise. The Laplacian matrix of G is defined
as L = [lij]N×N = D −A, where D = diag{d1, d2, . . . , dN }
is called the degree matrix of G with di =

∑
j∈Ni

aij, i =
1, 2, . . . ,N . An undirected graph G is connected if there
exists a path between every pair of distinct nodes, otherwise
is disconnected.

For the leader-follower multi-agent systems consist of N
follower agents and a leader agent, assume that the leader
is represented by node v0 and the followers are represented
by nodes v1, v2, . . . , vN . The information exchange between
these agents is represented by a directed graph Ḡ = (V̄, Ē),
where V̄ = V ∪ {v0} and V = {v1, v2, . . . , vN }. A node is a
leader if it only sends out information and receives no infor-
mation from any other node. The leader adjacency matrix is
defined as a diagonal matrix B = diag{a10, a20, . . . , aN0},
where ai0 > 0 if the follower agent i has access to the
leader’s information and ai0 = 0 otherwise. The information
exchange between different follower agents is represented by
the undirected graph G = (V, E) of order N . L = [lij]N×N is
the Laplacian matrix of G.
Lemma 1 [5]: For a connected undirected graph G, the

Laplacian matrix L of G has the following properties.
xTLx =

1
2

∑N
i=1

∑N
j=1 aij(xi − xj)2 for any x =

[x1, x2, . . . , xN ]T ∈ RN , which implies that L is positive
semi-definite. 0 is a simple eigenvalue of L and 1n is the
associated eigenvector. Assume that the eigenvalues of L are
denoted by 0, λ2, λ3, . . . , λN satisfying 0 ≤ λ2 ≤ λ3 ≤ · · · ≤
λN . Then the second smallest eigenvalue λ2 > 0.
Assumption 1: For leader-follower multi-agent systems,

the undirected graph G for the followers is connected and
there is at least one follower agent i, which has access to the
leader’s information, i.e., B 6= 0.
Lemma 2 [5]: Denote H = L + B. For leader-follower

multi-agent systems, if Assumption 1 holds, thenH > 0.

B. NODES DYNAMICS
Consider Lipschitz nonlinear multi-agent systems which con-
sist of N identical follower agents and one leader agent, the
dynamic of the ith follower is described by:

ẋi = Axi + f (xi, t)+ Bui, i = 1, 2, . . . ,N , (1)

where xi ∈ Rn is the state, ui ∈ Rm is the control input, and
A, B are constant matrices with compatible dimensions. The
nonlinear function f (x, t) is assumed to be continuous in t and
Lipschitz in x with a Lipschitz constant l > 0, i.e.,

‖f (x, t)− f (y, t)‖ ≤ l‖x − y‖, ∀x, y ∈ Rn. (2)

The dynamic of the leader can be expressed as:

ẋ0 = Ax0 + f (x0, t)+ Bu0. (3)

Assumption 2: The leader’s control input u0 is continuous
and bounded, i.e., ‖u0‖∞ ≤ D where D is an unknown
positive constant.
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C. FAULT MODEL
For amulti-agent systemwhich consists ofN identical agents,
where each agent has m actuators. For the jth actuator of
agent i, vij(t) represents the input, u

Fh
ij (t) represents the output

that has failed under the hth faulty mode. In this paper, similar
to [20], the actuator fault under the hth fault model is defined
as

uFhij = ρ
h
ij(t)vij(t)+ σ

h
iju

Sh
ij (t), (4)

where i = 1, 2, . . . ,N , j = 1, 2, . . . ,m, h = 1, 2, . . . ,H ,
ρhij(t) are the unknown time-varying actuator efficiency fac-
tors, σ hij are unknown constants. Here, the indexH is the total
fault modes. For the hth fault mode, there exist known scalars
ρh
ij
and ρhij with 0 ≤ ρh

ij
≤ ρhij(t) ≤ ρ

h
ij ≤ 1. The stuck fault

uShij (t) is time varying and bounded. According to the practical
case, ρhij and σ

h
ij are defined as

0 ≤ ρhij(t) ≤ 1, σ hij = 0 or 1. (5)

Remark 1: For the jth actuator of agent i under the hth fault
mode, equation (5) implies the following cases (fault modes):
(i) ρh

ij
= ρhij = 1 and σ hij = 0 indicates the failure-free case;

(ii) ρh
ij
= ρhij = 1 and σ hij = 1 is the actuator bias fault;

(iii) ρh
ij
= ρhij = 0 and σ hij = 0 means that the outage fault;

(iv) ρh
ij
= ρhij = 0 and σ hij = 1 represents the stuck fault;

(v) 0 < ρh
ij
≤ ρhij(t) ≤ ρhij < 1 and σ hij = 0 is the partial

loss of effectiveness fault; (vi) 0 < ρh
ij
≤ ρhij(t) ≤ ρhij < 1

and σ hij = 1 contains the partial loss of effectiveness fault and
bias fault.

For convenience, we use a uniform actuator fault model for
all possible fault modes H in the following discussion:

ui = uFi = 3ivi + σiuSi , i = 1, 2, . . . ,N , (6)

where3i ∈ {3
1
i ,3

2
i , . . . , 3

H
i },3

h
i = diag{ρhi1, ρ

h
i2, . . . , ρ

h
im},

ρhij ∈ [ρh
ij
, ρhij], and σi ∈ {σ 1

i , σ
2
i , . . . , σ

H
i }, σ

h
i =

diag{σ hi1, σ
h
i2, . . . , σ

h
im}, σ

h
ij = 0 or 1, H = 1, 2, . . . ,H .

To facilitate our analysis, we need the following mild
assumptions.
Assumption 3: For the stuck faults, there exists unknown

scalar uSi > 0, such that

‖uSi (t)‖ ≤ u
S
i . (7)

Assumption 4: For multi-agent system, rank[B] =

rank[B3i], where 3i ∈ {3
1
i ,3

2
i , . . . , 3

H
i }, i = 1, 2, . . . ,N .

Assumption 4 is necessary for compensating the actuator
faults of stuck or outage. The following lemma presents a
useful property of multi-agent systems with Assumption 4.
Lemma 3 [31]: Suppose that Assumption 4 holds, then

there exist constants µ1 > 0, µ2 > 0, . . . , µN > 0, such
that

B3iBT ≥ µiBBT , i = 1, 2, . . . ,N , (8)

where µ1, µ2, . . . , µN are unknown constants.

According to the Assumption 3, there exist positive con-
stants δi, such that

‖σiuSi ‖ ≤ u
S
i = µiδi, i = 1, 2, . . . ,N , (9)

where µi is defined in Lemma 3.
Definition 1 (Fault-Tolerant Consensus Problem): For the

leaderless multi-agent systems, design fully distributed fault-
tolerant consensus protocols vi(t), i = 1, 2, . . . ,N based
on the local relative information between ith agent and its
neighboring agents such that for any initial conditions xi(0),

lim
t→∞
‖xi(t)− xj(t)‖ = 0, ∀ i, j = 1, 2, . . . ,N . (10)

Definition 2 (Fault-Tolerant Consensus Tracking Prob-
lem): For the leader-follower multi-agent systems, design
fully distributed fault-tolerant consensus protocols vi(t),
i = 1, 2, . . . ,N based on the local relative information
between ith agent and its neighboring agents such that for
any initial conditions xi(0), i = 0, 1, . . . ,N , the state of each
follower converges to the state of the leader, that is,

lim
t→∞
‖xi(t)− x0(t)‖ = 0, ∀ i = 1, 2, . . . ,N . (11)

III. LEADERLESS FAULT-TOLERANT CONSENSUS
Consider a group of N identical agents with Lipschitz non-
linear dynamics (1). With actuator faults (6), we rewrite the
multi-agent systems (1) as

ẋi = Axi + f (xi, t)+ B[3ivi + σiuSi ]. (12)

Let ξi denote the local relative state information between ith
agent and its neighboring agents that can be described by

ξi =

N∑
j=1

aij(xi − xj). (13)

For agent i, i = 1, 2, . . . ,N , based on ξi, we propose the
following distributed adaptive protocol:

vi = vi,1 + vi,2, vi,1 = ciKξi, vi,2 =
Kξiδ̂

2

i

‖Kξi‖δ̂i + σ (t)
,

ċi = γi,1ξTi 0ξi,
˙̂
δi = γi,2‖Kξi‖ − γi,2σ (t)δ̂i, (14)

where ci(t) denotes the time-varying coupling weight asso-
ciated with the ith agent with ci(0) > 0. δ̂i is the estimate
of δi with δ̂i(0) > 0. γi,1 and γi,2 are positive constants.
σ (t) ∈ R+ is uniform continuous function and satisfies the
following inequality:

lim
t→∞

∫ t

t0
σ (τ )dτ ≤ σ̄ < +∞, (15)

where σ̄ is an unknown positive constant. K = −BTP−1,
0 = P−1BBTP−1, where matrix P > 0 and scalar τ > 0
satisfy the following linear matrix inequality (LMI):[

AP+ PAT − τBBT + lI
√
lP

√
lP −I

]
< 0. (16)

Theorem 1: Suppose that Assumptions 3 and 4 hold. If
the undirected graph G is connected, then the fault-tolerant
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consensus problem of system (12) is solved by the distributed
adaptive protocol (14). Moreover, δ̂i, i = 1, 2, . . . ,N are
bounded and coupling weights ci(t), i = 1, 2, . . . ,N con-
verge to finite values.

Proof: Consider the following Lyapunov function
candidate

V1 =
1
2
xT (L⊗ P−1)x +

N∑
i=1

µi(ci − α)2

2γi,1
+

N∑
i=1

µiδ̃
2

i

2γi,2

=
1
4

N∑
i=1

N∑
j=1

aij(xi − xj)TP−1(xi − xj)

+

N∑
i=1

µi(ci − α)2

2γi,1
+

N∑
i=1

µiδ̃
2

i

2γi,2
, (17)

where x = [xT1 , x
T
2 , . . . , x

T
N ]

T , µi, i = 1, 2, . . . ,N are
unknown positive constants which are defined in Lemma 3.
α is a positive constant to be determined later. δ̃i = δ̂i − δi,
i = 1, 2, . . . ,N . The time derivative of V1 along system (12)
and with adaptive protocol (14) is given by

V̇1 =
N∑
i=1

N∑
j=1

aijẋTi P
−1(xi − xj)

+

N∑
i=1

µi(ci − α)
γi,1

ċi +
N∑
i=1

µiδ̃i

γi,2

˙̂
δi

=

N∑
i=1

N∑
j=1

aij
(
xTi A

T
+ f T (xi, t)

)
P−1(xi − xj)

+

N∑
i=1

N∑
j=1

aij(3ivi + σiuSi )
TBTP−1(xi − xj)

+

N∑
i=1

µi(ci − α)ξTi 0ξi +
N∑
i=1

µiδ̃i

(
‖Kξi‖ − σ (t)δ̂i

)
=

1
4

N∑
i=1

N∑
j=1

aij(xi − xj)T (ATP−1 + P−1A)(xi − xj)

+

N∑
i=1

N∑
j=1

aijf T (xi, t)P−1(xi − xj)

+

N∑
i=1

N∑
j=1

aijciξTi K
T3iBTP−1(xi − xj)

+

N∑
i=1

N∑
j=1

aij
ξTi K

T δ̂
2

i3i

‖Kξi‖δ̂i + σ (t)
BTP−1(xi − xj)

+

N∑
i=1

N∑
j=1

aij(σiuSi )
TBTP−1(xi − xj)

+

N∑
i=1

µi(ci − α)ξTi 0ξi +
N∑
i=1

µiδ̃i

(
‖Kξi‖ − σ (t)δ̂i

)
.

(18)

By using the Lipschitz condition (2), we can obtain

N∑
i=1

N∑
j=1

aijf T (xi, t)P−1(xi − xj)

=
1
2

N∑
i=1

N∑
j=1

aij
[
f (xi, t)− f (xj, t)

]T P−1(xi − xj)
≤

1
2

N∑
i=1

N∑
j=1

aijl‖xi − xj‖‖P−1(xi − xj)‖

≤
1
4

N∑
i=1

N∑
j=1

aijl(xi − xj)T
[
(P−1)2 + I

]
(xi − xj)

=
1
2
xT
[
L⊗

(
l(P−1)2 + lI

)]
x. (19)

According to Lemma 3 and the definitions of K , 0, ξi,

N∑
i=1

N∑
j=1

aijciξTi K
T3iBTP−1(xi − xj)

+

N∑
i=1

µi(ci − α)ξTi 0ξi

= −

N∑
i=1

ciξTi P
−1B3iBTP−1ξi

+

N∑
i=1

µi(ci − α)ξTi P
−1BBTP−1ξi

≤ −

N∑
i=1

αµiξ
T
i P
−1BBTP−1ξi. (20)

Accompany with inequality (9), it is easy to get that

N∑
i=1

N∑
j=1

aij
ξTi K

T δ̂
2

i

‖Kξi‖δ̂i + σ (t)
3iBTP−1(xi − xj)

+

N∑
i=1

N∑
j=1

aij(σiuSi )
TBTP−1(xi − xj)

+

N∑
i=1

µiδ̃i

(
‖Kξi‖ − σ (t)δ̂i

)
≤ −

N∑
i=1

δ̂
2

i ξ
T
i P
−1B3iBTP−1ξi

‖BTP−1ξi‖δ̂i + σ (t)
+

N∑
i=1

µiδi‖BTP−1ξi‖

+

N∑
i=1

µiδ̃i

(
‖BTP−1ξi‖ − σ (t)δ̂i

)
≤

N∑
i=1

µi

(
−
δ̂
2

i ξ
T
i P
−1BBTP−1ξi

‖BTP−1ξi‖δ̂i + σ (t)
+ δ̂i‖BTP−1ξi‖

)

−

N∑
i=1

µiσ (t)δ̃iδ̂i
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=

N∑
i=1

µi

(
δ̂i‖BTP−1ξi‖σ (t)

‖BTP−1ξi‖δ̂i + σ (t)
− σ (t)(δ̃

2

i + δ̃iδi)
)

≤

N∑
i=1

µi

(
σ (t)− σ (t)

(
δ̃i +

1
2
δi

)2
+

1
4
σ (t)δ2i

)
≤ σ (t)κ, (21)

where κ =
∑N

i=1 µi
(
1+ 1

4δ
2
i

)
.

Substituting (19), (20), and (21) into (18) yields

V̇1 ≤
1
2
xT
[
L⊗ (ATP−1 + P−1A)+ L⊗

(
l(P−1)2 + lI

)]
x

−

N∑
i=1

αµiξ
T
i P
−1BBTP−1ξi + σ (t)κ

≤
1
2
xT
[
L⊗

(
ATP−1 + P−1A+ l(P−1)2 + lI

)
− 2α0L2

⊗ P−1BBTP−1
]
x + σ (t)κ,

where αµi ≥ α0, i = 1, 2, . . . ,N . α0 > 0 satisfies 2α0λi ≥
τ, i = 2, 3, . . . ,N , τ > 0 satisfies (16). λ2, λ3, . . . , λN are
the eigenvalues ofL. According to Lemma 1, they are positive
constants. Denote 1 = 1N , e = [eT1 , e

T
2 , . . . , e

T
N ]

T , where
ei = xi − x̄, x̄ = 1

N

∑N
j=1 xj. Obviously,

e =
[(
IN −

1
N
11T

)
⊗ In

]
x.

Therefore, in terms of L1 = 0, for any matrix M ∈ Rn×n,
we have

eT (L⊗M )e = xT (L⊗M )x,
eT (L2

⊗M )e = xT (L2
⊗M )x. (22)

Thus

V̇1 ≤
1
2
eT
[
L⊗

(
ATP−1 + P−1A+ l(P−1)2 + lI

)
− 2α0L2

⊗ P−1BBTP−1
]
e+ σ (t)κ. (23)

Let U ∈ RN×N is an orthogonal matrix satisfies UTLU =
diag{0, λ2, λ3, . . . , λN }. Because the right and left eigenvec-
tors of L corresponding to the zero eigenvalue are 1 and
1T with dimension N , respectively, we can choose U =[
1⊗ 1

√
N
Y1
]
and UT

=

[
1T ⊗ 1

√
N

Y2

]
, with Y1 ∈ RN×(N−1)

and Y2 ∈ R(N−1)×N . Let ẽ = (UT
⊗ P−1)e, then

V̇1 ≤
1
2

N∑
i=2

λiẽTi (AP+ PA
T
+ lP2 + lI − 2α0λiBBT )ẽi

+ σ (t)κ

≤
1
2

N∑
i=2

λiẽTi (AP+ PA
T
+ lP2 + lI − τBBT )ẽi

+ σ (t)κ, (24)

where 2α0λi ≥ τ, i = 2, 3, . . . ,N . From the definition of ẽ,

ẽ1 =
(

1
√
N
1T ⊗ P−1

)[(
IN −

1
N
11T

)
⊗ In

]
x = 0.

(25)

Based on (15), (16), (17), (24), we have

0 ≤ V1(t) = V1(0)+
∫ t

0
V̇1(s)ds

≤ V1(0)+
1
2

∫ t

0

N∑
i=2

λiẽTi (s)
(
AP+ PAT + lP2

+ lI − τBBT
)
ẽi(s)ds+

∫ t

0
κσ (s)ds

≤ V1(0)+ κσ̄ . (26)

DenoteW (ẽi(t)) = − 1
2

∑N
i=1 λiẽ

T
i (t)(AP+PA

T
+ lP2+ lI −

τBBT )ẽi(t), where λ1 = 0, then∫ t

0
W (ẽi(s))ds ≤ V1(0)+ κσ̄ . (27)

Therefore
∫ t
0 W (ẽi(s))ds is bounded. Existence of

limt→∞
∫ t
0 W (ẽi(s))ds is guaranteed since the left-hand side

of (27) is monotonically nondecreasing and bounded above.
From (26), V1 is bounded, which implies ci and δ̂i are
bounded. With (22) and ẽ = (UT

⊗ P−1)e,

V1 =
1
2

N∑
i=2

λiẽTi Pẽi +
N∑
i=1

µi(ci − α)2

2γi,1
+

N∑
i=1

µiδ̃
2

i

2γi,2
, (28)

thus ẽi, i = 2, 3, . . . ,N are bounded, accompany with
ẽ1 = 0, ẽ is bounded. Then e = (U ⊗ P)ẽ is bounded, thus
vi, i = 1, 2, . . . ,N are bounded. Because

ėi = Aei + B[3ivi + σiuSi ]− B
N∑
j=1

1
N
[3jvj + σjuSj ]

+
1
N

N∑
j=1

[f (xi, t)− f (xj, t)], (29)

where ei = xi − x̄ and∥∥∥∥ N∑
j=1

[f (xi, t)− f (xj, t)]

∥∥∥∥ ≤ N∑
j=1

‖xi − xj‖

=

N∑
j=1

‖ei − ej‖, (30)

we have ėi are bounded for i = 1, 2, . . . ,N . With ẽ =
(UT
⊗ P−1)e, ˙̃e is bounded. Therefore W (ẽi(t)) is uniformly

continuous. By Barbalat’s Lemma, W (ẽi(t)) → 0 as t → 0.
Thus ẽi(t) converge to zero asymptotically. That is ei(t) =
xi − x̄, i = 1, 2, . . . ,N converge to zero asymptotically. The
states of all the agents reach a consensus state x̄ = 1

N

∑N
j=1 xj.

Moreover, from (28), ci and δ̂i, i = 1, 2, . . . ,N are bounded.
Since ci(t) are nondecreasing, coupling weights ci(t), i =
1, 2, . . . ,N converge to finite values. �
Remark 2: The distributed protocol (14) consists of two

parts, where the second part vi,2 is used to deal with the effect
of the additive actuator faults (bias faults) occurred in the
multi-agent systems.
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Remark 3: For Lipschitz nonlinear multi-agent
systems (1), if the agents dynamics contain external distur-
bances, described as

ẋi = Axi + f (xi, t)+ B[ui + ωi], (31)

the distributed protocols (14) also can solve the fault-tolerant
consensus problem of systems (31). ωi is the bounded exter-
nal disturbance for agent i, which satisfies matching condi-
tion. The proof process is similar to the proof of Theorem 1.
The effect of the external disturbances is dealt by the second
part vi,2 of the protocols (14).
Theorem 1 investigates the leaderless fault-tolerant con-

sensus problems for Lipschitz nonlinear multi-agent systems.
The general linear multi-agent system

ẋi = Axi + Bui, i = 1, 2, . . . ,N (32)

is a special case of Lipschitz nonlinear multi-agent system (1)
with f (xi, t) = 0, i = 1, 2, . . . ,N , which implies Lips-
chitz constant l = 0. Thus, we can present the following
corollary.
Corollary 1: Suppose that Assumptions 3 and 4 hold.

If the undirected graph G is connected, then the fault-tolerant
consensus problem of system (32) is solved by the dis-
tributed adaptive protocol (14) with K = −BTP−1 and 0 =
P−1BBTP−1, where matrix P > 0 satisfies the LMI:

AP+ PAT − τBBT < 0, (33)

with τ > 0. And ci(0) > 0, δ̂i(0) > 0, γi,1 and γi,2 are
positive constants. σ (t) ∈ R+ is uniform continuous function
and satisfies inequality (15). Moreover, δ̂i, i = 1, 2, . . . ,N
are bounded and coupling weights ci(t), i = 1, 2, . . . ,N
converge to finite values.
Remark 4: As shown in [3], a sufficient condition for the

existence of amatrixP > 0 and a scalar τ > 0 to the LMI (33)
is that (A,B) is stabilizable.
Remark 5: Compared with [33] which focuses on consen-

sus problems of linear and Lipschitz nonlinear multi-agent
systems without considering faults that occurred in the sys-
tems, this work studies the fault-tolerant consensus problems.
Due to the complexity caused by the actuator faults, new
Lyapunov functions are constructed to solve the fault-tolerant
consensus problems with fully distributed protocols which
only use the relative state information.

If the multi-agent system is failure-free as considered
in [33], i.e. 3i = Im and σiuSi = 0 in (12), the δi which
are defined in (9), are known constants and δi = 0, i =
1, 2, . . . ,N . Since the adaptive gains δ̂i in protocol (14) are
the estimations of δi. Thus δ̂i = 0 and vi,2 = 0, in which case
the adaptive protocol (14) will reduce to the adaptive protocol
for failure-free consensus problems of linear and Lipschitz
nonlinear multi-agent systems in [33].

IV. LEADER-FOLLOWER FAULT-TOLERANT
CONSENSUS TRACKING
Consider a group of N + 1 agents consisting of N followers
and a leader. The agent indexed by 0 is called the leader, and

the rest agents indexed by i = 1, 2, . . . ,N are referred as
the followers. The dynamics of the followers and the leader
are shown in (1) and (3), respectively. With actuator faults,
the actual control input of follower i is given as (6).

Let ζi denote the local relative state information
between ith agent and its neighboring agents that can be
described by

ζi =

N∑
j=0

aij(xi − xj). (34)

For agent i, i = 1, 2, . . . ,N , based on ζi, we propose the
following distributed adaptive protocol:

vi = vi,1 + vi,2, vi,1 = ciKζi, vi,2 =
Kζiδ̂

2

i

‖Kζi‖δ̂i + σ (t)
,

ċi = γi,1ζ Ti 0ζi,
˙̂
δi = γi,2‖Kζi‖ − γi,2σ (t)δ̂i, (35)

where ci(t), γi,1, γi,2, K , 0, and σ (t) ∈ R+ are defined as
in (14). δ̂i is the estimate of δ̄i with δ̂i(0) > 0, where δ̄i, i =
1, 2, . . . ,N are unknown constants.
Theorem 2: Suppose that Assumptions 1-4 hold. The fault-

tolerant consensus tracking problem of multi-agent systems
with dynamics (1), (3), and actuator faults (6) is solved by
the distributed adaptive protocol (35). Moreover, δ̂i, i =
1, 2, . . . ,N are bounded and coupling weights ci(t), i =
1, 2, . . . ,N converge to finite values.

Proof: The proof of Theorem 2 is similar with the steps
in Theorem 1, see Appendix. �
Remark 6: Similar to Remark 3, the distributed protocol

(35) also can solve the fault-tolerant consensus tracking prob-
lems of systems with dynamics

ẋi = Axi + f (xi, t)+ B[ui + ωi], i = 0, 1, . . . ,N , (36)
For general linear multi-agent systems:

ẋi = Axi + Bui, i = 0, 1, . . . ,N , (37)

we have the following corollary.
Corollary 2: Suppose that Assumptions 1-4 hold. The

fault-tolerant consensus tracking problem of multi-agent sys-
tems with dynamics (37) is solved by the distributed adaptive
protocol (35) with K = −BTP−1 and 0 = P−1BBTP−1,
where matrix P > 0 satisfies the LMI (33). And ci(0) > 0,
δ̂i(0) > 0. γi,1 and γi,2 are positive constants. σ (t) ∈ R+
is uniform continuous function and satisfies inequality (15).
Moreover, δ̂i, i = 1, 2, . . . ,N are bounded and coupling
weights ci(t), i = 1, 2, . . . ,N converge to finite values.
Remark 7: In [20], fault-tolerant consensus tracking prob-

lems of linear and Lipschitz nonlinear multi-agent systems
with actuator loss of effectiveness faults are studied. In con-
trast to the protocols in [20], which require the knowledge
of eigenvalue information of the graph Laplacian matrix, the
adaptive protocol (35) can be computed and implemented by
each agent in a fully distributed fashion. Moreover, proto-
col (35) can also solve the consensus tracking problems of
multi-agent systems with stuck and bias faults.
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FIGURE 1. Schematic of flexible-joint manipulator modeled by torsional
spring.

TABLE 1. Parameters.

V. SIMULATION
In this section, simulation examples are provided to validate
the effectiveness of the theoretical results. Consider a network
of single-link manipulators with revolute joints actuated by a
DC motor [34] and model the elasticity of the joint as a linear
torsional spring with stiffness k as shown in Fig. 1, which
represents a class of industrial arms. The nonlinear dynamics
for this system are

ẋi1 = xi2

ẋi2 =
k
Jm

(xi3 − xi1)−
kf
Jm
xi2 +

KT
Jm

ui

ẋi3 = xi4

ẋi4 = −
k
Jl
(xi3 − xi1)−

mgh
Jl

sin(xi3), i = 1, 2, . . . , 8,

where xi1 = qi1, xi2 = q̇i1 = ẋi1, xi3 = qi2, xi4 = 0.1q̇i2 =
0.1ẋi3, qi1, qi2 are the motor and link angles, respectively. Jl is
the link inertia, Jm being the inertia of motor, k is the spring
stiffness, kf represents the viscous friction coefficient, ui is
the input torque, and m, h = 2b are the mass and length of
link, respectively. The consensus problems of thismulti-agent
systems means that agents’ motor and link angles and angular
velocities reach consensus values, respectively. The system
can be represented by the following equation

ẋi = Axi + f (xi, t)+ Bui, (38)

with xi =
[
xi1 xi2 xi3 xi4

]T ,
A =


0 1 0 0
−48.6 −1.25 48.6 0

0 0 0 10
1.95 0 −1.95 0

, B =


0
21.6
0
0

,
f (xi, t) = [0 0 0 − 0.333sin(xi3)]T ,

where the values of the parameters as taken from refer-
ence [35] and shown in Table 1. Clearly, the nonlinear func-
tion f (xi, t) satisfies (2) with a Lipschitz constant l = 0.333.

FIGURE 2. Communication topology. (a) Leaderless structure.
(b) Leader-follower structure.

Solving the LMI (16) by using the LMI toolbox of Matlab
gives the P and feedback gain matrices K , 0 as

P =


4.9285 0.1121 −3.1606 7.1170
0.1121 0.0111 −0.0711 0.1635
−3.1606 −0.0711 2.6384 −3.6983
7.1170 0.1635 −3.6983 20.5406

,

0 =


5.8629 0.5798 −3.7186 8.5530
0.5798 0.0573 −0.3678 0.8459
−3.7186 −0.3678 2.3586 −5.4249
8.5530 0.8459 −5.4249 12.4775

,
K =

[
−2.4213 −0.2395 1.5358 −3.5324

]
. (39)

Example 1: We consider the fault-tolerant consensus
problems for a leaderless multi-agent system with eight
single-link manipulators under connected undirected topolo-
gies as shown in Fig. 2(a). The controller parameters in (14)
and (16) are chosen as γi,1 = 10, γi,2 = 10, δ̂i(0) = 1,
ci(0) = 1, i = 1, 2, . . . , 8. P and feedback gain matrices
K , 0 are given in (39). σ (t) = 30e−0.5t . The initial states of
the agents are chosen randomly in the interval [−2, 2].

This simulation considers the fault model: before 1s,
the actuator of the agent 1 lose 30% of its effectiveness,
i.e. 31 = 0.7, and the other agents are normal. After 1s,
the actuator of the agent 1 lose 30% of its effectiveness,
the agent 5 occurs actuator bias fault at 50, and the other
agents are normal.

The trajectories of consensus errors under the adaptive
controllers (14) and (16) are shown in Fig. 3, where xi =
[xi1, xi2, xi3, xi4]T , x̄ = 1

8

∑8
j=1 xj = [x̄1, x̄2, x̄3, x̄4]T . It can

be seen that the consensus errors of agents converge to zero.
Fig. 3(b) shown that the consensus errors increase suddenly at
1s. The time-varying coupling weights δ̂i are bounded and ci
converge to finite values, i = 1, 2, . . . , 8 as shown in Fig. 4.
From Remark 2, the second part vi,2 of the controller (14)

is used to deal with the effect of the additive actuator faults
(bias faults). And δ̂i is the estimation of δi, which is related
to the amplitude of the additive actuator faults. In this simu-
lation, we assume there is no agents occur additive actuator
faults before 1s. Thus in Fig. 4(a), we can see that δ̂i(0) =
1, i = 1, 2, . . . , 8 at the beginning. Since there is no additive
actuator faults, δ̂i quickly descend and close to zero. After 1s,
agent 5 occurs actuator bias fault at 50, all δ̂i begin to rising
and δ̂5 is lager than other δ̂i, i = 1, 2, . . . , 8, i 6= 5.
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FIGURE 3. Consensus errors for leaderless multi-agent system. (a) First
coordinate of consensus errors. (b) Second coordinate of consensus
errors. (c) Third coordinate of consensus errors. (d) Forth coordinate of
consensus errors.

Example 2: Considering a leader-follower multi-agent
system consisting of eight followers and a leader under
directed topology Fig. 2(b). The dynamics of ith agent are

FIGURE 4. Coupling weights for leaderless multi-agent system.
(a) Coupling weights δ̂i . (b) Coupling weights ci .

described by (38), i = 0, 1, . . . , 8, where the agent indexed
by 0 is the leader, u0 = 1. The controller parameters in (35)
and (16) are chosen as Example 1. The initial states of the
agents are chosen randomly in the interval [−2, 2].

This simulation considers the fault model: before 2s,
the actuator of the agent 1 lose 30% of its effectiveness,
i.e. 31 = 0.7, and the other agents are normal. After 2s,
the actuator of the agent 1 lose 30% of its effectiveness,
the agent 5 occurs actuator bias fault at −10, and the other
agents are normal.

The trajectories of tracking errors under the adaptive con-
trollers (35) and (16) are shown in Fig. 5, where xi =
[xi1, xi2, xi3, xi4]T , i = 0, 1, . . . , 8. It can be seen that the
tracking errors converge to zero. Fig. 5(d) shows that the
tracking errors increase suddenly at 2s. The time-varying
coupling weights δ̂i are bounded and ci converge to finite
values, i = 1, 2, . . . , 8 as shown in Fig. 6.
Example 3: In this example, we consider the fault-tolerant

consensus tracking problems for a linear multi-agent system
with leader-follower structure as shown in Fig. 2(b). The
dynamics of ith agent are described by (37) with

xi =
[
xi1
xi2

]
, A =

[
0 1
1 0

]
, B =

[
0
1

]
.

u0 = −3x01−2x02. This simulation considers the fault model:
before 5s, all agents are normal. After 5s, the actuator of the
agent 5 occurs actuator bias fault at 10, and the other agents
are normal.
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FIGURE 5. Tracking errors of the followers for leader-follower multi-agent
system. (a) First coordinate of tracking errors. (b) Second coordinate of
tracking errors. (c) Third coordinate of tracking errors. (d) Forth
coordinate of tracking errors.

In [32], Wang and Yang study fault-tolerant tracking
control for multi-agent systems with mismatched parame-
ter uncertainties. The protocol is also applicable to linear

FIGURE 6. Coupling weights of the followers for leader-follower
multi-agent system. (a) Coupling weights δ̂i . (b) Coupling weights ci .

multi-agent systems (37). However, the protocol needs the
information of λ̄1 which is the minimum eigenvalue of H =
L+B, is global information and thus is unknown. According
to the number of agents and the communication topology, λ̄1
may be very small. Therefore, we need to choose control gain
c sufficiently large, such that c > 1

2λ̄1
, and thus the amplitude

of the control inputs may be large.
In Fig. 7 and Fig. 8, we compare the protocol proposed in

this paper with the protocol in [32]. The initial states of the
agents are chosen randomly in the interval [−2, 2].

The controller parameters in (35) are chosen as Exam-
ple 1 and matrix P > 0 satisfies LMI (33).

Consider the protocol proposed in [32]. In this example,
1A = 0. According to the proof of Theorem 1 in [32],
k̂i2(t) = 0 and inequality (14) in [32] reduce to inequality:

PA+ ATP− 2cλ̄1PBBTP < 0. (40)

λ̄1 = 0.0849 in this paper. Choosing c = 6, α̂i,j(0) = 0,
ϕi,j = 1, and k̂i3(0) = 1, k̂i4(0) = 1, i = 1, 2, . . . , 8. Fig. 7(a),
Fig. 7(b) show the trajectories of tracking errors and control
inputs of agents under the adaptive controllers (35) and (33).
Fig. 8(a), Fig. 8(b) show the trajectories of tracking errors and
control inputs of agents under the protocols proposed in [32].
From Fig. 7 and Fig. 8, we can see that the amplitude of the
control inputs with protocol in [32] is larger than the protocol
proposed in this paper.
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FIGURE 7. Leader-follower consensus tracking under controller (35).
(a) Tracking errors. (b) Control inputs of the followers.

FIGURE 8. Leader-follower consensus tracking under controller in [32].
(a) Tracking errors. (b) Control inputs of the followers.

VI. CONCLUSION
In this paper, fault-tolerant consensus problems for linear
and Lipschitz nonlinear multi-agent systems with actuator

faults are studied. The adaptive protocols which based on
the relative state information, are independent of any global
information of the communication graph, and thereby are
fully distributed. For the leaderless case, the states of all
the agents reach a consensus state with connected undi-
rected communication graph. For the leader-follower case,
the state of each follower converges to the state of the leader
with undirected connections between followers and directed
connections between the leader and the followers. Further
work include considering the fault-tolerant consensus prob-
lems of more general nonlinear systems and considering a
more general graph case where the communication graph is
directed or switching graph.

APPENDIX
PROOF OF THEOREM 2

Proof: Define the tracking error for agent i, i =
1, · · · ,N as ēi = xi − x0. Let ē = [ēT1 , ē

T
2 , . . . , ē

T
N ]

T .
Consider the following Lyapunov function candidate

V2 =
1
2
ēT (H⊗ P−1)ē+

N∑
i=1

µi(ci − ᾱ)2

2γi,1
+

N∑
i=1

µiδ̃
2

i

2γi,2

=
1
4

N∑
i=1

N∑
j=1

aij(xi − xj)TP−1(xi − xj)

+
1
2

N∑
i=1

ai0(xi − x0)TP−1(xi − x0)

+

N∑
i=1

µi(ci − ᾱ)2

2γi,1
+

N∑
i=1

µiδ̃
2

i

2γi,2
, (41)

where µi are unknown positive constants which are defined
in Lemma 3. ᾱ is a positive constant to be determined later.
δ̃i = δ̂i − δ̄i, where δ̄i are positive constants to be deter-
mined later. According to Assumption 1 and Lemma 2, H is
symmetric positive definite. The time derivative of V2 along
dynamics (1), (3), (6) and with adaptive protocol (35) is
given by

V̇2 =
1
4

N∑
i=1

N∑
j=1

aij(xi − xj)T (ATP−1 + P−1A)(xi − xj)

+

N∑
i=1

N∑
j=1

aijf T (xi, t)P−1(xi − xj)

+

N∑
i=1

N∑
j=1

aij(3ivi + σiuSi )
TBTP−1(xi − xj)

+
1
2

N∑
i=1

ai0(xi − x0)T (ATP−1 + P−1A)(xi − x0)

+

N∑
i=1

ai0 (f (xi, t)− f (x0, t))T P−1(xi − x0)
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+

N∑
i=1

ai0(3ivi + σiuSi − u0)
TBTP−1(xi − x0)

+

N∑
i=1

µi(ci − ᾱ)ζ Ti 0ζi +
N∑
i=1

µiδ̃i

(
‖Kζi‖ − σ (t)δ̂i

)
.

(42)

Thus

1
4

N∑
i=1

N∑
j=1

aij(xi − xj)T (ATP−1 + P−1A)(xi − xj)

+
1
2

N∑
i=1

ai0(xi − x0)T (ATP−1 + P−1A)(xi − x0)

=
1
2
ēT [H⊗ (P−1A+ ATP−1)]ē. (43)

By using the Lipschitz condition (2) and inequality (19),
we have the following inequalities

N∑
i=1

N∑
j=1

aijf T (xi, t)P−1(xi − xj)

+

N∑
i=1

ai0 (f (xi, t)− f (x0, t))T P−1(xi − x0)

≤
1
4

N∑
i=1

N∑
j=1

aij(xi − xj)T
[
l(P−1)2 + lI

]
(xi − xj)

+
1
2

N∑
i=1

ai0ēTi
[
l(P−1)2 + lI

]
ēi

=
1
2
ēT
[
H⊗

(
l(P−1)2 + lI

)]
ē. (44)

With protocol (35), Lemma 3 and the definitions of K , 0, ζi,

N∑
i=1

N∑
j=1

aij(3ivi,1)TBTP−1(xi − xj)

+

N∑
i=1

ai0(3ivi,1)TBTP−1(xi−x0)+
N∑
i=1

µi(ci−ᾱ)ζ Ti 0ζi

= −

N∑
i=1

N∑
j=0

aijciζ Ti P
−1B3iBTP−1(xi − xj)

+

N∑
i=1

µi(ci − ᾱ)ζ Ti 0ζi

≤ −

N∑
i=1

ᾱµiζ
T
i P
−1BBTP−1ζi. (45)

According to Assumption 1 and the definition of ē and ζi,
ē = (H−1 ⊗ In)ζ , where ē = [ēT1 , ē

T
2 , . . . , ē

T
N ]

T , ζ =
[ζ T1 , ζ

T
2 , . . . , ζ

T
N ]

T , H is symmetric positive definite. Define

H−1 = [hij]N×N , h = max
1≤i,j≤N

{|hij|}, thus ēi =
∑N

j=1 hijζj and

‖BTP−1ēi‖ =

∥∥∥∥BTP−1 N∑
j=1

hijζj

∥∥∥∥ ≤ h N∑
j=1

‖BTP−1ζj‖.

With Assumption 2, −
N∑
i=1

ai0uT0 B
TP−1(xi − x0) ≤

N∑
i=1
‖ai0uT0 ‖‖B

TP−1ēi‖ ≤ max
1≤i≤N

{ai0}D
N∑
i=1

h
N∑
j=1
‖BTP−1ζj‖

= max
1≤i≤N

{ai0}DhN
N∑
i=1
‖BTP−1ζj‖.AccompanywithAssump-

tion 3, there exists positive constants δ̄i, such that

‖σiuSi ‖ + max
1≤i≤N

{ai0}DhN ≤ µiδ̄i, i = 1, 2, . . . ,N , (46)

where µi are defined in Lemma 3. Then

N∑
i=1

N∑
j=0

aij(σiuSi )
TBTP−1(xi − xj)

−

N∑
i=1

ai0uT0 B
TP−1(xi − x0)

≤

N∑
i=1

‖σiuSi ‖‖B
TP−1ζi‖

+ max
1≤i≤N

{ai0}DhN
N∑
i=1

‖BTP−1ζi‖

≤

N∑
i=1

µiδ̄i‖BTP−1ζi‖. (47)

Thus following similar step as (21), we have

N∑
i=1

N∑
j=1

aij(3ivi,2 + σiuSi )
TBTP−1(xi − xj)

+

N∑
i=1

ai0(3ivi,2 + σiuSi − u0)
TBTP−1(xi − x0)

+

N∑
i=1

µiδ̃i

(
‖Kζi‖ − σ (t)δ̂i

)

= −

N∑
i=1

N∑
j=0

aij
δ̂
2

i ζ
T
i P
−1B3iBTP−1(xi − xj)

‖Kζi‖δ̂i + σ (t)

+

N∑
i=1

N∑
j=0

aij(σiuSi )
TBTP−1(xi − xj)

−

N∑
i=1

ai0uT0 B
TP−1(xi − x0)

+

N∑
i=1

µiδ̃i

(
‖Kζi‖ − σ (t)δ̂i

)
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≤

N∑
i=1

µi

(
−
δ̂
2

i ζ
T
i P
−1BBTP−1ζi

‖BTP−1ξi‖δ̂i + σ (t)
+ δ̂i‖BTP−1ζi‖

)

−

N∑
i=1

µiσ (t)δ̃iδ̂i ≤ σ (t)κ̄, (48)

where κ̄ =
∑N

i=1 µi
(
1+ 1

4 δ̄
2
i

)
.

Substituting (43), (44), (45), and (48) into (42) yields

V̇2 ≤
1
2
ēT [H⊗ (ATP−1 + P−1A+ l(P−1)2 + lI )]ē

−

N∑
i=1

µiᾱζ
T
i P
−1BBTP−1ζi + σ (t)κ̄ . (49)

Since H is symmetric positive definite. There exists an
orthogonal matrix U ∈ RN×N , such that U

THU =

diag{λ̄1, λ̄2, . . . , λ̄N }. λ̄1, λ̄2, . . . , λ̄N are the eigenvalues of
H. Choose ᾱµi ≥ ᾱ0, i = 1, 2, . . . ,N , ᾱ0 > 0 satisfies
2ᾱ0λ̄i ≥ τ, i = 1, 2, . . . ,N . Let ˜̄e = [ ˜̄eT1 , ˜̄e

T
2 , . . . ,

˜̄eTN ]
T
=

(U
T
⊗ P−1)ē, then

V̇2 ≤
1
2

N∑
i=1

λ̄i ˜̄eTi (AP+ PA
T
+ lP2 + lI − τBBT ) ˜̄ei + σ (t)κ̄,

(50)

which is similar to (24). Thus the rest of the proof follows
similar steps to those in Theorem 1. �
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