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ABSTRACT Information and communication technologies have been widely used to achieve the objective of
smart city development. A smart air quality sensing and forecasting system is an important part of a smart city.
One of the major challenges in designing such a forecast system is ensuring high accuracy and an acceptable
computation time. In this paper, we show that it is possible to accurately forecast fine particulate matter
(PM2.5) concentrations with low computation time by using different clustering techniques. An Internet of
Things framework comprising of Airbox devices for PM2.5 monitoring has been used to acquire the data.
Our main focus is to achieve high forecasting accuracy with reduced computation time. We use a hybrid
model to do the forecast and a grid based system to cluster the monitoring stations based on the geographical
distance. The experiments and evaluation is done using Airbox devices data from 557 stations deployed
all over Taiwan. We are able to demonstrate that a proper clustering based on geographical distance can
reduce the forecasting error rate and also the computation time. Also, in order to further evaluate our system,
we have applied wavelet-based clustering to group the monitoring stations. A final comparative analysis is

done for different clustering schemes with respect to accuracy and computational time.

INDEX TERMS Internet of Things, forecasting, smart cities, neural networks.

I. INTRODUCTION

In the recent years, a lot of effort has been made in order to
develop a framework for smart cities. A smart city project
can be considered as a project that integrates Information
and Communication Technology (ICT) and Internet of Things
(IoT) to provide better facilities, lifestyle to the people and
also promote development. Lately, IoT has revolutionized the
smart city initiative and IoT devices have become the techno-
logical backbone of smart cities [1]. [oT can be considered as
an evolution of Internet into an omnipresent network of smart
interconnected objects that sense and interact with the outside
physical world [2]. The world has witnessed the problems
related to degrading air quality. It has become a topic of
concern all over the world. Industrial growth and urbanization
have been some of the biggest reasons behind the deterio-
rating air quality. Environment Protection Agencies (EPA)
in different countries around the world have taken initiatives

to continuously monitor the air quality and keep a check on
the variations in the pollutants level. Talking about smart
cities, not only we need continuous air quality monitoring
but we need to develop a system that accurately forecasts
future air quality. There are various kind of pollutants based
on human and environmental factors that get diffused in the
air. One of the most important among all the pollutants is
fine particulate matter whose size is 2.5 micrometers or less
also known as PM2.5. These particles are responsible for
causing serious health damages and can lead to respiratory
problems [3]. Also, increasing air pollution has raised many
concerns which are not only related to public health but also
the social economies [4], [5].

In some of the previous works, the researchers have
tried to solve real-world problems like rainfall-runoff
modelling [6], [7] and river forecasting with low computa-
tion time [8]. Similarly, efforts have been made and many
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initiatives have been taken in the area of PM2.5 moni-
toring in the past few years. Most of the conventional
approaches which rely on having air quality monitoring
stations deployed strategically and operated by environmental
agencies or other environment monitoring organizations. But
again, these methods are not perfect and have some draw-
backs. The monitoring stations are expensive and huge. This
creates problems during large-scale deployment. They can
hardly be deployed at a high density. As a result, air pollution
dispersion models have to be utilized in order to estimate
PM2.5 concentrations in-between different stations [9]. As a
consequence of it, the accuracy of these estimations is sensi-
tive to wind direction and wind speed, terrain and distance
between the nearby stations. Also, the measurement results
from the conventional systems is effective in representing
the well-mixed atmospheric pollution only but it can hardly
represent the air quality in our living surroundings [10], [11].

Currently, there are some organizations with platforms
for monitoring and inferring air quality parameters. Most of
them follow the strategy which involves data collection and
analysis followed by some action. Then the whole process
is repeated again. The issues with data collection is the cost
associated with it and the difficulties to replicate it. So what
is needed is a smart system which is cost-effective and incor-
porate technologies which can help create a reliable system.
Without any doubt, the problem can be addressed using a
large scale IoT based system which includes data capturing,
analysis, management and data analytics [12]. With the real-
time data gathering and evaluation using the latest sensing
and computational techniques, we aim to develop a system
that will serve the citizens and improve the decision making
of the authorities to turn a city into a smart city.

In this work, we deal with a large amount of PM2.5 data
obtained from the IoT devices deployed around Taiwan.
The challenging task is to have a model that is scalable and
can be implemented in real-time. So, it becomes important
to have a prediction model that can achieve high predic-
tion accuracy with low computation time. We use a data-
centric and grid based approach which uses real-time data
from Airbox Project [13] to perform the experiments and
evaluation.

The novelty and contribution of this paper is summarized
as under:

1) We design a PM2.5 prediction model that combines

a neural network based hybrid model and clustering
techniques like grid based clustering and wavelet based
clustering.

2) The proposed method is used for hourly PM2.5 predic-
tion using real-time Airbox data obtained from moni-
toring devices deployed all over Taiwan.

3) A comparative analysis is performed for PM2.5 predic-
tion with both grid based clustering and wavelet based
clustering in terms of prediction accuracy and compu-
tation time.

4) Based on the comparative analysis results, the best
combination of prediction model and -clustering
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technique is selected. The model is used to provide
real-time PM2.5 forecast service and the results are
made publicly available online'.

The remainder of this paper is organized as follows.
Section II provides a review of the related works that have
been used for air quality forecast and also we talk about
the disadvantages of the earlier research works and how our
work improves the forecasting. In Section III, we describe
the proposed Hybrid neural network model (HNNM) with
detailed explanations. We explain the different components
of the model and the the task performed by each compo-
nent. Also, the parameters for evaluation are explained.
In Section IV, cluster based method is shown with detailed
interpretation of the analyzed data results in four main areas
in Taiwan. The comparison between clustering using wavelet
transform and clustering using purely geometric features is
also shown in this section. Furthermore, we describe our
data-set with time series data analysis method in Section V.
In Section VI, we explain the results obtained for different
setups and analyze them in detail. We evaluate our model by
doing a comparative analysis of the results obtained by imple-
menting different clustering approaches. We try to explain the
trade-off that happens between accuracy and the computation
time. Finally, we summarize our conclusions and future work
in Section VII.

Il. RELATED WORKS

Researchers have been trying to solve real-world prob-
lems using machine learning techniques. Neural networks
have been widely used to solve classification problems [14]
and prediction problems [15], [16]. In one of the related
works [17], Zheng et al. used a data based approach to
perform PM2.5 prediction for the next 48 hours. They imple-
mented a linear regression and neural network based predic-
tion model. They considered meteorological data, weather
forecast data and air quality data from the monitoring station.
In [18], Grover et al. proposed a Deep Hybrid Model for
weather forecasting. They considered the weather forecasting
as a spatio-temporal data-intensive challenge. Though it
didn’t forecast PM2.5 but it predicts temperature, dew point
and wind. They trained predictive models and combined them
with neural networks to show the improved forecasting accu-
racy. In one of the other works [19], Lary et al. used a combi-
nation of remote sensing and meteorological data with the
ground-based PM2.5 observations. Some of the researchers
have implemented machine learning techniques on big data
to perform the computation [20]. The authors have tried
to address the problems due to rapid urbanization,industrial
growth. They have proposed a framework that combines
sensing and computation to perform data monitoring and
analytics. In another recent work [21], a deep learning air
prediction model was proposed which considers both spatial
and temporal correlations. Zheng et al. [22] have used real-
time air quality data, traffic flow data, human mobility data

1 https://pm25next.lass-net.org/
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from different points of interests. They have presented a semi-
supervised learning approach to predict the air quality and
have evaluated the model by comparing the results with other
base-line models. Our work produces the accuracy at the
similar level but there is a difference between the two data-
sets. Our approach is different and easy to implement as we
focus on only historical PM2.5 value.

Some of the previous research works dealt with time
series forecasting using Autoregressive Integrated Moving
Average (ARIMA) models and classifiers based on neural
networks [23], [24]. There are some models based on Support
Vector Machines to perform the forecasting as shown by
Sapankevych and Sankar [25]. It has been seen that a lot of
research has revolved around using machine learning algo-
rithms. But there are still many ways in which this technique
can be exploited when it comes to PM2.5 prediction for
small intervals of time. Most of the related work mentioned
above forecasts PM2.5 on a daily basis or on an hourly
basis. In [26], Syafei et al. performed prediction of pollu-
tants like Nitrogen Dioxide (NO>), PM10 (particulate matter
10 micrometers or less) and Ozone (O3) concentrations for
the next 30 minutes by considering spatial and temporal
factors. In [27], Pires et al. applied a comparative analysis
approach of five linear models to forecast PM10 concentra-
tion mean on a daily basis.

It has also been observed that most of the works revolve
around performing air quality forecast for a particular moni-
toring station. As there are hundreds of monitoring stations
installed, some researchers implemented different grouping
algorithms to cluster the stations. In [28], Chen et al. used a
cluster analysis approach to understand spatial PM variation
in the environment. But this method required continuously
looking for the optimal number of clusters which is a tedious
job. Huang et al. [29] used cluster analysis and wavelet
transform based approach to understand the characteristics
of PM2.5 in a particular region. They tried to understand the
regional distribution based on the wavelet features. They used
the data for 13 sites and divided them into three clusters.
Some of the researchers also used k-means clustering [30]
to cluster cities which exhibited similar pollution character-
istics. Their approach combined PM2.5 levels and medical
records for patients for particular cities. They studied yearly
variation in the PM2.5 levels and survival rate among the
patients.

Though there have been quite a few works in the related
field, still there are some areas that can be worked upon.
Most of the above mentioned techniques rely on feeding
some features into the model like traffic data, industrial emis-
sion etc.The features correspond to one particular location
and the model is then implemented on all the remaining
stations. It can be easily understood that different areas have
different PM2.5 levels because on different sources of emis-
sion. So accurately performing forecasting using a generic
models for all the stations is not really a feasible option.To
address this issue, we introduce the concept of clustering
the monitoring stations into grids based on the geographical
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distance between the stations. We assumed that air pollution
has locality. Thus, monitoring nodes deployed in a certain
location show similar behaviour because of close proximity to
each other. This assumption was verified by studying the data
we used. We could observe that the PM2.5 level of monitoring
nodes close to each other had similar PM2.5 concentrations
without large variations. And in the later stages, we try to
implement wavelet based clustering to further evaluate the
clustering based approach and improve the proposed system’s
accuracy and reduce the computation time.

llIl. HYBRID NEURAL NETWORK MODEL

Here we discuss in detail the Hybrid Neural Network
Model (HNNM) we have used in the research to perform the
prediction task. Before we describe the actual framework of
the model, we will discuss about some important time-series
forecasting models which are an important element of the
Hybrid model.

A. AUTOREGRESSIVE INTEGRATED MOVING

AVERAGE (ARIMA) MODEL

An ARIMA model is a widely used model for time-series
forecasting and is considered to be a robust model. Another
important factor which makes this model so popular is the
ease to understand and use it. For forecasting, the first step
involves identifying the model which is followed by param-
eters estimation and then finally a diagnostic check is done.
Generally, an ARIMA (p,d,g) model consists of integers p, d
and g respectively. p represents the autogregressive (AR)
part, d represents the integrated (I) part and g represents the
moving average (MA) part. It has to be noticed that the values
of all these components has to be greater than or equal to
zero [31]. If there is time-series Z;, where ¢ denotes an integer
and the time-series Z; consists of real numbers which are
dependent on the values at given time ¢. Th equation for an
ARIMA (p,d,q) model is shown below.

p P
(1 =B)' (=) ¢:BYZ =1+ Y OBYE (1)

i=1 i=1

In the above equation, By corresponds to the backward shift
operator, ¢; and 6; correspond to autoregressive and moving
part parameters respectively and E; is the error term.

ARIMA models have been implemented in a wide variety
of applications. The problems related to prediction of wind
speed, energy consumption etc., things that can be repre-
sented in a time-series format with sufficient data can be
modelled using ARIMA technique [32].

B. NEURAL NETWORK AUTOREGRESSION (NNAR) MODEL
In the past few years, Artificial Neural Networks (ANN)
have been widely used for the problems related to time-series
forecasting. The important property of ANNs is that they
can effectively model the complex relationships between the
input variables and the output variables. In an NNAR model,
the input is on the form of a lagged time-series and the output
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denotes the predicted time-series value. In [33], Hyndman
and Athanasopoulos described an NNAR (p, P,k)m model
where p and P denote the lagged seasonal and non seasonal
input values respectively. k£ corresponds to the number of
the hidden layers and m denotes the seasonality. The NNAR
model consists of two basic functions. The first one is the
Linear combination function. It is represented as

n
Zy =m; + Z WiVt )
i=1

In the above equation, m; and w;, are obtained directly
from the data. y; corresponds to the lagged time-series values.
The second function is called the activation function and is
shown as

f@Z)=1/0+e™) 3

The activation function helps in reducing the effect of
extreme inputs which makes the network robust to outliers.
We have used a feed-forward neural network in this work.
It is based on non-linear autoregressive mode for time-series
forecasting.

C. HYBRID MODEL FOR FORECASTING

For the forecast purpose, we have implemented a hybrid
model. In general, a time-series can be divided into linear
as well as non-linear components. For linear components,
ARIMA model works well [34] but it does not capture the
non-linear components quite well. So another technique is
needed that can capture non-linear components. To tackle
this issue we use ANN [34]. We tested two methods for
weighting the forecasts of the two contributing models.
Initially, we assigned more weight to the model which had
better in-sample performance. Later on we assigned equal
weights to both contributing models. It was found out that
the overall performance was better when both the models
were assigned equal weights. In Fig.1, we show a flowchart
of information flow in the hybrid model. The first step of
the PM2.5 model includes setting the model requirements
i.e. checking the past time-series data and making sure that
the data is enough to perform the prediction. In the next
step, the data is cleaned and input parameter is selected.
Then training and testing data sets are selected for the model.
The training parameters are adjusted as the the algorithm
requirements. For e.g. depending on the configuration of
the NNAR model, we define how many historical values
of the input parameter would be selected. The performance
of the designed model is analyzed and then the best model
is selected to do PM2.5 forecasting. The evaluation of the
model is done using the root mean square error (RMSE)
and mean absolute error (MAE) measurements. Both the
parameters are scale dependent measurements. With RMSE,
it is better to observe bigger deviations and MAE is easier
to interpret. In [35], Zhang provided a description about
how a hybrid model can be implemented. A hybrid model
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FIGURE 1. Flowchart for the hybrid model.

can be represented as
Z[ = X[ + Yl (4)

X; corresponds to the linear components and Y; corre-
sponds to the non-linear components. Initially, we estimate
the linear and non-linear components from the data. ARIMA
model handles the linear components of the time-series data
and as a result the residuals are generated which are in the
form the non-linear components. If we assume r; are the
residuals at time ¢, then

rr =2 — Fy (5)

In the above equation, F; corresponds to the forecast value
for time ¢. Residuals can be later on modelled used the neural
network. Let us assume that there are n input nodes, so the
neural network can be represented as

i Fi—n) +E (6)

The function f is a non-linear function and E is the random
error value. Our model uses an ARIMA (3, 1, 1) model
and an NNAR (9, 5, 1) model which uses 9 lagged inputs
and the hidden layer consists of 5 nodes. The parameter
combination for different models was obtained after testing
different setups and then selecting the parameters with the
best performance.

An important part of the analysis of the model involves
analyzing the scalability. The proposed monitoring infras-
tructure should scale with the increasing number of moni-
toring nodes. We started with lesser number of monitoring
nodes in one particular region and then expanded our
system over other major regions in Taiwan covering almost
557 monitoring stations.

rt Zf(rlflarlfza"‘

IV. CLUSTER-BASED HYBRID NEURAL NETWORK MODEL
Our proposed cluster-based hybrid neural network model is
shown in Figure 2. Initially, the real-time PM2.5 data from the
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stations into four kinds of grids according to their geometric
distributions. The number of grids ranges from 1x1 to 4x4.
The other is wavelet-based clustering approach, which firstly
decomposes PM2.5 data into approximate coefficients and
detail coefficients. After the decomposition, stations are clus-
tered according to specific coefficients. Moreover, in order
to obtain the best clustering result, we evaluate the result by
Silhouette Evaluation approach to determine the number of
clusters. At last, in cluster center extraction stage, the center
of the cluster is calculated to be the input for prediction
model.

The next stage involves the prediction task. First, the data
is split into training and testing data set as per the require-
ments. Second, the hybrid model is trained using the histor-
ical PM2.5 data and later the testing is performed to check

FIGURE 2. Overall architecture of the proposed cluster-based HNNM. the prediction accuracy of the model. Finally, the predicted
PM2.5 value is obtained and can be used to provide a service
to the citizens.

A. GRID-BASED CLUSTERING APPROACH

In order to reduce the computation time of the prediction for
all the monitoring stations, we applied clustering approach
before implementing the prediction.

First of all, we divided all the stations into different clusters
according to their geographic locations. Then, we applied
the prediction model on the average value of time series
data in each cluster. According to the distribution of stations
in Taichung, we performed experiments to divide all the
stations into one-by-one to four-by-four clusters. One-by-
one case denotes that we predict the whole region with only
the average value of time series data in that region, shown
in Figure 4(a). In two-by-two case, we divided stations into
four clusters according to the median value of their latitude
and longitude, as it is shown in Figure 4(b). In three-by-three
case, we divided stations into nine clusters according to the
33" quantile value and 67 quantile value of their latitude

FIGURE 3. Feature extraction and station clustering flow chart.

monitoring stations is taken for analysis. The data that we get
from the monitoring stations is sampled at every 5 minutes.
As the sampling time is low, it is not easy to do a detailed
analysis of the changes in PM2.5 level. And also due to
some physical and environmental factors, some devices show
a ambiguous behaviour. To tackle this problem we perform
the pre-processing of the data. The data is converted into
hourly data. The next two parts of the system are feature
extraction and station clustering. The details of these two
parts are shown in Figure 3. The processed data is then

fed into two types of CIUStering approach. The first one is FIGURE 4. (a) Without clustering method (b) 2x2 Clustering method (c)
geometric-based clustering approach, which separates the 3x3 Clustering method (d) 4x4 Clustering method.
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and longitude, as it is shown in Figure 4(c). And similarly it
is done for four-by-four case as shown in Figure 4(d).

B. WAVELET-BASED CLUSTERING APPROACH

With the aim of predicting the next two hours of PM2.5,
first level detail feature (D), which equals to one sample
per two hours, is extracted to proceed with the clustering
approach. Among several clustering method, Ascending
Hierarchical clustering method with Euclidean as distance
method and Ward’s Linkage show comparably good result.
The aim in Ward’s method is to join cases into clusters such
that the variance within a cluster is minimized.

FIGURE 5. Clustering evaluation results of four major cities in Taiwan.

Besides, in order to optimize the number of clusters in each
location, we applied Silhouette Evaluation, an approach for
validation of consistency within clusters of data and to deter-
mine the optimized number of clusters (k). The result is
shown in Figure 5. Different colors refer to different clusters
in the figure. The nodes with the same color are in one
cluster. In this figure, clustering evaluations from four major
cities are presented. The x-axis denotes the number of effec-
tive clusters while y-axis denotes the Silhouette value. High
silhouette value denotes that the cohesion of the cluster is
high and the separation between the clusters is clear. In our
clustering evaluation, rather than counting the number of
clusters, we calculated the number of effective clusters, which
are only formed from at least three stations. This approach
eliminates the influence of the extreme cases. For example,
if we formed five clusters with two of them containing only
one station, we will count the number of effective clusters
as three. Moreover, from experimental results, we discovered
that those cases with silhouette value higher than 0.25 are
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being largely influenced by extreme cases. Therefore, our
aim is to find out the largest silhouette value under 0.25.
According to multiple factors, including geometry, various
potential polluted sources and traffic condition, different
effective number of clusters is shown different cities.

The clustering result is shown in Figure 6. The result for
each area reflects some features related to the geography of
that city. In Figure 6(a), the clusters of BigTaipei City (Taipei
City & New Taipei City) is not clear to recognize. However,
we can discern that there are two clusters being separated by
Tamsui River. Figure 6(b) presents obviously three clusters
in Taichung City. Moreover, these clusters are related to the
natural barriers such as highway number three, central city
and mountains. Figure 6(c) denotes the cluster distribution
of Tainan City with clear separation according to highway
number one and central city. At last, the cluster distribution
of Kaohsiung City is shown in Figure 6(d). The distribu-
tion of apparent four clusters are influenced by central city
and mountains. Therefore, through wavelet based clustering
method, the trend and feature of PM2.5 time series data
could be kept in each cluster. Besides the geometric clus-
tering method, we applied wavelet based clustering approach
to obtain higher prediction accuracy with smaller number
of clusters. First, we calculated the average value of the
time series data in each cluster. Second, by taking the
average value as the center of each cluster, we fed this time
series average value to the input of our Hybrid prediction
model.

V. PM2.5 DATA ANALYSIS

In this section, we will explain in detail the Airbox Project and
also elaborate the data set used for this work. Furthermore,
we show PM2.5 time series data analysis in this section.
First, we wanted to obtain an understanding of the underlying
forces and structure that produced the observed data. Second,
we tried to build a model to fit the data and proceed to
forecasting.

A. AIRBOX SYSTEM

The Airbox Project which began in Taiwan started with
pilot deployment of IoT systems for PM2.5 monitoring.
The objective of this project is to motivate and encourage
people to voluntarily participate in PM2.5 sensing. LASS
(Location Aware Sensing System) community is the main
source of inspiration behind this project. The community tries
to engage people to participate in PM2.5 sensing and also
encourage them to develop devices for sensing PM2.5 by
themselves. There are many benefits of having such a sensing
system. One of the important benefits is the particulate matter
concentration can be monitored at a fine spatio-temporal
granular level. The data can be easily accessed by people
which makes analysis of data easy [36]. Sensing devices for
the Airbox Project are designed and developed by profes-
sional manufacturers. During the device installation, it is
made sure that the places have a regular power supply and
internet connection.
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FIGURE 6. Wavelet-based clustering results of four major cities in Taiwan: (a) BigTaipei City (b) Taichung City (c) Tainan City (d) Kaohsiung City.

B. AIRBOX DATASET

For this research work, the data was collected from the Airbox
devices installed all over Taiwan. The measurement data was
taken for the time period between January 18, 2017 and
February 17, 2017. Most of the Airbox devices are installed
in elementary schools around the region with regular power
connection and internet supply. This makes sure that the data
which is recorded is reliable. So for accurate forecasting,
we considered the data from reliable sources. Manufacturers
claim that the sampling frequency for Airbox devices is every
five minutes. It was found that for 80% of the devices the
inter-sampling rate was around six minutes.For the rest, it was
near around twelve minutes. Another factor to be studied is
that there is a standby time between two samples collection.
It is somewhere around five minutes and it takes one minute to
perform the sampling. So the total time sums up to be around
six minutes. And if an error occurs and the device is unable
to record the first measurement, the inter-sampling time
becomes twelve minutes. When the data is sampled every six
minutes, it is not possible to notice a lot of variations in the
PM2.5 level and also the chances to have outliers are more
likely. So for this study, we converted the data into hourly data
as done in most of the research works and then performed the
experiments. The distribution of PM2.5 measuring stations is
shown in Table 1. The average variation in each major area is
shown in Figure 7.

TABLE 1. Distribution of PM2.5 measuring stations.

Location Number of Stations
BigTaipei 110
Taichung 134
Tainan 118
Kaohsiung 195

C. TIME SERIES PM2.5 DATA

In this section, we would focus on the first aspect. As it is
shown in recent studies, PM2.5 is generated from multiple
factors, including factories combustion, incense burning from
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FIGURE 7. PM2.5 data variation in four major cities.

the temples, polluted air emission from vehicles etc. There-
fore, it is easy to understand that there would be a fluctuation
in the pattern in certain areas according to a relative strong
factor. Besides, the pattern might be related to a certain period
of time in a day. In order to find out underlying forces that
lead to certain patterns of PM2.5 time-series data, we try to
investigate PM2.5 data by time-frequency analysis.

Most common approaches that transfer data from time
domain to frequency domain are Fourier transform and wave-
let transform. Fourier transform can convert signal in time
domain to frequency domain by integrating over the whole
time axis. However, if the signal is not stationary, then the
frequency composition is a function of time, we cannot
tell when a certain frequency rises. Therefore, Short-time
Fourier transform (STFT) is proposed to solve the problem.
The window is designed to extract a small portion of the
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signal and then take Fourier transform. However, there is
a limitation of the frequency component detection on the
spectrum because of the fixed-size window. In contrast with
STFT, wavelet transform overcomes the previous problem.
It is designed to strike a balance between time domain and
frequency domain. Therefore, we can see very low frequency
components as well as very high frequency components by
this approach. The continuous wavelet transform (CW (a, b))
is defined by the following equation6

CW(a, b) = / @) YDt N

where

1 t—>b
Wa,b:%w< p ) (®)

and a denotes a scale parameter, b denotes translation
parameter and ¥ denotes mother wavelet.

In order to reduce the redundancy and to make the wavelet
transform more practical, by defining the sampling grid a =
apg™ and b = bgag™, we can obtain the discrete wavelet
transform coefficients (DW (m, n)) as the following equation

DW (m, n)=/ (@) - Yy, ()dt )
where
nt) = — w(t_nboag’) mneZ.  (10)
m,n = m a s .

with ag as a specified fixed dilation stop parameter set at a
value greater than one and bg as a location parameter which
must be greater than zero.

D. WAVELET DECOMPOSITION

Mallat’s wavelet is one of the most attractive wavelets for
digital implementation, because it describes the wavelet
transform in terms of digital filtering and sampling.
The filtering is done iteratively using low-pass (%) and high-
pass (g) components, whose sampling ratios are powers
of 2. The equations denoting high-pass and low-pass filtering
operation are shown in equation (11) and equation (12),
respectively.

Yiignl21] =) B [KIf 1271 — k] (11)
k

Yio 211 =) gialkIf 1271 — k] (12)
k

Through cascading approach, shown in Figure 8, wavelet
decomposition can be accomplished. In this figure, f[n],
the original PM2.5 time series data is passed through a high
pass as well as a low pass filter. Since half the frequencies
of the signal have now been removed, half the samples can
be discarded according to Nyquist’s rule. The filter output of
the low-pass filter g[n] in the diagram above is then subsam-
pled by 2 and further processed by passing it again through
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FIGURE 8. Cascading and filter banks scheme.

S 1hr
(1sample/hr)

A, D, 2hrs
(0-0.25/hr) | | (0.25-0.5/hr)

—

A, D, 4hrs
(0-0.125/hr) | | (0.125-0.25/hr)

/\

A3 D3 8hrs
(0-0.075/hr) [ | (0.075-0.125/hr)

/

A, D, 16hrs
(0-0.0375/hr) | | (0.0375-0.075/hr)

/\

As D5 32hrs
(0-0.01875/hr) | | (0.01875-0.0375/hr)

FIGURE 9. PM2.5 data wavelet decomposition scheme.

a new low-pass filter g and a high-pass filter h with half
the cut-off frequency of the previous one. In each decom-
position level, D denotes detail coefficient and A denotes
approximate coefficient. For the simplification of wavelet
decomposition calculation, we applied Haar wavelet, which
is one of the simplest and most popular wavelets. In our
experiment, we decomposed the PM2.5 data into 5 levels
with different frequency bands. The decomposition scheme
is shown in Figure 9. S denotes original PM2.5 signal with
the sampling frequency (fs) equals to 1 sample per hour. After
the decomposition, approximate feature (A; — As) and detail
feature (D1 — Ds) are obtained. We applied D to Ds as detail
features of two hours, four hours, eight hours, sixteen hours
and thirty two hours sampling rate to do following clustering
processes. The result of wavelet decomposition on one of the
stations is shown in Figure 10, where its approximate feature
and detail features are exhibited. D contains the variation
with the highest frequency components, whose sampling rate
equals to one sample per two hours sampling rate. D5 contains
the variation with the lowest frequency components, whose
sampling rate equals to one sample per thirty two hours.

VI. RESULTS AND EVALUATION
In this section we will elaborate the results achieved with grid
based clustering and wavelet based clustering. Also we will
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TABLE 2. Results of computation time and relative error with grid/wavelet-based prediction.

Location BigTaipei Taichung
Cluster Type* 1x1 2x2 3x3 4x4 | wlo C_6 1x1 2x2 3x3 4x4 w/o C_3
Relative Error (%) 0.63 | 0.78 | 0.74 | 0.38 | 0.074 0.3 025 | 022 0.21 0.2 0.04 0.2
Computation Time (sec) | 3.8 152 ] 342 | 60.8 | 431.8 | 17.34 | 3.08 | 12.32 | 27.72 | 49.28 | 596.2 | 9.6
Location Tainan Kaohsiung
Cluster Type* 1x1 2x2 | 3x3 | 4x4 | wlo C3 1x1 2x2 3x3 4x4 w/o C_7
Relative Error (%) 03 | 026 | 02 | 0.16 | 0.015 | 0.21 0.4 0.27 0.22 0.14 | 0.026 | 0.23
Computation Time (sec) | 3.1 1241 279 | 49.6 | 313 8.1 3.9 15.6 35.1 62.4 | 604 19.6
* 1x1 to 4x4: Grid-Based Clustering / C_n: n clusters under Wavelet-Based Clustering / w/o: without clustering method

FIGURE 10. PM2.5 data wavelet decomposition result.

evaluate our system by showing how accurately the system
performs the prediction when it comes to all major regions of
Taiwan including all 557 monitoring stations.

A. PREDICTION RESULTS
The experiments and evaluation were done using the real-
time Airbox data obtained from devices from all over Taiwan.
To perform the forecast, the Hybrid Model was trained using
the three weeks hourly historical data. And the next one week
hourly data was used for testing the model. We first forecast
the hourly PM2.5 value for all the 557 monitoring stations
and compared the forecast with the actual observed values.
The parameters chosen to compare the results were rela-
tive error and computation time. For the computation time,
we considered the time elapsed for completing the entire
computation process for performing the prediction. Initially,
we carried out our first approach which was based on clus-
tering the monitoring stations according to the geographical
distance. The results can be analyzed from Table 2. It can
be observed that for all the locations, the relative error is
highest when we don’t cluster the stations into different grids
and consider them as one cluster. Although the computation
time is low but it doesn’t serve our purpose as our aim is
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to lower the prediction error as well. Similarly, we perform
the experiments for Gird 2x2, 3x3 and 4x4. The results
improved significantly. We can observe that for Big Taipei
the relative error reduced to 0.38 for Grid 4x4 and the compu-
tation time was 17.34 seconds. For Taichung the relative
error reduced to 0.20 for Grid 4x4 and computation time
was 49.28 seconds. Similarly for Tainan and Kaohsiung,
the relative error dropped to 0.16 and 0.14 respectively for
Grid 4x4. And the computation time was 49.6 seconds and
62.4 seconds respectively. From all these results it can be
inferred that when we clustered the monitoring stations using
4x4 Grid, the error reduced significantly for all the regions
and there was a slight increase in the computation time. This
can be explained as a trade-off which occurs when accuracy
increases and the monitoring stations are divided into many
clusters.

With Grid based clustering the results we achieved were
acceptable as our main objective of reducing the error rate
was achieved. But in order to further reduce the computation
time, we focused on application of wavelet based clustering
to further improve our system and reduce the computation
time. With the application of wavelet clustering on Big Taipei
region, all the stations were divided into 6 clusters. The result
showed significant improvement with relative error dropping
to 0.30 and computation time dropped to 17.34 seconds.
For Taichung we divided the stations into three clusters,
the relative error dropped to 0.20 with a significant decrease
in the computation time which was 9.6 seconds. For Tainan,
we divided the stations into three clusters, the relative error
recorded was 0.21 with computation time of 8.1 seconds. And
finally for Kaohsiung, seven clusters were made. The rela-
tive error recorded was 0.23 and computation time was
19.6 seconds.

B. EVALUATION OF THE PROPOSED MODEL

To further evaluate our system, we compared the results for
all four major regions of Taiwan. We focused on improving
the prediction accuracy and reducing the computation time.
As our objective is to use this system as a real-time applica-
tion, we expected to reduce the computation time for all the
regions in Taiwan to twenty seconds or lower while making
sure that the prediction accuracy also stays in the acceptable
region. The results shown in Figure 11 depicts that grid-based
clustering approach significantly reduces the computation
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FIGURE 11. Comparison of computation time and relative error with grid/wavelet-based prediction in four areas.

time as compared to the case when we perform prediction
without clustering. From Figure 11, it can be observed that
for all the regions, the results obtained after wavelet-based
clustering are more effective. If we do a comparative anal-
ysis of computation time between grid based clustering and
wavelet based clustering approach, we can see a huge reduc-
tion in the computation time. For Big Taipei, the computation
time was reduced to 17.34 seconds which is around 71%
reduction from the design with Grid 4x4 based clustering.
In the case of Taichung, the computation time was reduced
to 9.6 seconds which is around 80% reduction from the
time spent when Grid 4x4 clustering was used. For Tainan,
the computation time 8.1 seconds which is around 84% less
than what was achieved when Grid 4x4 clustering was used.
Finally for Kaohsiung, the computation time was reduced to
19.6 seconds which is near about 69% less than what was
obtained when Grid 4x4 clustering was applied. It can be
inferred from all the results that the wavelet based clustering
not only reduces the relative error but also the computation
time is reduced significantly. We were able to achieve an
acceptable trade-off between the accuracy and the computa-
tion time.

VII. CONCLUSION AND FUTURE WORK

In this paper, we proposed a framework that uses IoT
technology and machine learning techniques to accurately
forecast PM2.5 concentration with low computation time
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in Taiwan. A Hybrid model which utilizes an ARIMA
model and an NNAR model was used to do the forecast.
Initially, we followed a grid based method based on geograph-
ical distance to efficiently group 557 monitoring stations
deployed over four major regions of Taiwan. Grid size was
varied in order to understand the trade-off between the accu-
racy and the computation time. In the later part, wavelet
based clustering was used to cluster the monitoring stations.
The prediction results with wavelet based clustering showed
significant improvement in the accuracy and reduction in the
computation time. For all four regions, the computation time
was found to be below 20 sec which was significantly low.
On an average, there was 76% reduction in the computation
time with wavelet-based clustering as compared to grid based
clustering method. Also, we were able to significantly reduce
the relative error to as low as 0.2. Based on the results,
we implemented the hybrid model using wavelet based
clustering for providing PM2.5 prediction as a real-time
service.

There are certain limitations of this work that we would like
to address in future. We would like to improve the user inter-
face for providing PM2.5 prediction as a real-time service.
Also, we would like to extended this study by testing different
models and by considering other environmental factors like
wind speed, wind direction and temperature. These studies
can produce significant results which can be used by envi-
ronmental pollution monitoring agencies for policy making.
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