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ABSTRACT In contrast to the traditional filtering approaches, this paper presents a message passing
algorithm for multi-area interconnected power systems. The interconnected power system incorporating the
thermal turbines and electrical vehicles is expressed as a state-space framework. The phasor measurement
units are used to obtain the system state information. After receiving the sensing information at the energy
management systems, the factor graph based message passing algorithm is developed. This algorithm can
estimate the system states in a distributed way considering the Baysian network. Simulation result shows
that the developed scheme can be well estimated the system states.

INDEX TERMS Factor graph, interconnected power systems, smart grid, state estimation.

I. INTRODUCTION
Due to fluctuations of load characteristics including sudden
changes in the load demand and intermittent of renewable
energy generation patterns, the system frequency deviates and
oscillates far away from the typical value [1]. Interestingly,
the load frequency control (LFC) is able to maintain the
system frequencies and interchange powers at the scheduled
values by applying suitable control actions [2], [3]. As the
system states are unavailable in general, so the state esti-
mation is the first step to design the controller [4]. From
the controller design point of view, the detailed procedure
for the derivation of a three-phase inverter-based microgrid
model including key components and operation modes is
described in [5]. The dynamic of the power flow equations
are obtained using the Kirchhoff’s laws. In order to estimate
the system states in a distributed way, the Kalman smoothing
filter based state estimation scheme is demonstrated in [6].
In this scenario, it is assumed that nodes can be ordered in
space and have access to noisy measurements.

Considerable research has been carried out for the LFC
of interconnected power systems. The fractional order
observer with a linear quadratic regulator (LQR) is pro-
posed in [7]and [3]. This scheme is only applicable for a
continuous-time system, but the discrete-time framework is
easy to implement in the digital platforms. The idea is then
extended in [8], where a hybrid system is considered. The
state estimation algorithm is derived based on continuums-
time framework, then discretising the estimation algorithm.
Even though, it uses the simple proportional plus integral

controller, but the developed algorithm cannot be traced back
to the original system. Furthermore, themodel predictive con-
trol to the LFC of interconnected power systems is presented
in [9]. It assumes that the system states are available. More-
over, the Kalman filter based LQR for a network controlled
system is proposed in [4]. In fact, the belief propagation based
smart grid state estimation for power systems/microgrids is
explored in [10]–[12], [30]. Driven by aforementioned moti-
vations, this paper presents a message passing algorithm for
multi-area interconnected power systems. Themain contribu-
tions of the paper are summarized as follows:
• To develop a linearized state-space model of a realis-
tic multi-area interconnected power system considering
thermal turbines and electrical vehicles. Each area is
interconnected to others through a combination of alter-
nating current/high voltage direct current and thyristor
control phase shifter in series with the tie-line. The
interconnected power system is represented by state-
space framework where phasor measurement units are
used to obtain the system state information.

• The factor graph based state estimation algorithm is
derived. It can compute the system states in a distributed
way using the Bayesian graphical model.

• The effectiveness of the explored scheme is verified by
extensive simulations.

The remainder of this paper is organized as follows. The
interconnected power systemmodel is presented in Section II.
The propose estimation framework is in Section III, fol-
lowed by the simulation results and discussions in Section IV.
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FIGURE 1. Transfer function of N-area interconnected power systems [3], [14].

Finally, the paper is wrapped up with conclusions and future
work in Section V.
Notations: Usually, N (x, µ,P) be the probability density

function (PDF) of a Gaussian random variable x whose
mean µ and covariance P. Also PDF is expressed as
πx(k−1),x(k)(x(k − 1)) = N (x(k − 1), xπx(k−1) ,6πx(k−1) ) and
πx(k−1)(x(k − 1)) = N (x(k − 1), µ̂l(k−1),6l(k−1)). The
conditional probability is denoted by p(x(k) | x(k − 1)) =
N (x(k),Adx(k − 1)+ Bdu(k − 1),6n). The symbol diag(x)
denotes the diagonal matrix with element x.

II. MULTI-AREA INTERCONNECTED POWER SYSTEMS
A mathematical model of an interconnected power system
with turbines and electrical vehicles (EVs) is first derived.
To illustrate, Fig. 1 shows the transfer function of N-area
interconnected power systems [3], [14]. It can be seen that
there are four main sections of this framework: dynamic
model of EVs, plant with reheated thermal turbines, high
voltage direct current (HVDC) links, and thyristor controlled
phase shifter (TCPS) in the AC power tie-lines. In order
to maintain the system frequency and power tie-line at the
reference values, the control center sends the incremental
change in power set-point of area i, Pci, and through par-
ticipation factors γgi and γei, control signals Pcgi and Pcei
are sent to regulate the output power of the generating units
and EVs, respectively. The aggregator gathers information on
all EVs and gives them to the control center. Furthermore,
the aggregator obtains the power set-point from the control
center and then allocates it to dispersed EVs. The fleet of
EVs is modeled by a first-order with time constant Tei and
gain Gei [15]–[18]. From the Fig. 1, the EVs output power
deviation Pei is given by:

Pei(s) =
Gei

1+ sTei
Pcei(s). (1)

Here, Gei is the EVs gain, Tei is the time constant and Pcei is
the EVs control input.

In order to share HVDC links into LFC, the supplemental
HVDC proportional controller is used. The HVDC power
interchangePdci is determined by the HVDC control signalωi
with a time constant Tdci [19]–[21]. Generally, theωi signal is
determined according to the difference between the frequency
deviations of area i and the other areas j, j = 1, 2, · · · ,N ,
j 6= i [22] with a HVDC gain Gij. So, the interchange HVDC
power Pdci is obtained by:

Pdci(s) =
1

1+ sTdci
ωi(s). (2)

Here, the control signal ωi(s) =
∑N

j=1,j 6=i Gij[fi(s)− fj(s)] and
fi is the frequency deviation at the area i.
The AC power tie-line deviation between area i and area j

Pac,ij without TCPS is given by [14]:

Pac,ij(s) =
2π
s
Tij[fi(s)− fj(s)]. (3)

Here, Tij is the tie-line synchronizing coefficient. Moreover,
the AC power tie-line deviation between area i and area jwith
TCPS is given by [23]:

Pac,ij(s) =
2π
s
Tij[fi(s)− fj(s)+ Psij(s)]. (4)

Here, Psij is the TCPS power deviation, and it is given by [3]:

Psij(s) =
TijKsijfi(s)
1+ sTsij

. (5)

The AC tie-line power interchange deviation Paci at area i is
determined by:

Paci(s) =
N∑

j=1,j 6=i

Pac,ij(s). (6)

When there are load disturbances in LFC, it requires
to maintain zero steady-state error for tie-line powers and
frequencies. Basically, the area control error (ACE) is the
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FIGURE 2. Topology of a four-area interconnected power system [3], [14].

difference between scheduled and actual electrical genera-
tions within a control area on the power grid, taking frequency
bias into account. The ACE is determined according to the
following expression:

ACEi(t) = Ptie,i(t)+ bifi(t), (7)

where, Ptie,i(t) = Paci(t) + Pdci(t) is the tie-line power
interchange deviation at area i and bi is the frequency bias
constant.

The state-space representation for each area i of the inter-
connected power system is described as follows:

ẋi(t) = Aiixi(t)+
N∑

j=1,j 6=i

Aijxj(t)+ Biui(t)+ Didi,

i = 1, 2, · · · ,N . (8)

Here, the system state variable at area i xi ∈ Rni =

[fiXgiPriPgiPei
∫
ACEidtPtie,iPdciPsij]′, Xgi is the incremental

change in governor valve position, the input signal ui =
Pci, the load disturbance di = Pli and Pl is load demand.
The system state matrix Aii/ij, input matrix Bi and distur-
bance matrix Di are derived in Appendix A. For simplicity,
it assumes that there are four-area interconnected power sys-
tems whose topology is described in Fig. 2. It can be seen
that the each area is interconnected to others through tie-
line. Based on the above system equations, the interconnected
power system is expressed as a linearized continuous-time
state-space model as follows:

ẋ(t) = Ax(t)+ Bu(t)+ Dd(t). (9)

Here, x(t) ∈ R31 is the global state vector of the four-
area interconnected power system, u(t) ∈ R4 is the
control effort and d(t) ∈ R4 is the load disturbance.
Specifically, the variable x(t) comprises four local areas
state vectors, i.e., x(t) = [x′1(t)x

′

2(t)x
′

3(t)x
′

4(t)]
′. Sim-

ilarly, u(t) = [Pc1(t)Pc2(t)Pc3(t)Pc4(t)]′ and d(t) =
[Pl1(t)Pl2(t)Pl3(t)Pl4(t)]′. Moreover, the local state vector
for each area, xi(t) is defined as xi(t) = [x′i1(t)x

′

i2(t)]
′, where

xi1(t) = [fi(t)Xgi(t)Pri(t)Pgi(t)Pei(t)
∫
ACEi(t)dt]′ and xi2(t)

is defined as x12(t) = [Ptie,1(t)Pdc1(t)Ps13(t)]′, x22(t) =
[Ptie,2(t)Ps23(t)]′, x32(t) = [Ptie,3(t)Pdc3(t)]′ and x42(t) =
[∅], where ∅ is the empty set. Finally, the system input matrix

B = diag(B1,B2,B3,B4), the disturbance matrix D =

diag(D1,D2,D3,D4) and the system state matrix is given by:

A =


A11 A12 A13 A14
A21 A22 A23 A24
A31 A32 A33 A34
A41 A42 A43 A44

.
All the system matrices A ∈ R31×31, B ∈ R31×4 and
D ∈ R31×4 are described in [3].
When the load disturbance is a step change of any magni-

tude, d(t) can be ignored in the design of state observers [3].
Similar to [3], [7], [24], and [25], this paper does not consider
d(t), and the above system is expressed as a discrete-time
state-space linear model as follows:

x(k + 1) = Adx(k)+ Bdu(k)+ n(k), (10)

where Ad = I+A1t , I is the identity matrix,1t is the sam-
pling period, Bd = B1t and n(k) is the process uncertainties
with covariance 6n.

In order to facilitate the two-way communication between
power distribution system and utilities, the utility company
uses phasor measurement units to monitor the grid. The
observations from the grid are obtained by:

y(k) = Cx(k)+ w(k), (11)

where y is the measurement, C is the sensing matrix and
w is the zero mean Gaussian process noise whose covari-
ance is 6w. The sensing information is transmitted to the
energy management systems, where the state estimation is
performed.

III. PROPOSED ESTIMATION ALGORITHM
The factor graph is a distributed message passing algorithm
to achieve the global inference on graphical models. In this
graph, the messages are probabilities which represent the
level of belief about the value of system states [26], [27].
It consists of function nodes and variable nodes, where the
information is propagated between them to obtain a reliable
estimation [12], [28], [30]. The schemeworks by passing real
valued functions called messages along the edges between
the nodes [26]. In this graph, the prior information π and
likelihood λ are the messages sent to the virtual node x from
its parents (u1, u2, . . . , um) and children (y1, y2, . . . , yn),
respectively [10], [29]. To illustrate, Fig. 3 shows the mes-
sage passing in the factor graph [10], [29], [30]. The prior
information passing from parents um to node x is πum,x(um),
where πum,x(um) denotes the π message sent between u and x.
The likelihood message passing from children yn to node
x is λyn,x(x). After x receiving all π messages πum,x(um)
from its parents and all λ messages λyn,x(x) from its chil-
dren, node x updates its state estimation. Then x trans-
mits λ messages λx,um (um) to its parents and π information
πx,yn (x) to its children [10], [29], [31]. The explicit message
computation rules of the factor graph approach are given
by [10], [29], [31]:
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FIGURE 3. Information propagation [10], [30].

Message Update Rule 1: Combining the incoming mes-
sages πum,x from all parents u = (u1, u2, . . . , um) into πx(x):

πx(x) =
∑
u

p(x|u)×
m∏

m=1

πum,x(um). (12)

Here, p(x|u) is the prior conditional probability.
Message Update Rule 2: Combining the incoming mes-

sages λyn,x from children y = (y1, y2, . . . , yn) into λx(u):

λx(u) =
∑
x

n∏
n=1

λyn,x(x)× p(x|u). (13)

Message Update Rule 3: After x receiving all π mes-
sages πum,x(um) from its parents (u1, u2, . . . , um) and all λ
messages λyn,x(x) from its children (y1, y2, . . . , yn), node x
updates its belief/state estimation x̂b by:

x̂b = α ×
n∏

n=1

λyn,x(x)× πx(x). (14)

Here, α is called a normalization constant which depends
on application scenarios. This normalization may prevent
numerical underflow problems or it uses to normalize a vector
so that its elements sum to 1.
Message Update Rule 4: If πx(x) has been calculated and

x receives all λ messages from its children (except yi i.e.,
i 6= n), x calculates πx,yn (x), then x transmits π messages
to its children by:

πx,yn (x) = πx(x)×
∏
i 6=n

λyi,x(x). (15)

Message Update Rule 5: If λx(u) has been com-
puted and x receives all π messages from its parents

(except uj i.e.,j 6= m), x computes λx,um (um), then x transmits
λ messages to its parents by the following expression:

λx,um (um) =
∑
u 6=um

λx(u)×
∏
j 6=m

πuj,x(uj). (16)

In the language of message passing algorithm, the message
that a node delivers to a node should not be based on the infor-
mation received from that node. In this algorithm, the sys-
tem state information passes back and forward between the
function and variable nodes to achieve the global inference.
In order to run the message passing algorithm, the following
initial value are used:

λx,u(u) =

{
p(x0 | u), x is evidence, x = x0,
1, otherwise (no child).

(17)

πx,y(x) =

{
δ(x, x0), x is evidence, x = x0,
p(x), x is source.

(18)

Here, p(x) is the prior probability.
From the system state-space model and its measure-

ment, it can be seen that the current system state depen-
dent on the previous state and system input. Technically,
the detailed pictorial view of messages exchange in three
time slots during the state estimation process is depicted
in Fig. 4 [10], [29], [30]. Based on the Bayesian structure,
the asynchronous updating order and messages passing (for-
ward, backward and smoothing) is as follows [10], [29]:

Step 1) x(k − 1)→ y(k − 1); step 2) y(k − 1)→ x(k − 1);
step 3) x(k−1)→ x(k); step 4) x(k)→ y(k); step 5) y(k)→
x(k); step 6) x(k) → x(k − 1) and step 7) x(k − 1) is the
updated state estimation.

Here, x(k − 1) → y(k − 1) means that the mes-
sage is updated and kept at node x(k − 1). The step-
by-step process of the proposed approach is described as
follows [10], [29], [31]:

Forward Pass x(k − 1)→ y(k − 1): Let’s first apply the
message passing rule 1 to the function node x(k − 1), so the
prior information is written as follows:

πx(k−1)(x(k − 1)) =
∫
∞

−∞

p(x(k − 1) | x(k − 2))

×πx(k−2),x(k−1)(x(k − 2))dx(k − 2)

= p(x(k−1))=N(x(k−1),µ̂l(k−1),6l(k−1)),

where the mean µ̂l(k−1) and error covariance 6l(k−1) of
x(k − 1) come from Eq. (10) as follows [10], [29]:

µ̂l(k−1) = Ad x̂πx (k−2) + Bdu(k − 1). (19)

6l(k−1) = A6πx (k−2)A
′
d +6n. (20)

Here, x̂πx (k−2) and 6πx (k−2) are the initial mean and covari-
ance from the previous time slot. After applying the updating
rule 5 in step x(k − 1)→ y(k − 1), we have:

πx(k−1),y(k−1)(x(k − 1)) = πx(k−1)(x(k − 1))

× λy(k−1),x(k−1)(x(k − 1)). (21)
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FIGURE 4. The system state estimation process [10], [30].

From the Fig. 4 and mentioned initial value in (17), it can be
seen that λy(k−1),x(k−1)(x(k−1)) = 1 as y(k−1) has no child
nodes. So, (21) can be written as follows:

πx(k−1),y(k−1)(x(k − 1)) = πx(k−1)(x(k − 1)) = p(x(k − 1))

= N (x(k − 1), µ̂l(k−1),6l(k−1))

= N (x(k − 1), µ̂πy(k−1) ,6πy(k−1) ),

where

µ̂πy(k−1) = µ̂l(k−1) = Ad x̂πx (k−2) + Bdu(k − 1). (22)

6πy(k−1) = 6l(k−1) = A6πx (k−2)A
′
d +6n. (23)

Backward Pass y(k − 1) → x(k − 1): Let’s apply the
message passing rule 2 to the variable node y(k − 1), so the
likelihood information is:

λy(k−1)(x(k − 1)) =
∫
∞

−∞

πb(k−1),y(k−1)(y(k − 1))

× p(y(k − 1) | x(k − 1))dy(k − 1). (24)

Here, we add an additional node b(k − 1) in Fig. 4 as there is
no transferring information from the childless node y(k − 1)
to other. The parent node is there, but it is not considered for
transferring the information according to themessage passing
rule 5. In other words, the information that a node delivers to
a node should not be based on the message received from that
node. So, the term πb(k−1),y(k−1) is just used to describe the
process. Now (24) can be written as follows:

λy(k−1)(x(k − 1)) = N (x(k − 1), µ̂λy(k−1),6λy(k−1)), (25)

where the mean and error covariance are given by:

µ̂λy(k−1) = C−1yλy(k−1). (26)

6λy(k−1) = C−16wC′−1. (27)

The observation information y(k − 1) is same as yλy(k−1),
which uses to maintain the notational consistency of the
backward information propagation. Similar to the step 1 and
after applying the rule 5 to the variable node y(k − 1), it can
be be seen that λy(k−1)(x(k − 1)) = λy(k−1),x(k−1)(x(k − 1)).
This means that the combing incoming child messages to the
virtual node and its updated information is same.
Lemma 1: Let N (x, µ1,P1) and N (x, µ2,P2) be the proba-

bility density functions of a Gaussian random variable x, then
their product is another Gaussian variable as follows:

N (x, µ1,P1)N (x, µ2,P2) ∝ N (x, µ,P),

where the mean and covariance are given by [32]:

µ = P−1[P1µ1 + P2µ2].

P−1 = (P1 + P2)−1.

Proof: See [32] Lemma 12 and it’s derivation.
Smoothing Pass x(k − 1) → x(k): This step is con-

sidered as a preliminary estimation due to the fact that the
initial values are assumed for previously developed expres-
sions. After x receiving priori information from step 1 and
likelihood messages from step 2, node x updates its state
information according to the message passing rule 3. Using
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Lemma 1, the term πx(k−1),x(k)(x(k − 1)) can express as
follows [10], [29]:

πx(k−1),x(k)(x(k − 1)) = πx(k−1)(x(k − 1))λy(k−1),x(k−1)
×(x(k − 1))

= N (x(k − 1), µ̂πx (k−1),6πx (k−1)),

where the mean and error covariance are computed as
follows:

µ̂πx (k−1) = 6πx (k−1)[6
−1

l(k−1) × µ̂l(k−1) +6λy(k−1)

× µ̂λy(k−1)]. (28)

6πx (k−1) = [6−1
l(k−1) +6λy(k−1)]

−1. (29)

After applying the message passing rule 3 with α = 1,
the preliminary state estimation is determined by:

x̂(k − 1) = 1× λy(k−1),x(k−1)(x(k − 1))πx(k−1)(x(k − 1))

= N (x(k − 1), µ̂b(k−1),6b(k−1)), (30)

where the mean and covariance are computed as follows:

µ̂b(k−1) = 6b(k−1)[6−1
l(k−1) × µ̂l(k−1)

+6λy(k−1)µ̂λy(k−1)]. (31)

6b(k−1) = [6−1
l(k−1) +6λy(k−1)]

−1. (32)

This updated information is kept at time slot k-1, so it requires
to update the system states at k as shown in Fig. 4. Obviously,
it can be perceived that the step 4 and 5 are similar to the
step 1 and 2, respectively where corresponding inputs/outputs
come from the sequence of message flows.

Forward Pass x(k) → y(k): Similar to the forward mes-
sage passing in step 1, the updated information for step 4 is
given by:

πx(k),y(k)(x(k)) = N (x(k), µ̂πy(k) ,6πy(k) ),

with

µ̂πy(k) = Ad µ̂b(k−1) + Bdu(k). (33)

6πy(k) = A6b(k−1)A′d +6n. (34)

Backward Pass y(k) → x(k) and x(k) → x(k − 1):
Similar to the backward step 2, the updated information for
step 5 is given by:

λy(k),x(k)(x(k)) = N (x(k), µ̂λy(k),6λy(k)),

with

µ̂λy(k) = C−1yλy(k). (35)

6λy(k) = C−16wC′−1. (36)

For the backward step x(k)→ x(k − 1), we have:

λx(k)(x(k − 1)) =
∫
∞

−∞

λy(k),x(k)(x(k))p(x(k) |x(k−1))dx(k)

= N(x(k),µ̂λy(k),6λy(k))p(x(k)|x(k−1))dx(k)

= N (x(k − 1), µ̂λy(k−1),6λy,(k−1)),

where the mean and covariance are determined as follows:

µ̂λy(k−1) = A−1d µ̂λy(k) − A−1d Bdu(k). (37)

6λy(k−1) = A−1d (6λy(k) +6n)A′−1d . (38)

Updated State Estimation: From the Fig. 4, it can be
seen that after information obtaining from the step 1, 2,
and 6, the node x(k − 1) is updated it estimations. Similar
to the step 5, the final estimated state x̂b(k − 1) is computed
by [10], [29]:

x̂b(k − 1) = 1× λx(k),x(k−1)(x(k − 1))λy(k−1),x(k−1)
(x(k − 1))πx(k−1)(x(k − 1))

= N (x(k − 1), µ̂b(k−1),6b(k−1)), (39)

where the estimated state and its error covariance are:

µ̂b(k−1) = 6b(k−1)[6−1
λy(k−1) × µ̂λy(k−1) +6−1

l(k−1)

× µ̂l(k−1) +6−1
λx (k−1) × µ̂λx (k−1)]. (40)

6b(k−1) = [6−1
λy(k−1) +6−1

l(k−1) +6−1
λx (k−1)]

−1.

(41)

Basically, in each step the proposed algorithm locally passes
information from one node to their associated next nodes and
vice-versa.

IV. SIMULATION RESULTS AND DISCUSSIONS
The simulation parameters for interconnected power sys-
tems are shown in Table 1, where Matlab is used as
tool [3], [14], [33]. From the simulation results as shown
in Figs. 5-7, it can be seen that the proposed algorithm can be

TABLE 1. System parameters for interconnected power
systems [3], [14], [33].

FIGURE 5. Frequency deviation f1 and its estimate for area 1.
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FIGURE 6. Turbine output power Pg1 and its estimate for area 1.

FIGURE 7. EV output power Pe1 and its estimate for area 1.

well estimated the system states within 0.9 seconds (k ×1t ).
This is due to the fact that the estimation errors are rectified
in a distributed way considering the Bayesian network. Other
states have similar estimation accuracy, so they are omitted.

V. CONCLUSION AND FUTURE WORK
This paper presents a state-space model for interconnected
power systems incorporating turbine and electrical vehicle
dynamic models. A state estimation algorithm is derived
based on the factor graph and Bayesian structures. The
designed scheme can be perfectly estimated the system states
in a distributed way using the Bayesian framework. Simu-
lation results show that the developed schemes can be well
estimated the system states in a fairly short time. The future
work involves the convergence analysis of the developed
scheme.
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