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ABSTRACT Recently, many countries have spent great efforts on wind power generation. Although there
have been many methods in the field of wind power forecasting, the persistence statistics model based
on historical data is still being challenged due to the randomness and uncontrollability in wind power.
Hence, a more accurate and effective wind power forecasting method is still required. In this paper, a new
forecasting method is proposed by combining stacked auto-encoders (SAE) and the back propagation (BP)
algorithm. First, an SAE with three hidden layers is designed to extract the characteristics from the reference
data sequence, and the subsequent loss function is used in the pre-training process to obtain the optimal
initial connection weights of the deep network. Second, after adding one output layer to the stacked auto
encoders, the BP algorithm is used to fine tune the weights of the whole network. To achieve the best
network architecture, the particle swarm optimization is adopted to decide the number of neurons of the
hidden layer and the learning rate of each auto encoder. Experimental results show that, for short-term wind
power forecasting, the proposed method achieves more stable and effective performance than the existing
BP neural network and support vector machines. The improvement in accuracy is 12% on average under
different time steps.

INDEX TERMS Machine learning, particle swarm optimization, stacked auto-encoders, wind energy, wind
power forecasting.

I. INTRODUCTION
In the last decade, wind power has been rapidly developed
worldwide. Given that there are great volatility and intermit-
tence in wind power, a large-scale wind farm connected to
the electricity grid brings significant changes to the power
grid’s planning and operations. Thus, accurate wind power
forecasting is critical to the establishment of a reasonable
scheduling plan and to ensure that the power grid can operate
safely and economically [1]–[4]. In particular, short-term
wind power forecasting is extremely important since the
system operators must address a large amount of fluctuating
power generated from the increasing wind power. Short-term
wind power forecasting could predict the power generation
for the coming one or two days, and the time interval between
two predicted values could range from minutes to hours.

Wind power forecasting method could be categorized into
two types, the physical method and the statistical method.

The former method mainly utilizes the laws of physics and
atmospheric behavior to achieve predictions. The second
method focuses on exploiting the relationships among histor-
ical data, which are subsequently used to establish the predic-
tion model. In general, the physical method has advantages in
long-term forecasting while the statistical method is better in
short-term forecasting [5].

The statistical relationship in the historical data could be
modeled by various methods, including persistence meth-
ods [6], linear methods (ARMA,ARIMA) [7], [8] and nonlin-
ear methods. The autoregressive model has been considered
as the simplest linear model and could outperform many
other persistence models in very short-term forecasting. The
autoregressivemodel has been widely used in practice despite
its forecasting instability. The methods based on Artificial
intelligence are nonlinear modeling methods [9]–[13]. Fuzzy
models [14], wavelet-based models [15] and artificial neural
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network (ANN)-based models [16] have shown their superi-
ority over linear models. In addition, as a powerful machine
learning tool, Support Vector Machines (SVMs) have been
successfully used for time-series forecasting with satisfactory
results in various fields [17]–[19]. Its main feature is the use
of a kernel function to apply linear classification techniques to
nonlinear classification problems. SVMs have excellent gen-
eralization ability and can address high dimensional data even
with relatively small training samples [20]. However, more
accurate wind power forecasting methods are still required.
Recently, hybrid models have been extensively developed for
short-term wind speed forecasting. Basing on the theories of
wavelets, wavelet packets, time series analysis and ANNs,
three hybrid models (Wavelet Packet-BFGS,Wavelet Packet-
ARIMA-BFGS and Wavelet-BFGS) have been proposed to
forecast the wind speed values [21]. It shows that these
hybrid models have obtained better performances. In addi-
tion, another hybridmodel (W-GP) that combines the theories
of wavelet and Gaussian process learning paradigm has also
been developed to forecast multi-step wind speed value. The
combined method shows higher forecasting accuracy com-
pared with a single method [22].

In general, it is difficult to establish analytical equations
with parameters in practice to demonstrate the relationship
among complex, unlabeled and high dimensional time series
data. It is usually expensive and time consuming to manually
extract domain-specified features for the traditional shallow
ANN model. In addition, when ANNs are used as predic-
tors, improper initial weights may affect the learning conver-
gence speed and make learning fall into local optima [23].
Hinton et al. [24] proposed deep learning and presented a
new wave of neural network research. Recently, deep artifi-
cial neural networks have won numerous contests in pattern
recognition and machine learning. In addition to the MNIST
handwriting challenge [25], Deep learning has been used in
a substantial number of fields, such as face detection [26],
speech recognition and detection [27]. Deep learning has
obvious advantages when dealing with a large number of
samples and nonlinear data. As one of deep learning archi-
tectures, SAE is fundamental in unsupervised learning and
other tasks [28]. Hinton used SAEs to conduct a layer-by-
layer unsupervised learning instead of manual selection to
study the features of a mass of unlabeled data. SAE obtains
the initial weights of the networks after pre-training, and then
fine-tunes thewhole networkwith global supervised learning.
Moreover, SAE is more efficient because its objective func-
tion can be solved by fast backward propagation.

In this paper, we propose a novel wind power forecasting
method based on SAEs that exploits the statistical relation-
ship among the historical data through a deep neural archi-
tecture. The key is to establish a forecasting model through
training on historical data, which is divided into two phases:
the pre-training process and the fine-tuning process. Consid-
ering the complexity, the neural network in pre-training only
consists of three stacked AEs including one visible layer, one
hidden layer and one output layer. In the fine-tuning process,

one more layer is added at the end of the pre-trained network,
and then BP is adopted to fine-tune the weights of the whole
network. Furthermore, to decide the proper neuron number of
each hidden layer and the learning rate of each AE, we adopt
Particle Swarm Optimization (PSO) [29] to optimize the
parameters of the SAE and the whole network. The remain-
ing part of the paper is organized as follows. In Section 2,
the establishment and optimization of a general forecasting
model is illustrated after a preliminary introduction of SAEs,
BP and PSO. In Section 3, the forecasting method is applied
to the wind power forecasting application, and the forecast-
ing accuracy of the proposed model is evaluated through a
substantial number of experiments and comparisons. Then,
conclusions are given in Section 4.

II. THE PROPOSED FORECASTING MODEL
BASED ON SAE AND BP
When machine learning (such as a neural network) is applied
into regression problem, the key is properly constructing
the training sample, which has not been well solved. The
essence is to exploit the correlations between the historical
time series data. In this paper, an SAE with sparse constraints
and random noise is used to extract features from a mass
of historical samples; then, the features are put into a BP
network for regression analysis. To further improve the fore-
casting accuracy, the number of neurons in each hidden layer
and the suitable learning rate for each basic AE are optimized
by PSO.

FIGURE 1. The basic architecture of the AE with random noise.

A. ESTABLISHMENT OF THE SAE_BP
FORECASTING MODEL
An Auto-Encoder (AE) is a nonlinear feature extraction
method mainly used to equate the inputs with the outputs.
Usually, several AEs are stacked together to form an SAE,
which typically has an input layer representing the origi-
nal data and several hidden layers. The output values in
the hidden layers represent the transformed features that
can reconstruct the original data using the decoder. AEs
have many variants; in our method, AEs with random noise
(as shown in Figure 1) are adopted to guarantee the network’s
robustness. X̃ is the transformation of X after adding noise. Y
is the output of encoder, and Z is the output of the decoder.
In this paper, we propose a forecasting model based on

SAEs that consist of three AEs in terms of spare constraints
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FIGURE 2. The structure of SAE_BP neural network.

and random noise, as shown in Figure 2. We use the features
obtained by the last hidden layer and label data to train the
whole network. In general, the proposed forecasting model
is established through the pre-training process and the fine-
tuning process. In the multi-layer network, the initial weights
directly affect the training efficiency and the model’s accu-
racy. If the initial weight is too large, it may be difficult to find
a local minimum. Otherwise, the gradient of the front layers
is too small. Pre-training can process extracted features and
obtain more appropriate initial weights that are subsequently
used in the fine-tuning process. The BP algorithm is adopted
in both the pre-training process and the fine-tuning process.

FIGURE 3. The structure of multi-layer neural network.

1) THE BASIC THEORY OF BACK PROPAGATION
A simple example can best illustrate the back propagation
algorithm. In Figure 3, there are n+1 inputs x0, x1, x2, . . . , xn
and a bias that are put into the neurons of the first hidden layer.
y1, y2, . . . ym are the expected output data, and ŷ1, ŷ2, . . . ŷm
are the real output data of the network. We denote nl as the
number of layers in our network.We label layer l as Ll , which
makes layer L1 the input layer and layer Lnl the output layer.
b(1), b(2) · · · b(l) are the biases, which are set to +1. zli is the
weighted sum of the inputs to neuron i in layer lin formula (1),
and ali is the activated value of the ith neuron of the lth layer in
formula (2). wlij is the weight associated with the connection
between the jth neuron in the lth layer and the ith neuron
in the (l + 1)th layer. f is a sigmoid activation function in

formula (3).

zli =
n∑
j=0

wl−1ij x l−1j + bl−1j (1)

The activation value of lth layer is computed as follows:

al = f (z(l)) (2)

f (s) =
1

1+ e−βs
(3)

Back propagation (referred as propagation) adopts the δ
learning rule to adjust the weight between layers. The output
error of the AE is J (W , b; x, y), as shown in formula (4).
An ‘‘error term’’ δ(l)i measures how much that neuron is
"responsible" for any errors in the output. Connectionweights
of neurons and bias terms are adjusted according to the
changes in (7) and (8).

J (W , b; x, y) =
1
2
||ŷ− y||2 (4)

For the output layer l = nl , set

δ(nl ) = −(y− a(nl )) • f ′(z(nl )) (5)

For other layers l = nl − 1, nl − 2, nl − 3, . . . 2, set

δ(l) = ((W (l))T δ(l+1)) • f ′(z(l)) (6)

Compute the partial derivatives:

∇W l J (W , b; x, y) = δl+1(a(l))T (7)

∇bl J (W , b; x, y) = δ
l+1 (8)

2) TRAINING PROCESS OF THE PROPOSED SAE_BP
FORECASTING MODEL
Since the proposed model has multiple hidden layers (≥2),
it is difficult to use the BP algorithm to optimize the weights
of the entire network. In this regard, pre-training is adopted
to train the stacked auto encoder network.

FIGURE 4. The pre-training and fine-tuning process of SAE_BP.

In the first stage, the SAE is assumed to have only three
layers. They are input layer x, output layer x̂ and output layer
h1 (which is the 1st hidden layer, as shown in Figure 4(a)).
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The input is transformed into a low or a high dimensional
code h1 through the encoder function fθ , and then h1 recon-
structs the original data x through the decoder function gθ .
The optimal reconstruction x̂ is obtained by minimizing the
reconstruction error in this stage using back propagation,
and the minimizing reconstruction error function is shown
as formula (9); fθi , gθi denotes a non-linear mapping, which
here is an element-wise sigmoid function 1/(1 + e−βx). The
set of parameters θi = {wi, bi,wTi , di}, i = 1, 2, · · · l − 1
(l denotes the number of layers in the SAE) is obtained
through back propagation. bi and di are the respective biases
of the encoder and the decoder, and wi and wTi are the respec-
tive weight matrices of the encoder and the decoder.

L(x, x̂) =
1
2
||x − x̂||2 (9)

In the second stage, a new hidden layer h2 and output layer
h′1 are stacked into the existing AE of Figure 4(a); they are
subsequently combined with h1 as the input layer to form
a new AE, as illustrated in Figure 4(b). The second AE can
similarly obtain a set of parameters using back propagation.
By removing the last layer h′1 and using a similar process as
above, we can stack many auto encoders. To reduce the com-
putational complexity, three auto coders are stacked together
in this paper. The combined first stage and second stage are
called the pre-training process. It builds three stacked auto
encoders containing three hidden layers h1, h2 and h3 and
trains the initial weights of the network.

In the third stage, we add an output layer and initialize the
set of parameters w4, b4 between the last hidden layer and
the output layer to form the whole SAE_BP neural network.
All the weights and biases wi, bi, i = 1, 2, · · · l of the whole
networks are trained together using the BP algorithm, which
is called the fine-tuning process. Through the above three
stages, a deep network with more than one single hidden layer
has been trained to converge to a global minimum.

3) SAE WITH SPARSE CONSTRAINTS
When the number of neurons in the hidden layer is larger than
that of the input layer, the minimization of the loss function
is likely to train the SAE as an identity function. To solve this
problem, the SAE imposes a sparsity constraint on the hidden
layers to assess the input data structure. Therefore, for the
input data, there are only a few hidden neurons activated in
the whole network. Informally, we treat a neuron as active if
its output value is close to 1, and it is inactive if its output
value is close to 0. Set ρ̂j to be the mean activation of the
hidden neuron j, as shown in formula (10), where a(2)j (x) is
the activation of neuron jwhen the network is given a specific
input x.

ρ̂j =
1
n

n∑
i=1

[a(2)j (x(i))] (10)

Sparsity is imposed on the network by using a parameter
ρ whose value is close to zero. We enforce the constraint
ρ̂j = ρ. Here, KL divergence (as shown in formula (11)) is

TABLE 1. Model parameters optimized by PSO.

used to measure the similarity between the desired distribu-
tion and the actual distribution. It is called the penalty term
since it penalizes ρ̂j when it significantly deviates from ρ. The
pre-training process is realized by minimizing the objective
function shown in formula (12). The first term is the recon-
struction costs, and the second term is the sparse mapping
from the input layer to the hidden layer. β controls the weight
of the sparsity penalty term.

KL(ρ||ρ̂j) = ρ log
ρ

ρ̂j
+ (1− ρ) log

1− ρ
1− ρ̂j

(11)

min
w,b

[
m∑
i=1

(x̂ − x)2 + β
k∑
j=1

KL(ρ||ρ̂j)] (12)

B. OPTIMIZATION OF THE PROPOSED MODEL
For a neural network, the number of neurons in the hidden
layer and the learning rate of the network are the important
parameters that remarkably affect the final model perfor-
mance. In this paper, we establish an SAE_BP model that
consists of three hidden layers and one output layer to forecast
wind power. To improve the model’s performance, we use
PSO to determine the values of these important parame-
ters. A particle is designed to be a multi-dimensional vector
x(nd , εq). nd (d = 1, 2, 3) is considered as the number of
neurons in the three hidden layers, and εq(q = 1, 2, 3) are the
learning rates of the three respective AEs. Then, we choose
MAPE as the adaptive value of fitness function. The popu-
lation is initialized with p particles xk (k = 1, 2 . . . p). After
a number of iterations, the optimal values of the parameters
are determined and adopted in the final forecasting model.
To make a fair comparison, the parameters of the BP model
and the SVM model are also decided by the PSO algorithm.
Table 1 shows three models’ parameters that should be opti-
mized by PSO, and the parameters settings for the PSO are
shown in Table 2.

The flowchart of this optimization process is shown
in Fig. 5, which is detailed as follows:
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TABLE 2. The parameter settings of PSO for each model.

FIGURE 5. The optimization process of the proposed SAE_BP model.

Step 1 (Definition of the Solution Space and Fitness
Function): Select the parameters that need to be optimized.
Put these parameters into a reasonable range that includes the
optimal solution.We then set aminimum andmaximumvalue
for each dimension in a multi-dimensional optimization.
Step 2 (Initialization): Decide the size of the population

and the maximum number of iterations. Initialize the start
position and the start velocity of each particle. The error
between the prediction value and real data for each particle
is evaluated by MAPE.
Step 3 (Optimization process): First, find the best position

of a particle from its history, and the best particle position of
the swarm. Second, the positions and velocities are updated
by formulas (13) and (14), where is the inertia weight and is

the learning factor.

x i+1k = x ik + v
i+1
k (13)

vi+1k = wvik + c1(x
i
pbest(k) − x

i
k )+ c2(x

i
gbest − x

i
k ) (14)

w = w_max− (w_max− w_min) ∗ i/I (15)

Step 4 (Iteration End Judgment): If the evaluation function
(predicted MAPE of training data) converges, then the opti-
mization ends; otherwise, proceed to Step 3.

III. APPLICATION OF THE PROPOSED METHOD
IN WIND POWER FORECASTING
To evaluate the accuracy of the proposed forecasting model,
a real wind farm dataset is used to conduct the training
and forecasting procedures. The data containing 6057 sam-
ples with an interval of 15 minutes are selected from
the homepage of EirGrid [30]. The data samples from
1 May 2014 to 21 June 2014 are selected to form the training
data and to establish the forecasting model from which we
obtain a set of optimal parameters. The data samples from
22 June 2014 to 1 July 2014 are selected to form the verifi-
cation data, where PSO is adopted to arrive at the best fitness
value. At last, the established model is used to forecast the
data in one day of July 2014, which contains 96 wind power
data points in total.

A. WIND POWER FORECASTING
After obtaining the original time series of wind power, we get
the training samples, verifying samples and testing samples
that are all normalized. For a better comparison, we apply
the BP model, the SVM model and the proposed model
to the same dataset. For each training sample, we choose
12 historical wind power data points to form the reference
data vector. The first to tenth elements of the reference vector
are the wind powers of the time points immediately before the
current time point, and the eleventh and twelfth elements are
the wind powers at the same time point in the previous two
days.

Suppose that the current time point is i and we would
like to forecast the wind power of the next time point.
The data in the reference vector is X = {xi, xi−1, xi−2, . . .
xi−9, xi−96, xi−96×2}, where xi are the wind power values
of the i-th point in the current day, and xi−96 is the wind
power of the i-th point of the prior day. This is called
1-step ahead forecasting, and the output of 1-step ahead
forecasting is noted as ŷi+1. Based on the forecasting result
of the i + 1 time point, we can forecast the wind power
of the i + 2 time point, where the reference vector is
{ŷ(i+1), xi, xi−1, xi−2, · · · xi−8, x(i+1)−96, x(i+1)−96×2}. This is
called 2-step ahead forecasting. It is obvious that the previous
forecasted wind power is included in the reference vector of
the 2-step ahead forecasting. Similarly, we can realize multi-
step ahead forecasting.

B. FORECASTING ACCURACY EVALUATION
To fully verify the proposed model’s performance, three
widely used forecast accuracy evaluation criteria are chosen
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to compare the BP, the SVM, and the SAE_BP. These cri-
teria are the Root Mean Square Error (RMSE), the Mean
Absolute Error (MAE), and the Mean Absolute Percentage
Error (MAPE) and are defined in formulas (17), (18) and (19)

ei = xi − x̂i (16)

MAE =
1
n

n∑
i=1

|ei| (17)

RMSE =

√√√√1
n

n∑
i=1

e2i (18)

MAPE =
1
n

n∑
i=1

∣∣∣∣xi − x̂ixi
× 100

∣∣∣∣ (19)

where xi represents the actual wind power value at the ith time
point, x̂i represents the forecasted value for the same point,
and n is the number of forecasted points.

TABLE 3. The optimal parameter values of the BP model for different
steps.

TABLE 4. The optimal parameter values of the SAE_BP model.

TABLE 5. The optimal parameter values of the SVM model.

C. EXPERIMENTAL RESULTS AND ANALYSIS
To make a fair comparison of the different models, the key
parameters of the PSO remain the same in each model.
Table 3, Table 4 and Table 5 show the optimal parameter
values obtained through PSO optimization for the different
forecasted steps (1-step to 9-step), respectively.

FIGURE 6. The 1-step ahead and 2-step ahead forecasting curves.

FIGURE 7. The 3-step ahead and 4-step ahead forecasting curves.

FIGURE 8. The 5-step ahead and 6-step ahead forecasting curves.

FIGURE 9. The 9-step ahead forecasting curve.

Figures 6-9 show the forecasting results for the
5962th-6057th data points under several steps using the three
models. The forecasting errors are listed in Table 6. From
Figures 6-9, the following can be observed; (1) the proposed
method is more effective in forecasting the non-stationary
wind power, and the model achieves a more accurate wind
power forecasting performance than other models for most of
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TABLE 6. Comparison of forecasting performance for multi-step wind power forecasting.

TABLE 7. Forecasting performance for three-day multi-step wind power forecasting (MAPE).

the steps. (2) Along with the increase of time steps, the fore-
casting accuracy for all models decreases. For example,
the approximating ability for real wind power of the 3-step
ahead forecasting curve is lower than that of the 1-step ahead
forecasting curve. This phenomenon (generally referred as
error transmission) is completely natural because there are
more forecasting wind powers in the reference vector of the
3-step ahead forecasting; (3) for each concave and convex
point of the real power curve, each model has an unsatisfac-
tory performance.

Table 6 presents the values for the criteria that evaluate the
accuracy of the SAE_BP and other models under several time
steps. The first column indicates the three models and the
remaining columns represent the error value under each time
step. It is obvious that the forecasting performance decreases
when the number of forecasting steps increases. The improve-
ments for the proposed SAE_BP are more obvious than BP
over the entire forecast horizon. The result illustrates that
the SAE is more effective in feature extraction and is more
efficient in regressions.

From Table 6, the MAPE of the proposed approach has
an average value of 15.96%, while the averages for the BP
and the SVM are 47.33% and 27.88%, respectively. The
improvement in the average MAPE of the SAE_BP method
with respect to the other two models is 66.27% and 42.75%
as calculated by formula (20), which are significant under the
MAE and RMSE criteria.

Iimprovement =
|eother model − eproposed |

eother model
× 100% (20)

Furthermore, although the SAE_BP model is slightly worse
than the SVM models in 1-step ahead forecasting, the results
with more forecasting steps strongly demonstrate the effi-
ciency of the proposed SAE_BP model. For example,
the MAPE of the SAE_BP (5.639%) for the 2-step ahead
forecasting is lower than that of the BP (28.66%) and
SVM (3.129%). Additionally, the MAPE of the SAE_BP

(23.604%) for the 9-step ahead forecasting is significantly
lower than that of the BP (32.27%) and the SVM (42.76%).

Table 3-7 shows the forecast results of the SAE_BP model
forecastingwind power values for the three days from July 12,
2014 to July 14, 2014. From the results, it can be seen that the
three-day average accuracy is approximately equal to one-day
average prediction accuracy, thus the accuracy of the model
in responding to various weather events is still proved.

In general, the SAE_BP method enhances forecasting
accuracy. Moreover, the error of the proposed method has
been relatively stable as forecasting step grows. Hence,
the SAE_BPmodel is effective andmeaningful for short-term
wind power forecasting.

IV. CONCLUSION
A high accuracy forecasting method is critical for wind
energy generation and integration. In this paper, a multi-layer
deep neural network for wind power forecasting is established
based on Stacked Auto Encoders. The network parameters
are gradually trained by the pre-training process and the
fine-tuning process using the back propagation algorithm.
To further improve the forecast performance, the network
architecture is optimized by the PSO algorithm. The sim-
ulation results convincingly illustrate the efficiency of the
proposed SAE_BP method in short-term multi-step ahead
wind power forecasting. Compared with the BP and SVM
methods, the forecasting error of the proposed method in
most cases achieves the highest accuracy and the perfor-
mance is relatively stable with the increase of forecasting
steps.

Deep learning is a new research topic, and limited research
has focused on its application in regressions. Although the
proposed method achieves superior performance than exist-
ing methods, our work could still be considered as a prelimi-
nary attempt of applying deep learning in regressions. It may
be noted that our method can be improved, which will be
addressed in our future work.
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