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ABSTRACT A novel concept of the edge cloud has recently been introduced to reduce transmission costs
in mobile cloud computing services. Heterogeneous networks with diverse radio access networks will be
pervasive in the future. In this paper, we propose a spatial and temporal computation offloading decision
algorithm (ST-CODA) in edge cloud-enabled heterogeneous networks. In ST-CODA, a mobile device
decides where and when to process tasks by means of a Markov decision process with the consideration
of the processing time and energy consumption of different computation nodes and the transmission cost
in heterogeneous networks. Extensive evaluation results are given to demonstrate the effectiveness of the
ST-CODA in terms of the transmission cost, the energy efficiency of the mobile device, and the number of

tasks that can be processed before their deadline.

INDEX TERMS Cloud computing, edge cloud, mobile edge computing (MEC), computation offloading,
Markov decision process (MDP), optimization, heterogeneous networks.

I. INTRODUCTION

The explosive growth of mobile devices enables users
to be connected to the Internet anytime and anywhere
through wireless connectivity. Meanwhile, various applica-
tions that require high computing power and rich resources
(e.g., video games, data mining, and gesture recognition)
have become more popular [1]-[4]. However, most mobile
devices have limited computing power and resources to sup-
port these applications [5]. To address this problem, compu-
tation offloading, where mobile devices transfer tasks to an
external cloud and receive the results from the cloud, has been
introduced as a promising solution [6], [7]. By exploiting
computation offloading, mobile devices can obtain results
with short processing delays and reduce their energy con-
sumption for processing tasks.

To reduce the transmission cost in mobile cloud computing
services, a novel concept of the edge cloud has been intro-
duced [8]. In addition, heterogeneous networks with diverse
radio access networks will be pervasive in the future [9].
In edge cloud-enabled heterogeneous networks, one of the

most important issues is to decide where and when to offload
tasks (i.e., spatial and temporal decisions about computation
offloading).

For the spatial decision, tasks can be processed in three
types of computation nodes, i.e., the central cloud,! the
edge cloud, and the mobile device. In other words, tasks
can be offloaded to an external node (i.e., central or edge
cloud) or can be processed at the mobile device. These com-
putation nodes have several advantages and disadvantages.
Computation offloading to the central cloud may lead to the
increased transmission cost due to long distance between
the central cloud and the mobile device [12]. Meanwhile,
the edge cloud is closer to the mobile device than the central
cloud, and therefore computation offloading to the edge cloud
results in lower transmission cost. However, the edge cloud
has less computation power than that of the central cloud,
which can increase the processing delay. On the other hand,

1Representative examples of central clouds are Amazon EC2 [10] and
Windows Azure [11].
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when tasks are processed at the mobile device, there is no
transmission cost. However, the mobile device consumes
energy to process tasks. In addition, the mobile device has
the smallest computation power among the three computation
nodes (i.e., the mobile device has the longest processing
delay). The decision of where to offload tasks can be made
by considering these salient features.

Various wireless access technologies with different trans-
mission costs are deployed in heterogeneous networks. Intu-
itively, if a low-cost access network (e.g., a Wi-Fi network)
is actively used to offload tasks to clouds, the transmission
cost can be reduced. However, since the available networks
change depending on the location of the mobile device,
the low-cost access network cannot always be exploited.
In such situations, the mobile device delays the task pro-
cessing and then offloads tasks opportunistically through
the low-cost access network by using the mobility of the
mobile device. Meanwhile, when task processing is delayed
excessively, the task cannot be completed within the deadline.
Therefore, it is not a trivial issue to decide when to offload
tasks.

In this paper, we propose a spatial and temporal
computation offloading decision algorithm (ST-CODA) in
edge cloud-enabled heterogeneous networks. In ST-CODA,
the mobile device decides where and when to offload tasks
in consideration of the advantages and disadvantages of the
computation nodes and the different transmission costs in
heterogeneous networks. To optimize the performance of
ST-CODA, a Markov decision process (MDP) problem is
formulated, and the optimal policy on the spatial and tem-
poral offloading is obtained by a value iteration algorithm.
Extensive evaluation results are given to demonstrate the
effectiveness of ST-CODA with the optimal policy compared
to that of other schemes in terms of transmission cost, energy
efficiency of the mobile device, and the number of tasks
processed within the deadline.

The key contributions of this paper are twofold: 1) to the
best of our knowledge, this is the first work to simultaneously
decide and optimize where and when to offload tasks in edge
cloud-enabled heterogeneous networks; and 2) we present
and analyze extensive evaluation results under various prac-
tical environments, which provides guidelines for designing
offloading services. Based on these results, an intelligent
offloading service can be implemented in edge cloud-enabled
heterogeneous networks.

The remainder of this paper is organized as follows.
Related works are summarized in Section II. The detailed
operation of ST-CODA is described in Section III, and the
MDP model is developed in Section IV. Evaluation results
are given in Section V, followed by concluding remarks in
Section VI.

Il. RELATED WORK

A number of studies on the computation offloading have been
conducted to address the resource limitation of the mobile
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device [14]-[28]. These studies can be categorized
into: 1) architecture design [14]-[19]; and 2) algorithm
design [20]-[28].

Li et al. [14] suggested a three-tier architecture that lever-
ages user location prediction, real-time network performance,
and cloud servers’ loads to optimize the offloading deci-
sion and designed a cloud-enabled Wi-Fi access point (AP)
selection scheme to find the most energy efficient AP.
Shukla and Munir [15] proposed a computation offload-
ing architecture to process the huge amount of data while
guaranteeing the task completion before the deadline.
Kovachev et al. [16] proposed a mobile augmentation
cloud service framework that enables adaptive execution of
Android applications from a mobile device to the cloud.
Tong et al. [17] organized edge cloud servers into a hier-
archical architecture. After that, when the loads exceed the
capacities of lower tiers of edge cloud servers, they can be
aggregated and offloaded by other servers at higher tiers in the
edge cloud hierarchy. Puente et al. [18] presented a detailed
approach for edge cloud deployment, architecture, and pro-
tocol, which allows the deployment of edge clouds with no
modification in the long-term evolution (LTE) architecture.
Lobillo et al. [19] introduced a small cell manager which
optimizes the overall operation in cloud-enabled small cells.

Zhang et al. [20] proposed an optimal offloading algo-
rithm for mobile devices with consideration of the mobile
device’s local load and the availability of cloud servers.
Hoang et al. [21] developed an optimization model to address
the admission control for mobile cloud computing based
on semi-MDP (SMDP). Geng et al. [22] developed an
energy-efficient computation offloading algorithm for cel-
lular networks by formulating the offloading problem as a
shortest path problem and solved the problem by means of the
Dijkstra’s algorithm. Chen [23] introduced a game-theoretic
approach to achieve efficient computation offloading for
mobile cloud computing. Wolski et al. [24] investigated a
decision maker that determines when to move a part of a
computations to more capable resources by statistically pre-
dicting the execution time. Truong-Huu et al. [25] proposed
a dynamic and opportunistic offloading algorithm to decide
whether to offload or defer the task processing based on
MDP. Zhao et al. [26] developed an optimization problem
whose objective function is to maximize the probability that
task execution satisfies the given delay bound. The problem
was proved to be concave, and an optimal algorithm was
proposed. Tang and Chen [27] studied a social-aware com-
putation offloading game, and designed a distributed compu-
tation offloading algorithm to achieve the Nash equilibrium.
Al-Shatri et al. [28] proposed a distributed computation
offloading algorithm to minimize the total network energy in
multi-hop networks.

These works improve the performance of computation
offloading; however, no previous studies simultaneously con-
sider different types of computation nodes and the hetero-
geneity of wireless networks.
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FIGURE 1. System model.

Ill. SPATIAL AND TEMPORAL COMPUTATION
OFFLOADING DECISION ALGORITHM (ST-CODA)

As shown in Figure 1, we consider edge cloud-enabled het-
erogeneous networks that deploy different wireless access
technologies (e.g., Wi-Fi networks and cellular networks).
In addition, we consider three types of computation nodes,
that is, tasks can be processed by the central cloud, the edge
cloud, and the mobile device.

Tasks processed in different computation nodes incur dif-
ferent transmission costs. Since the central cloud is generally
located far from the mobile device, computation offloading
to the central cloud may lead to higher transmission cost.
Meanwhile, the edge cloud is closer to the mobile device
than the central cloud. Therefore, computation offloading to
the edge cloud can be achieved with lower transmission cost.
By contrast, there is no transmission cost when the task is
processed in the mobile device. However, the mobile device
consumes energy to process the task. Note that energy is
a valuable resource in the mobile device due to its limited
battery capacity.> On the other hand, computation nodes
have different computation powers; thus, different processing
delays are expected. In summary, the three types of compu-
tation nodes have different transmission costs, computation
powers, and energy consumptions. By considering these fea-
tures in ST-CODA, the mobile device can carefully decide
where to process tasks.

Meanwhile, in heterogeneous networks with low-cost
access networks (e.g., Wi-Fi networks), computation offload-
ing can be delayed and opportunistically conducted through
the low-cost access network. However, if the task processing
is excessively delayed, the task cannot be completed within
its deadline r. Therefore, in ST-CODA, the mobile device
carefully decides when to process the task in consideration
of the deadline r and the probability that the mobile device
will move to a low-cost wireless network. For example, if the
deadline is far enough away and the probability that the

2In general, other computation nodes (i.e., the central and edge clouds) do
not have energy constraints.

18922

mobile device handovers to a low-cost wireless network is
sufficiently high, the mobile device can delay the task pro-
cessing. Then, after moving to a low-cost wireless network,
the mobile device can offload the tasks to the central or edge
cloud through low-cost wireless networks.

To sum up, meticulous spatial and temporal decisions are
required to achieve high efficiency computation offloading
in edge cloud-enabled heterogeneous networks. These deci-
sions can be handled by four types of actions in ST-CODA:
1) offloading to the central cloud; 2) offloading to the edge
cloud; 3) processing the task by itself; and 4) delaying
the task processing. The mobile device decides the most
beneficial action based on the current state information
(e.g., the time remaining until the deadline, the transmission
cost, and energy consumption). This selection can be opti-
mized by means of MDP, which will be further elaborated in
Section I'V.
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FIGURE 2. Operation example for the spatial decision.

Figure 2 shows an operational example of ST-CODA for
the spatial decision. In this example, we assume that the
mobile device resides in a cellular network, and the deadline
of the task is D. When a task occurs (Step 1), the mobile
device offloads the task to the edge cloud through cellu-
lar networks. Since the edge cloud has limited computation
power, the task can be processed with a long delay denoted
by Tj; thus, the result can be received after the deadline
(Steps 3-4). On the other hand, when another task is offloaded
to the central cloud, the result can be received before the
deadline (Steps 5-8). Note that, since the central cloud has
higher computation power than the edge cloud, the task can
be processed with a short delay, denoted by 7.3 In this case,
a shorter processing delay can be achieved at the expense of a
higher transmission cost. Since the central cloud is generally

3The total delay consists of the processing delay and the transmission
delay. Typically, since the processing delay is a dominant factor in the total
delay, the difference of transmission delays to edge and central clouds is
neglected.
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located farther from the mobile device than the edge cloud,
the transmission cost to the central cloud is higher than that
to the edge cloud. On the other hand, when another task
occurs (Step 9), the mobile device decides to process the task
by itself (Step 10); therefore, there is no transmission cost.
However, some energy € of the mobile device is consumed
to handle the task. Moreover, since the computation power
of the mobile node is lowest among the computation nodes,
the task is processed with the longest delay, denoted by 73.
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FIGURE 3. Operation example for the temporal decision.

Figure 3 shows an operational example of ST-CODA for
the temporal decision. In this example, we assume that the
mobile device is initially in a cellular network. When a task
occurs (Step 1), the processing can be delayed to offload
through low-cost access networks (Step 2) if the mobile
device anticipates that it will moves to a Wi-Fi network soon.
After handover from the cellular network to the Wi-Fi net-
work (Step 3), the mobile device offloads the task to the edge
cloud (Step 4) and receives the result from the edge cloud
through the Wi-Fi network (Step 5). Then, the mobile device
hands over to the cellular network (Step 6). When another
task occurs (Step 7), the processing can be delayed (Step 8).
If the mobile device moves to a low-cost access network while
processing is delayed, the task can be offloaded at a lower
transmission cost (like Steps 1-5). However, since the mobile
device does not handover to the low-cost access network,
the mobile device offloads the task and receives the result
through the cellular network (Steps 9-10). An unnecessary
delay occurs in this example, which increases the probability
that the task is not processed before the deadline. Therefore,
the delay should occur only when the deadline is far enough in
the future and the probability that the mobile device will enter
a low-cost access network within a short time is sufficiently
high.

IV. MDP FORMULATION
In edge cloud-enabled heterogeneous wireless networks,
three types of computation nodes with different computing
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TABLE 1. Summary of notations.

Notation Description
St State at decision epoch ¢
at Action chosen at decision epoch ¢
T Duration of each decision epoch
S State space
T State for denoting the task phase
L State for denoting the location of the mobile device
C State for denoting available networks
R State for denoting the time remaining until the deadline
A Action set
w1 Weighted factor to balance f(s,a) and g(s, a)
w2 Weighted factor to balance g (s,a) and gg(s,a)
ws Weighted factor to balance gs(s,a) and gr(s,a)
. Coefficient to reflect the transmission cost of
the mth networks
Ro Unit reward
Transmission cost to reflect the distance between the
Cc (or Cp) central cloud (or the edge cloud) and the mobile device
. Ene_rgy consumption to process the task in the mobile
device

powers and latencies are deployed in heterogeneous networks
with different transmission costs. In ST-CODA, by consid-
ering these factors, the mobile device decides its action:
1) offloading to the central cloud; 2) offloading to the edge
cloud; 3) processing the task by itself; and 4) delaying the
task processing. This process improves the performance of
computation offloading in edge cloud-enabled heterogeneous
networks. To optimize this decision, we formulate an MDP
model* with five elements: 1) decision epoch; 2) state;
3) action; 4) transition probability; and 5) reward and cost
functions [30], [31]. Subsequently, we introduce the optimal-
ity equation and a value iteration algorithm to solve the equa-
tion. Important notations for the MDP model are summarized
in Table 1.

A. DECISION EPOCH

A sequence T, = {1, 2,3,...} represents the time epochs
in which successive decisions are made. Random variables
s; and a; denote the state and the action chosen at decision
epoch ¢ € T,, respectively. T represents the duration of each
decision epoch.

B. STATE
We define the state space S as

S=TxLxCxR €))]

where T describes the task phase, and L is the vector set that
represents the current location of the mobile device and the
adjacency information of each location. In addition, C is the
vector set that represents the available networks, and R is
the time remaining until the deadline.

4The MDP model represents a mathematical framework to model decision
making in situations where outcomes are partially random and partially under
the control of the decision maker [29]. Therefore, the MDP model is suitable
for deciding where and when a task is offloaded or processed.

18923



IEEE Access

H. Ko et al.: ST-CODA in Edge Cloud-Enabled Heterogeneous Networks

T can be defined as
T=1{0,1,2,3,4,5,6,7,8} 2

where t (¢ T) denotes the phase of the task. If there is
no task, # = 0. On the other hand, + = 1 refers to the
situation immediately after the task occurs. = 2 represents
the situation when the task is in the buffer (i.e., when task
processing is not in progress). Meanwhile, t = 3, = 4, and
t = 5 represent the situations where the task is processed
in the central cloud, the edge cloud, and the mobile device,
respectively. Additionally, t = 6, ¢ = 7, and r = 8 represent
situations immediately after the task processing is completed
at the central cloud, the edge cloud, and the mobile device,
respectively.

L can be constructed by a map segmentation tech-
nique [32]. In the map segmentation technique, when the
transmission power, the target signal to interference plus
noise ratio (SINR), and the location of base stations/access
points are given, we can analytically obtain the contours of
radio access technologies [33], [34]. Then, we can segment a
geographical region into a number of locations depending on
the obtained contours. We describe L by

L={L,Ly, L3,...,Ln,} 3)

where Ny, represents the total number of locations at which a
mobile device can be located, and L; is the vector representing
the adjacency between location i and other locations. That is,
L; is given by

Lo=[i 28] “@

where l{ represents whether location j is adjacent to location i,

ie.,
. 1,
i = {
07

For example, if Ny, is 5 and location 1 is adjacent to locations
2 and 4, L is given by [0, 1,0, 1, 0].
Meanwhile, C is described by

C={C,C,...,Cnpc} (6)

where Np ¢ denotes the total number of possible combina-
tions of K heterogeneous wireless networks, i.e., Npc =
2K 1n addition, C  represents the x th possible combination,
which is represented by

CX 2[01,6‘2,...,6‘[(] (7)

where c; is an indicator variable. That is, if the & th network is
available, cs = 1; otherwise, c; = 0. For example, if the total
number of networks is 5 and the first and fourth networks are
available, C, =[1,0,0, 1, 0].

R is represented by

R={Inf,0,1,2,...,Ng} ®)

if location j is adjacent to location i 5)

otherwise.

where r (¢ R) denotes the time remaining until the task
deadline. In addition, Ny represents the deadline of the task.
Note that when the task does not occur, r = Inf.
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C. ACTION

When a task is in the buffer (i.e., r = 2), the mobile device
decides whether to delay the task processing, to process the
task by itself, or to offload the task to the external cloud
(i.e., the mobile device takes an action for the task in
its buffer) based on the current state information. Then,
the action set can be described by

A = {Oc, Og, Os, D} ©))

where O¢ and Of indicate that the mobile device offloads
the task to the central cloud and the edge cloud, respectively.
Meanwhile, Og denotes the action that the task is processed
at the mobile device, and D is the action to delay the task
processing.

D. TRANSITION PROBABILITY

The task phase can be changed by the chosen action. That is,
T is influenced by the chosen action a. Meanwhile, when the
location of a mobile device is given, the available networks
in that location are also obtained. Therefore, L and C states
are dependent on each other. On the one hand, when the task
occurs (or the task processing is completed), the deadline is
set (or reset). That is, R is influenced by T. Therefore, for the
chosen action a, the transition probability from the current
state, s = [1, L;, Cy, r], to the next state, s’ = [t', L;, Cy/, r'],
can be described by

P[s|s, al=P[t'|t, a] x P[Lj, Cy/|L;, Cy]1 x P[r'|r,t]. (10)

The transition probability of T can be derived as follows.
We assume that the inter-arrival rate of the task follows an
exponential distribution with mean 1/A7. Then, the transition
probability from ¢ = 0 tot = 1 is given by Art [35].
Therefore, when ¢ = 0, the transition probability from ¢ to
t' is given by

ATT, if =1
Plt'|t=0,a]l=131—Arrt, ift' =0 (11)
0, otherwise.

On the other hand, when ¢ = 1, ¢’ is always 2. Therefore,
we have
1, ift! =2
P{lt=1,a]l=1" 12
7] ] {O, otherwise. (12)

When ¢ = 2, ¢ is dependent on the chosen action a. That
is, when the chosen action is D, the task phase is not changed
since the task remains in the buffer; therefore, P[t'|t = 2,
a = D] can be represented as

, 1, ift!=2
Plt'lt =2,a = D] = ] (13)
0, otherwise.

On the other hand, when the mobile device decides to
offload the task or process it by itself, the task phase can be
changed according to the chosen action. Since t = 3, t = 4,
and + = 5 indicate that the task is processed in the central
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cloud, the edge cloud, and the mobile device, respectively,
the corresponding transition probabilities can be denoted by

1, ift' =3
PVU:Za:Odz{’ = (14)
0, otherwise,
1, ift =4
Pwnzzazomz{ ne=s (15)
0, otherwise,
and
1, ift! =5
Pt =2a=0s] =1 "1 7" (16)
0, otherwise.

When the task is processed by the mobile device or the
cloud (i.e., 3 < t < 5), the state transition is determined
by the service rates of the central cloud, the edge cloud,
and the mobile device. We assume that the service rates of
the central cloud, the edge cloud, and the mobile device for
the task are ¢, g, and pg.> Then, the probabilities that the
task processing is completed at the central cloud, the edge
cloud, and the mobile device are uct, wet, and ust [35].
Therefore, the corresponding state transition probabilities can
be derived as

uet, ift! =6

Plt'lt =3,a] = {1 —pct, ift' =3 (17)
0, otherwise,
UET, ift/ =7

Pltylt =4,al = {1 — ugt, ift' =4 (18)
0, otherwise,

and

usT, ift! =8

Pltylt =5,a]l = {1 —ugt, ift' =5 (19)
0, otherwise.

After the task processing is completed (i.e., 6 < < 8), ¢
is always 0. Therefore, we have
: !
PI6<r<8a=] " =0 20)
0, otherwise.

When the network topology and the residence time in
each location are given, P[L;, C,/|L;, Cy] can be numerically
obtained [29]. We assume that the residence time in L; follows
an exponential distribution with mean 1/5;. Then, the proba-
bility that a mobile device moves to another location is n;t.
Therefore, P[L;, C,/|L;, Cy] can be derived as

Pijnif’ if L{ = 1, Lj ;ﬁ Li
P[Lj, CX/|Li, CX] = 1— nit, iij = Li (21)
0, otherwise

5The service rates are determined by the computation power of the com-
putation node and the complexity of the task. Moreover, the background
loads of each cloud (or mobile device) can influence the service rates.
If the task cannot be processed in a certain computation node due to task
properties (e.g., requirements for high computing power), the service rate of
the computation node is set to 0.
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where Pj; is the probability that the mobile device moves
from location i to another location j. P; can be obtained by
counting the number of movements between locations in the
empirical data [36], [37].

Meanwhile, P[r’|r, t] can be defined as follows. If there
is no task (i.e., t = 0), r’ remains Inf. On the other hand,
when a task occurs (i.e., t = 1), r’ is set to the deadline Ng.
Therefore, the corresponding transition probabilities can be
denoted by

, o | Lifr = 1Inf
Plrijr, 1 =01 = { 0, otherwise (22)
and
1, ifr' =N,
Pirlre=11=14" "" =R (23)
0, otherwise.

When the processing of the task is not completed
(i.e., 2 < t < 5), the remaining deadline decreases until
reaching 0 and then remains constant at 0 (i.e., ¥’ = 0).
Therefore, the corresponding transition probabilities can be
given as

1, ifr=r—-1
Pirlr#£02<i<51=4" """ (24)
0, otherwise
and
1, ifr' =0
Plrlr=02<t<5=4" ""7" (25)
0, otherwise.

After the task processing is completed (i.e., 6 <
t < 8), the mobile device does not need to consider the
remaining deadline since the mobile device initializes the
remaining deadline. That is, r’ is always Inf. Therefore,
P[r'|r,6 <t < 8] can be defined as
1, ifr' =Inf

Plr|lr,6 <t <8 = . (26)
0, otherwise.

E. REWARD AND COST FUNCTIONS

To define the reward and cost functions, we consider task
completion within the deadline, the transmission cost, and the
energy consumed to process the task in the mobile device.
First, we define the total reward function, r(s, a), as

r(s,a) = wi1f(s,a) — (1 — w1)g(s, a), 27

where f(s,a) and g(s, a) are the reward function for task
completion within the deadline and the cost function for the
transmission cost and the energy consumption, respectively.
w1 1s a weighted factor to determine the importance of the
reward and cost functions.

If task processing is completed (i.e., 6 < t < 8) before the
deadline (i.e., r > 0), a unit reward R can be obtained; thus,
f(s, a) is defined as

Ro, if6<t<8, 0
feay={"0 TO=1=5 1= (28)

0, otherwise.
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The cost function with respect to the transmission cost and
the energy consumption, g(s, a), can be written as

g(s, a) = wrgr(s, a) + (1 — w2)gE(s, a), (29)

where g7 (s, a) is the cost function for transmitting the task to
the cloud and receiving the result from the cloud. Meanwhile,
ge(s,a) is the cost function for the energy consumption.
In addition, w», is a weighted factor to balance the two cost
functions.

gr (s, a) can be defined as

87 (s, a) = w3gs(s, a) + (1 — w3)gr(s, a), (30

where gs(s, a) and gg(s, a) are the cost functions for trans-
mitting the task to the cloud and receiving the result from
the cloud, respectively. In addition, w3 is a weighted factor to
balance gs(s, a) and gg(s, a).

The mobile device decides whether to offload to the cloud,
process the task itself, or delay processing when the task is
in the buffer (i.e., r = 2). When the task is offloaded to
the central or edge cloud, there is a transmission cost; thus,
gs(s, a) can be described by

Klné‘Cv 1ft:2v CI:OC
gs(s,a) = {km¢e, ift=2, a= O (31
0, otherwise,

where «,, is a coefficient that reflects the transmission cost
of the mth network. Intuitively, the mobile device prefers to
use a wireless access network with lower transmission cost.
Therefore, «,, is determined as the coefficient of the wireless
access network with the lowest transmission cost among the
available wireless access networks. On the other hand, ¢¢ (or
Cr) is the transmission cost representing the distance between
the central cloud (or the edge cloud) and the mobile device.

When the task is completed in the central cloud or the edge
cloud (i.e., t = 6 or t = 7), the results must be returned to
the mobile device. Therefore, gr(s, a) can be defined as

kmCc, ift=6
gr(s,a) = { kplp, ift=7 (32)
0, otherwise.

When the mobile device decides to process the task by
itself (i.e., a = Og), energy is consumed to handle the task.
Note that this decision is made only when the task is in the
buffer (i.e., t = 2); therefore, gg (s, a) can be written as

e, ift=2, a=0;s
s, a) = 33
8e(s. @) 0, otherwise, 33)
where € is the energy consumed to process the task in the
mobile device.

F. OPTIMALITY EQUATION

To maximize the expected total reward and obtain the optimal
policy, we choose the expected total discount reward optimal-
ity criterion [39], [40] as our objective function. Let v(s) be
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the maximum expected total reward when the initial state is s.
Then, we can describe v(s) as

v(s) = max VT (s) (34)

where V" (s) is the expected total reward when the policy 7
with an initial state s is given. Note that the expected total
reward can be maximized when the mobile device takes the
most beneficial action a, and such an optimal action a in each
state s can be obtained by solving the formulated objective
function.

The optimality equation is given by [30]

v(s) = max {r(s, a) + Z AP[S|s, alv(s') (35)
acA
s'eS

where A is a discount factor in the MDP model. X closer to 1
gives greater weight to future rewards. The solution of the
optimality equations corresponds to the maximum expected
total reward and the optimal policy. To solve the optimality
equation and to obtain the optimal policy §, we use a value
iteration algorithm, as shown in Algorithm 1, where |v| =
max[v(s)] fors € S.

Algorithm 1 Value Iteration Algorithm

1: Set vO(s) = O for each state s. Specify ¢ > 0, and set
x =0.
2: For each state s, compute vXT1(s) by

vitl(s) = max { r(s, @) + Y. AP[s'|s, a]vX (s’)}
acA ses
3 IF pXF1(S) — vX(S)] < e(1 — 1)/2A, go to step 4.
Otherwise, increase x by 1 and return to step 2.
4: For each state s € S, compute the stationary optimal
policy

8(s) = argmax { r(s, a) + Y AP[s'|s, alv* 1 (s")
aeA s'eS
and stop.

Generally, each iteration in the value iteration algorithm is
performed in a polynomial time (i.e., O(JA] 1S12)) [41], [42].
Since this complexity cannot be neglected, the mobile device
uses a table to store the optimal policy of where and when
tasks are offloaded or processed (i.e., whether to offload to
the central or edge cloud, process itself, or delay processing).
This table includes the state and the decision in each state and
can be pre-computed by the value iteration algorithm. In this
way, ST-CODA can be applied to the mobile device without
high computational overhead [43].

V. EVALUATION RESULTS

For the performance evaluation, we compare the proposed
scheme, Ss7_copa, with five schemes: 1) Scgyr where the
mobile device always offloads its tasks to the central cloud;
2) Sepge where the mobile device always offloads its tasks
to the edge cloud; 3) SyopiLe Where tasks are always pro-
cessed at the mobile device; 4) Syyntx where the mobile
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device offloads its tasks to the cloud that provides the lowest
transmission cost; and 5) Syoger Where the mobile device
determines the optimal cloud without the consideration of
the network heterogeneity (i.e., the mobile device does not
choose the delay action).

In terms of network topology, we consider heterogeneous
networks where Wi-Fi APs are sparsely deployed within a
cellular area [38], [44]. In other words, Cy = [c1, c2], where
c1 and ¢y indicate the availabilities of Wi-Fi and cellular
networks, respectively, and Pj; is 1. Generally, users reside in
the cellular networks for longer than in Wi-Fi networks [44].
Therefore, we conduct performance evaluations in various
situations in which the average residence time in cellular
networks is greater than that in Wi-Fi networks. However, dif-
ferent evaluation results show similar tendencies. Therefore,
only a case where the average residence time in the cellular
and WiFi networks, 1/n., and 1/1,,, are setto 10/6 and 10/4,
respectively, is included in this paper. On the other hand, due
to the open access property of Wi-Fi networks, we can assume
that the coefficient «; for Wi-Fi networks is smaller than «»
for cellular networks. Meanwhile, since the central cloud is
located further from the mobile device than the edge cloud,
¢c is larger than ¢g. Even though extensive evaluations are
conducted with several parameter settings of k1 < & and
¢c > (g, similar tendencies are observed; thus, only one case
(i.e., k1 =2,k = 3,¢c = 6, and ¢g = 1) is included in this
paper.

TABLE 2. Service rates of each cloud for each class task and inter arrival
rate of each class task.

H task 1 task 2 | task 3
ne 0.8 0.65 0.6
uE 0.5 0.4 0.1
ns 0.4 0 0
AT 0.3 0.3 0.3

Since tasks have different complexities, they should be
processed by different criteria. To demonstrate this fact,
we consider 3 representative task types: 1) tasks with low
complexity (i.e., task 1); 2) tasks with moderate complexity
(i.e., task 2); and 3) tasks with high complexity (i.e., task 3).
The default service rates of the central cloud, the edge cloud,
and the mobile device for each class and the inter-arrival rate
of each task are summarized in Table 2. Note that the default
service rates are determined by the complexity. In addition,
1 = 0 means that the task cannot be processed in that cloud.
Meanwhile, € is set to 1 for all tasks, all weighted factors
(i.e., w1, wy, and w3) are set to 0.5, Ry is set to 10, and the
time slot length 7 is set to 1. For the value iteration algorithm,
A and ¢ are set to 0.98 and 0.001, respectively.

A. EFFECT OF Ro

Figure 4 shows the expected total reward as a function of the
unit reward R that can be received when the task processing
is completed before the deadline. The expected total reward
of Sst—copa 1s the highest among all comparison schemes.
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This result can be explained as follows. Ss7_copa offloads
tasks by considering the advantages and disadvantages of
the computation nodes, as well as the transmission costs in
heterogeneous wireless networks; that is, Ss7—copa offloads
the task to an appropriate cloud with high probability that
the task can be completely processed within the deadline.
Specifically, when the mobile device is in a low-cost access
network (i.e., a Wi-Fi network), it actively offloads its tasks
to the cloud. Moreover, the mobile device can delay handling
the task to fully utilize the advantages of heterogeneous net-
works when it expects to move to a low-cost access network
within a short time. By contrast, Scent, SEDGE, SMOBILE
and Synrx have insufficient alternative actions (i.e., a subset
of the whole action set); therefore, they cannot sufficiently
utilize the advantages of the computation nodes’ diversity
and/or network heterogeneity.

B. EFFECT OF ¢¢

The effects of the transmission cost to the central cloud,
¢c, are described in Figure 5. From these results, it can
be shown that Ss7_copa operates adaptively even when (¢
is changed. Specifically, when ¢¢ is small (i.e., &c = 1),
all tasks are offloaded to the central cloud.® This can be
explained as follows. A small ¢{¢ means that the mobile
device can offload the task to the central cloud with a low
transmission cost. Moreover, when the task is offloaded to
the central cloud, the probability that the task is processed
within the deadline is the highest, which results in a higher
expected total reward. Note that the central cloud has the
greatest computation power. Meanwhile, when ¢¢ is 3 ~ 6,
SsT—copa offloads each task to an appropriate cloud or pro-
cesses it in the mobile device; that is, since task 1 (i.e.,
a task with low complexity) can be processed in the mobile
device within the deadline with high probability and there
is no transmission cost when the task is processed in the
mobile device, Sst_copa processes the task in the mobile
device (see Figure 5(b)).” By contrast, the probability that

In Figure 5(b), (c), and (d), the expected total reward of Ss7_copa is the
same with that of Scgyr when (¢ = 1.

"In Figure 5(b), when ¢¢ is 3 ~ 6, the expected total reward of Ss7_copa
is the same as that of Sy;0BILE -
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FIGURE 6. Effect of {¢. (a) Expected total reward. (b) E[Ns]. (c) Expected transmission cost.

tasks 2 and 3 (i.e., tasks with moderate and high complexity)
cannot be processed in the mobile device within the deadline
is high. Therefore, tasks 2 and 3 are offloaded to the edge
and the central cloud, respectively (see Figure 5(c) and (d)).
Meanwhile, when ¢¢ is large (i.e., 7 < ¢c < 10), Sst—copa
does not offload any tasks to the central cloud to reduce the
transmission cost.

C. EFFECT OF ¢
Figure 6(a) shows the expected total reward as a function of
the transmission cost to the edge cloud, {g. In this result,
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¢c is set to 5. The expected total rewards of all schemes
except Scent and Syopie decrease as {g increases, which
can be explained as follows. A larger {g indicates a higher
transmission cost when the task is offloaded to the edge cloud.
Moreover, in Sceyt and SyoiE, the mobile device does not
offload any tasks to the edge cloud.

Sst—copa has the smallest decreasing rate of the expected
total reward among the schemes that can offload tasks to the
edge cloud. This can be explained by Figure 6(b) and (c).
Figure 6(b) and (c) represent the expected number of tasks
that are successfully processed (i.e., the task processing is
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completed before the deadline), E[Ns], and the expected
transmission cost, respectively. In Figure 6(b), it can be seen
that since Ss7—copa offloads the task to the appropriate cloud
which can process the offloaded task within the deadline with
high probability, E[Ns] of SsT_copa is maintained at a high
level regardless of {g, which can give the unit reward, Rp.
Meanwhile, as shown in Figure 6(c), the increasing rate of
the expected transmission cost of Ss7—copa is the smallest
among the schemes that can offload tasks to the edge cloud.
This is because the number of states where Ss7_copa does
not use the edge cloud to offload tasks increases to reduce the
transmission cost as {g increases.

On the other hand, in Figure 6(a), it can be seen that the
expected total reward of Sgpgg is smaller than that of Sceynr
when g is greater than 3.5, which means that the advantage
of the edge cloud disappears when the edge cloud is located
farther than a certain distance from the mobile device. That
is, the edge cloud should be installed sufficiently closer to the
mobile device to obtain its effectiveness.

.
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FIGURE 7. Effect of pf.

D. EFFECT OF pg

Figure 7 shows the expected total reward as a function of
the service rate of the edge cloud, ug. It can be seen that
the expected total rewards of all schemes except Scgyr and
SmopiLE increase as g increases, which can be explained as
follows. When the edge cloud has high computational power
(i.e., ug is large), the probability that tasks offloaded to the
edge cloud can be processed before their deadlines is high.
Therefore, more rewards can be obtained when g is large
and tasks are offloaded to the edge cloud. Note that the cost
to transmit tasks to the edge cloud is lower than the cost to
transmit tasks to the central cloud. On the other hand, since
Scent and SyoprLe do not offload any tasks to the edge cloud,
the expected total rewards of these schemes do not increase
with increasing ug.

E. EFFECT OF ¢

The effects of the energy consumed to process the task
in the mobile device, €, are illustrated in Figure 8. As €
increases, the cost to process the task in the mobile device
increases. Therefore, in Figure 8(a), it can be seen that the
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expected total rewards of all the schemes, except Scgyr and
SEDGE, decrease with increasing ¢.3 However, the expected
total reward of Sst_copa is still the greatest, which can
be explained by Figure 8(b). As € increases, more tasks of
SsT—copa are not processed in the mobile device to reduce
energy consumption. Specifically, when € is large (i.e., 9 <
€ < 10), Sst—copa does not process any tasks in the
mobile device; therefore, the expected energy consumption
of Sst—copa is 0 (see Figure 8(b)).

F. EFFECT OF »

Figure 9 shows the effect of weighted factor w on the
expected total reward. From Figure 9(a), it can be shown
that the expected total rewards of all schemes increase as w;
increases. This is because a large w1 means less transmission
and energy consumption costs (see (27)).

Meanwhile, with the increase of w,, higher transmission
cost is imposed (see (29)) and thus the decreased expected
total rewards in all schemes except SyopiLe are observed.
Note that Syopi e does not offload any task to the external
cloud and therefore no transmission cost occurs.

From Figure 9(c), it can be seen that a large w3 pro-
vides higher expected total reward in Ssr—_copa. This can
be explained as follows. Even though a mobile device in
SsT—copa can transmit its tasks to the cloud when low-
cost networks are available, it is not easy to predict a future
available network to receive the result accurately. Hence,
the result reception cost has negative impact on the expected
total reward. On one hand, if w3 is large, the task transmission
cost is more influential to the expected total reward than the
result reception cost (see (30)). Consequently, the expected
total reward of Ss7_copa increases with the increase of ws.
On the other hand, since Sy;opiLE processes their tasks locally
and other comparison schemes (i.e., Scent, SEDGE > SMINTX »
and Syogger) transmit their tasks to the external cloud imme-
diately, their expected total rewards are constant regardless
of w3.

TABLE 3. Execution time (s).

X
Schoms 09 | 093 | 096 | 0.99
Ssr—_copa 0.173 | 0.200 | 0311 | 1.095
SNOHET 0.109 | 0.152 | 0.241 | 0.853

G. EFFECT OF 1

Table 3 shows the effect of the discount factor A on the
execution time to obtain the optimal policy through the value
iteration algorithm. The value iteration algorithm is executed
by Intel Core i7-7500U processor and the execution time is
measured by using MATLAB R2017a. Note that comparison
schemes except Syoger follow a fixed policy and they are not
considered in the execution time comparison.

8Note that in Scent and SEpGE, the mobile device does not process any
tasks by itself.
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From Table 3, it can be found that the execution times
of Sst_copa and Syomgrer increase as A increases. This is
because a larger discount factor means that the value iteration
algorithm has to consider further future [30]. Meanwhile,
Snoner determines the optimal policy without consideration
of the network heterogeneity. Therefore, it can be seen that
the execution time of Syopgr is slightly shorter than that of
Sst—copa. However, the mobile device can store its policy
in a form of table, and thus the value iteration algorithm
needs to be executed only once. After storing its policy in a
table, the mobile device simply searches and takes an action
matched to the current state. Note that the time complexity to
search an element in the table is not high (e.g., O(1) in a hash
table and O(|S|) in a binary search tree). Therefore, we believe
that ST-CODA can be applied to the mobile device without
high computational overhead.

VI. CONCLUSION

In this paper, we propose a spatial and temporal computation
offloading decision algorithm (ST-CODA) in edge cloud-
enabled heterogeneous networks. In ST-CODA, the mobile
device determines where and when tasks are processed
by considering the advantages and disadvantages of the
computation nodes and the different transmission costs in
heterogeneous networks. To optimize the performance of
ST-CODA, a Markov decision process (MDP) problem is
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formulated, and the optimal policy for where and when to
process tasks is obtained by a value iteration algorithm.
Extensive evaluation results are given to demonstrate the
effectiveness of ST-CODA with the optimal policy compared
to alternative schemes in terms of the transmission cost,
the energy efficiency of the mobile device, and the number of
tasks processed before their deadline. In addition, ST-CODA
operates adaptively, even the operating environment, such as
the transmission cost and the service rate, changes. In our
future work, we will extend the proposed scheme to consider
task offloading between mobile devices by means of device
to device (D2D) communication, and we will introduce an
incentive mechanism to encourage mobile devices to process
tasks.
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