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ABSTRACT Nowadays, the use of mobile devices in the healthcare sector is increasing significantly. Mobile
technologies offer not only forms of communication for multimedia content (e.g. clinical audio-visual notes
and medical records) but also promising solutions for people who desire the detection, monitoring, and
treatment of their health conditions anywhere and at any time. Mobile health systems can contribute to make
patient care faster, better, and cheaper. Several pathological conditions can benefit from the use of mobile
technologies. In this paper we focus on dysphonia, an alteration of the voice quality that affects about one
person in three at least once in his/her lifetime. Voice disorders are rapidly spreading, although they are often
underestimated. Mobile health systems can be an easy and fast support to voice pathology detection. The
identification of an algorithm that discriminates between pathological and healthy voices with more accuracy
is necessary to realize a valid and precise mobile health system. The key contribution of this paper is to
investigate and compare the performance of several machine learning techniques useful for voice pathology
detection. All analyses are performed on a dataset of voices selected from the Saarbruecken voice database.
The results obtained are evaluated in terms of accuracy, sensitivity, specificity, and receiver operating
characteristic area. They show that the best accuracy in voice diseases detection is achieved by the support
vector machine algorithm or the decision tree one, depending on the features evaluated by using opportune
feature selection methods.

INDEX TERMS Mobile health systems, machine learning techniques, voice disorders, classification
accuracy.

I. INTRODUCTION
The introduction of mobile devices for data transmis-
sion or disease control and monitoring has been a main attrac-
tion of research and business communities. They offer, in fact,
numerous opportunities to realise efficient mobile health (m-
health) systems. These solutions can allow patients and doc-
tors to access medical records, clinical audio-visual notes and
drug information anywhere and at any time from their mobile
devices, such as a tablet or smartphone, to monitor several
conditions [1]. M-health solutions can also be used in other
important applications such as the detection and prevention
of specific diseases, decision making and the management of
chronic conditions and emergencies, improving the quality of
patient care and reducing the costs of healthcare.

Several pathological conditions can be detected and moni-
tored, such as the well known and widespread cardiovascular
diseases. In recent years, probably also due to the diffusion of
the Internet of Things (IoT) and cloud technologies, there has

been a development of monitoring systems in an unobtrusive,
portable and easy way using wearable sensors and wireless
communications, such as the solutions described in [2]–[7].
These systems are able to achieve health data monitoring and
analysis, helpful for patients suffering from cardiovascular
diseases or for their physical therapy.

If, on the one hand, health monitoring systems for car-
diovascular diseases are so celebrated, on the other hand,
there are other little known and often underestimated dis-
orders, such as dysphonia, that could benefit from m-health
solutions.

Dysphonia is a disorder that occurs when the voice quality,
pitch and loudness are altered. About 10% of the population
suffer from this disorder [8], caused mainly by unhealthy
social habits and voice abuse. Unfortunately, a large number
of individuals with voice disorders do not seek treatment.
Therefore, m-health systems could be an efficient support for
the diagnosis and screening of voice disorders.
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Clinical voice pathology detection is performed through
the execution of several procedures, such as the acoustic
analysis. It consists of an estimation of appropriate param-
eters extracted from voice signal to evaluate any possible
alterations of the vocal tract, according to the guidelines
of the SIFEL protocol [9] (Società Italiana di Foniatria e
Logopedia), developed by the Italian Society of Logopedics
and Phoniatrics, following the instructions of the Committee
for Phoniatrics of the European Society of Laryngology. It is a
non-invasive examination in clinical practice, complementary
to other medical tests, such as the laryngoscopic examination
based on the direct observation of the vocal folds.

Several acoustic parameters are estimated to evaluate the
state of health of the voice. Unfortunately, the accuracy of
these parameters in the detection of voice disorders is, often,
related to the algorithms used to estimate them. For this
reason the main effort of researchers is oriented to the study
of acoustic parameters and the application of classification
techniques able to obtain a high discrimination accuracy.
Recently, speech pathology has focused interest on machine
learning techniques.

In this work, we want to discuss the application of machine
learning algorithms and features selection methods capable
of discriminating between pathological and healthy voices
with a better accuracy. In detail, we evaluate the pathology
recognition using the information data of patients, such as age
and gender, and different features extracted from the voice
signals. The adopted parameters are those estimated in the
clinical acoustic analysis, such as the Fundamental Frequency
(F0), jitter, shimmer and Harmonic to Noise Ratio (HNR).
In addition, other parameters, the Mel-Frequency Cepstral
Coefficients (MFCC), the first and second derivatives, are
used due to their wide application both in machine learning
techniques and in voice disorders classification as reported in
several studies [19], [20]. The performances are evaluated in
terms of accuracy, sensitivity, specificity and receiver oper-
ating characteristic (ROC) area for each considered machine
learning methods.

The remaining sections of the paper are organized as fol-
lows. In Section II, we present the main studies existing in
literature concerning the use of machine learning techniques
to estimate voice disorders. In Section III, we introduce the
experimental phase performed in this study, focusing on the
dataset, features and machine learning algorithms used for
the classification. The results obtained are discussed in the
Section IV, while our conclusions are provided in Section V.

II. RELATED WORK
Speech or, in general, the voice signal is used in several
kinds of application ranging from emotion recognition [21]
to patient healthcare state recognition [22].

Several m-health solutions, such as [23]–[25], adopt these
signals to estimate the state of voice health, as well as
systems that use voice signals to evaluate emotional condi-
tion [26], [27]. Voice pathology detection has, often, been
achieved through specific machine learning techniques, and

over recent years, several approaches have been developed to
improve the performance in terms of accuracy in the discrim-
ination between healthy and pathological voices.

These studies are focused on the identification of parame-
ters to measure the voice quality and new techniques able to
detect voice disorders.

Among several machine learning techniques existing in
literature, Support Vector Machine (SVM) has been widely
used in voice signal processing. Godino-Llorente et al. [10],
for example, focused on the classification of pathological
and healthy voices based on MFCC to train and test an
SVM classifier. These have obtained a good accuracy (95%).
However, the poor numerosity of the used dataset composed
of only 173 pathological and 53 healthy voices selected by
the Massachusetts Eye and Ear Infirmary voice and speech
lab (MEEI) database [28] should be obsverved. Additionally,
important information, as for example the pathologies of the
selected voices, is not available in this work.

The SVM technique was also used in [11] to estimate the
presence of dysphonia, investigating four types of pathol-
ogy: chronic laryngitis, cysts, Reinke’s edema and spasmodic
dysphonia. The authors proposed an algorithm based on the
use of MFCC and Linear Discriminant Analysis (LDA) as a
dimensionality reduction method. This algorithm identifies
the presence of a pathology with a discrete accuracy (86%).
However, it was tested on a very limited dataset. In fact, only
70 pathological and 40 healthy voices were selected by the
Saarbruechen Voice Database (SVD) [29].

The MFCC parameters were considered in other numerous
studies, such as [12] and [13]. In [12] subjects with nodules,
edema and unilateral vocal fold paralysis were analysed with
not so encouraging results (77.90%), while in [13] patients
suffering from spasmodic dysphonia were selected. Unfortu-
nately, the performance of the algorithms, Gaussian Mixture
Models (GMM) and SVM, was tested on a limited datasets
composed of voices extracted from the MEEI database.

El Emary et al. [14], instead, classified the speech sig-
nal by estimating not only the MFCC but also jitter and
shimmer. The detection of voice suffering from neurologi-
cal disorders was performed using the GMM algorithm on
a very small subset of the SVD database containing only
38 pathological and 63 healthy voices. In [15], an algorithm
based on Daubechies discrete wavelet transform, linear pre-
diction coefficients and last squares support vector machine
(LS-SVM) was used to identify laryngeal pathologies. The
experiments were carried out using a private database.

Another private dataset collected in the Busan National
University Hospital was used in the study described in [16].
Wang et al. classified pathological voices using Hidden
Markov Models (HMM), GMM and SVM. The voice dis-
orders considered in this study included vocal polyps, vocal
cord palsy, nodules, cysts, edema, laryngitis and glottic can-
cer. In several studies existing in literature private databases
were used, such as for example in [17] and [18]. In the first
case the data adopted to test the developed system were cap-
tured at the Christie andWithington Hospitals in Manchester.
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TABLE 1. Summary of research studies on voice pathology detection.

FIGURE 1. The flowchart of a possible m-Health system for the voice health state classification.

Only 77 abnormal speech signals were used to train and test
the proposed artificial neural network, and the authors did not
specify the pathologies considered. In [18] the voices of the
subjects were collected at the Phoniatric Department of the
University Hospital of Sofia to detect people suffering from
laryngeal pathology via the K-nearest neighbours algorithm
and linear discriminant analysis.

Table 1 summarizes the different approaches outlined so
far. Most of the features and algorithms were trained and
tested using limited databases, including a few types of
disorders and a few voices. In many cases, the databases
used are not available and their results cannot be compared.
Moreover, the authors often use only the MFCC as the sig-
nal features, not considering the characteristic parameters
indicated by clinical protocols, such as the SIFEL protocol,
to evaluate the voice quality and the possible presence of
disorders.

III. MATERIALS AND METHODS
In this study we analysed the accuracy in the discrimination
of pathological from healthy voices of the main machine
learning techniques to identify the most reliable one. The
idea has been to integrate the best one in a valid m-health
system, where the voice signal can be acquired by a mobile
device, such as a smartphone or tablet, processed in real-
time to extract the voice features, and analyzed by using the
machine learning classifier to detect the presence or not of a
voice disorders, as shown in Figure 1.

In detail, we have evaluated the performance of SVM,
the principal adopted technique in literature in relation to
the Kernel function, and of some other machine learning
algorithms used to identify the presence of voice disorders.

The analysis has been performed using the WEKA [30]
tool, one of the most commonly used tools for data mining
tasks, selected for the data analysis due to its efficiency,
versatility and affordability.

In the following subsections we introduce the dataset used
in this study, the features extracted from the voice signal
and used for the classification, and the machine learning
techniques compared.

A. THE DATABASE
In our research, we have selected a subset of voice sam-
ples from the ‘‘Saarbruecken Voice Database’’ (SVD) [31],
[32]. SVD database is a collection of 2041 voice recordings,
containing voices from healthy and pathological individuals,
published online by the Institute of Phonetics of the Univer-
sity of Saarland. All the recordings are sampled at 50 kHz and
their resolution is 16-bit. In total, there are 1354 pathological
voices (627 male and 727 female), suffering from 71 different
diseases, distinguished between functional and organic dis-
orders. The remaining 687 healthy voices are 259 male and
428 female.

This collection consists of recordings of vowels /a/,/i/,/u/
and an appropriate sentence. To evaluate the patient’s voice
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TABLE 2. Details of the voice signals used in this study.

quality the use of vowels is preferable because they avoid
linguistic artifacts and are used in many voice assessment
applications [33]. In relation to voice disorder detection and
identification problems, in clinical practice, the vocalization
of the vowel /a/ is used.

In our experimental tests, to perform the experiments on
a well-balanced database containing both pathological and
healthy voices, we have selected a total of 1370 /a/ vocal-
izations. In detail, we have chosen:

• 685 pathological voices (257 male and 428 female); and
• 685 healthy voices (257 male and 428 female).

More details of the selected recordings are indicated
in Table 2, in which we have reported the number (No) of
considered voices for each age and gender, and the percentage
calculated in relation to the whole dataset. The lower number
of male samples than female ones is related to the higher inci-
dence of voice disorders in female subjects than inmales [34].
We have used all the available healthy and pathological voices
from the SVD.

All samples contain the recording of the vowel /a/, the sig-
nal required by the SIFEL protocol to evaluate the voice’s
state of health [9]. To test the capability of the considered
algorithms, we have selected the pathological voices from all
types of pathology existing in the database. There are organic
voice disorders, such as chronic laryngitis or Reinke’s edema,
and functional dysphonia as a hyperfunctional or hypofunc-
tional one.

B. FEATURES USED FOR THE CLASSIFICATION
Feature extraction is an important task that allows an
improvement of the analysis and classification. The choice

of which features of the speech signal to use in our study
was made by taking into account two considerations. On the
one hand, we have used the main parameters adopted by the
specialist during the clinical evaluation; on the other, we have
chosen the main features used in several correlated studies
existing in literature concerning the use of machine learning
techniques for the voice classification.

In detail, the parameters used in clinical practice are:

• Fundamental Frequency (F0): this represents the rate
of vibration of the vocal folds constituting an important
index of laryngeal function. It is at the basis of the other
parameters calculated in the acoustic analysis and most
noise estimation methods [18], [35].

• Jitter: this describes the instabilities of the oscillating
pattern of the vocal folds, quantifying the cycle-to-cycle
changes in fundamental frequency.

• Shimmer: this indicates the instabilities of the oscillat-
ing pattern of the vocal folds, quantifying the cycle-to-
cycle changes in amplitude.

• Harmonic to Noise Ratio (HNR): this quantifies the
ratio of signal information over noise due to turbulent
airflow, resulting from an incomplete vocal fold closure
in speech pathologies.

The parameters used in other correlated studies are:

• Mel-Frequency Cepstral Coefficients (MFCC): these
coefficients try to analyse the vocal tract independently
of the vocal folds that can be damaged due to voice
pathologies. In this work, the experiments were con-
ducted using 13 MFCC coefficients.

• First and second derivatives of cepstral coefficient:
these are useful to investigate the properties of the
dynamic behaviour of the speech signal.

It is important to note that, for some of the abovementioned
features, there are no standard algorithms available for their
calculation. This is a critical issue, because the more accurate
is the computation of each parameter, the more reliable is
the voice analysis, namely the classification of the voice
signal as healthy or pathological. For example, for the evalu-
ation of the F0, there are several different methods proposed
in literature, like Spectral Analysis [36], the Hilbert-Huang
transform [37], the Robust Algorithm for Pitch Tracking
(RAPT) [38], the Dynamic Programming Projected Phase-
Slope Algorithm (DYPSA) [39], the Speech Transforma-
tion and Representation based on Adaptive Interpolation
of weiGHTed spectrogram (STRAIGHT) method [40] and
the extraction based on the Autocorrelation Function of the
speech signal [41].

However, in our study, we have used a new proposed
methodology, documented in [42], that is an optimization and
personalization of the Yin algorithm [43].

Concerning the jitter and shimmer features, they were
estimated utilizing the method presented in [44]. In detail,
the jitter was expressed as a percentage and it was calcu-
lated as the average absolute difference between consecutive
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periods, divided by the average period, that is:

Jitter(%) =

1
N−1

N−1∑
i=1

(|Ti − Ti+1|)

1
N

N∑
i=1

(Ti)

(1)

where Ti are the consecutive periods and N is the number of
extracted F0 periods.

The shimmer, instead, was estimated as the average abso-
lute base-10 logarithm of the difference between the ampli-
tudes of consecutive periods, multiplied by 20. It was
expressed in decibels (dB) by the following expression:

Shimmer(dB) =
1

N − 1

N−1∑
i=1

|20log
Ai+1
Ai
| (2)

where Ai are the extracted peak-to-peak amplitudes and N is
the number of extracted F0 periods.
The HNR was computed in dB as the mean difference

between the harmonic peaks and the aperiodic components
according to de Krom’s algorithm [45].

Finally, the MFCC coefficients resulting from by the
cepstral representation of the voice signal, were calculated
by evaluating the Discrete Cosine Transform and the log
compression of the voice samples in the frequency domain.
These coefficients and their derivatives were extracted using
the melcepst Matlab function of the VOICEBOX [46] tool,
a speech processing toolbox realised by the Department of
Electrical and Electronic Engineering of Imperial College of
London and used by several studies existing in literature such
as [13] and [47].

In summary, each instance i of the database used in this
study is constituted by the following information:
• Subject ID: a number value to identify the subject;
• age: measured by years from birth;
• gender: female or male;
• features: F0, jitter, shimmer, HNR, MFCC (from
1 to 13), first derivative and second derivative, calculated
over the recording of the vowel /a/;

• class: pathological or healthy.

C. MACHINE LEARNING CLASSIFIERS
In order to make an exhaustive comparison, we have chosen
different machine learning algorithms. Actually, each of them
has been chosen as a representative of a class of algorithms
based on similar characteristics. These techniques are:
• Support Vector Machine (SVM): this is a discrimina-
tive classifier formally defined by a separating hyper-
plane that divides data belonging to different classes.
The aim is to identify the class of belonging of the dif-
ferent data. Training a support vector machine requires
the solution of a very large quadratic programming opti-
mization problem. To resolve this problem the sequential
minimum optimization (SMO) technique is used, which
is able to divide the optimization problem into a series of

smaller possible problems [48]. The classification accu-
racy can be improve by selecting opportune form and
parameters characteristic of the kernel function K(x,y)
[10], [49]. The most popular kernel function forms are
polynomial and radial basis ones [50].

• Decision Tree (DT): this technique is used to classify
categorical data in which the learned function is rep-
resented by a decision tree. Decision trees are easy to
interpret, capable of working with missing values and
categorical and continuous data, characteristics of the
medical field. We have used J48, an implementation of
algorithm C4.5 [51], the most popular tree classifier.

• Bayesian Classification (BC): this approach named
after Thomas Bayes, who proposed the Bayes Theorem.
The classification is achieved by evaluating the proba-
bilistic model that represents a set of random variables
and their conditional dependencies identified, respec-
tively, as nodes and strings [52]. The major advantage is
the easy interpretation of the results and the robustness
in dealing with missing data.

• Logistic Model Tree (LMT): this technique combines
logistic regressionmodels with tree induction. It consists
of a standard decision tree structure with logistic regres-
sion functions at the leaves. SimpleLogistic class [53]
implements this algorithm in WEKA.

• Istance-based Learning algorithms: these algorithms
use specific instances to achieve the classification pre-
dictions. The algorithms used are k-nearest neighbour
one (k-NN) [54], where the classification is based on k
nearest neighbours of a new instance (Ibk in WEKA)
and K* [55], an instance-based classifier that uses an
entropy-based distance function to classify data (kStar
in WEKA).

It is important to remark here that other classification
techniques are not reported in this study due to the poor
performance achieved during our experiments.

IV. RESULTS AND DISCUSSION
Cross-validation was used in our experiments, to overcome
the problem of overfitting and to make the predictions more
general. In detail we have made reference to a 10-fold cross-
validation, dividing the training set into k=10 smaller sets. For
each of the k folds, a model is trained using k-1 of the folds
as the training data, while the resulting model is validated on
the remaining part of the data.

The performance of the selected machine learning clas-
sification techniques was evaluated in terms of accuracy,
sensibility, specificity and ROC area by using the following
measurements:

• True Positive (TP): the voice sample is pathological and
the algorithm recognizes this;

• True Negative (TN): the voice sample is healthy and the
algorithm recognizes this;

• False Positive (FP): the voice sample is healthy but the
algorithm recognizes it as pathological;
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FIGURE 2. Information gain estimated for each feature.

FIGURE 3. Correlation rank obtained for each feature.

• False Negative (FN): the voice sample is pathological
but the algorithm recognizes it as healthy.

The accuracy, that is the percentage of correctly classified
instances, is defined as:

Accuracy =
(TP+ TN )

(TP+ TN + FP+ FN )
(3)

while the sensitivity and the specificity, that represent
respectively the test’s ability to detect positive results or the
identification of negative results, are defined as:

Sensitivity =
TP

(TP+ FN )
(4)

Specificity =
TN

(TN + FP)
(5)

The ROC area is a measure of the goodness of a classifi-
cation algorithm evaluated by plotting a curve representing
the sensitivity versus the complementarity of specificity (1-
specificity) and measuring the area under this curve (AUC).
The AUC can be interpreted as the average value of sensi-
tivity for all the possible values of specificity. The maximum
(AUC = 1) means that the algorithm is perfect in the clas-
sification between diseased and non-diseased voices. On the
other hand, AUC = 0 means that the algorithm incorrectly
classifies all subjects with diseases as negative and all healthy
subjects as pathological [56].

FIGURE 4. PCA rank obtained in our study.

A. FEATURES SELECTION
Attribute selection is an important task that allows the
improvement of the dataset analysis to identify the redundant
and/or irrelevant features to optimize memory space and time
machine computing speed. For these reasons, in our study,
we have chosen to test the machine learning classification
techniques over the overall database, and, additionally, over
three different subset of the database chosen by selecting
some of the calculated features applying the following fea-
tures selection methods:
• InfoGainAttributeEval algorithm [57]: this calculates
the information gain for each feature. The results can
vary from 0 (no information) to 1 (maximum informa-
tion). The information gain obtained for each consid-
ered feature is shown in Figure 2. The best value is
achieved by the age, followed by two MFCC coeffi-
cients, the HNR, jitter, the second derivative, and others.
For our experimental tests, we excluded all features that
did not produce an information gain, this is equal to 0,
while those features with an information gain greater
than 0 were considered.

• Correlation method [58]: this assesses the predictive
ability of each attribute, giving us the possibility of
preferring sets of attributes that are highly correlated
with the class. We have used 0.15 as our cut-off for
relevant attributes, and the remaining attributes have
been removed in accordance with the Figure 3.
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TABLE 3. Classification Results obtained by the SVM Algorithm for several q values.

TABLE 4. Classification Results obtained by the SVM Algorithm for several γ values.

• Principal Components Analysis (PCA) method [59]:
Similarly to [60] we used the PCA method to select the
most significant parameters. We selected the principal

components which have obtained at least 50% of the
ranking. As shown in Figure 4, we obtained four new
parameters that are combination of several features.
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TABLE 5. Classification Results for different algorithms.

The choice of these features selection methods was sug-
gested by the wide use of such techniques inmachine learning
classifications to improve the overall quality of the patterns
and/or the time required for the actual mining.

B. CLASSIFICATION PERFORMANCE
Concerning the SMO algorithm, it is important to specify
that we have conducted a series of tests in which we varied
the values of the q exponent and γ parameter respectively
in polynomial and RBF forms of the kernel expression.
We have evaluated the accuracy, sensitivity, specificity and
ROC area performance over the overall dataset and also over
the three subset obtained from the features selection meth-
ods, indicated in Subsection IV-A. The results are reported
in Tables 3 and 4.

The numerical results show that the best performance was,
generally, obtained with a RBF kernel characterized by a
γ -value equal to 1 over the database containing all param-
eters. For this value the SMO algorithm classifies with an
accuracy of about 85.77% the presence of voice disorders in
the analysed voices and a sensitivity of 87.59%, evaluating
correctly a great percentage of signals, although the best
results of sensitivity were obtained using a γ -value equal
to 0.01 (about 91%). While the best performances obtained
with a polynomial kernel were achieved with a q-value equal
to 2 when the database containing all parameters. In this
case, the classification accuracy was about 85.33% and the

sensitivity and specificity were equal to, respectively, 87.88%
and 82.77%.

Considering only the parameters selected with the Info-
GainAttribute Eval method, the best performances were
obtained, in the case of polynomial kernel, with a q-value
equal to 3.5. The accuracy, sensitivity, specificity and ROC
area were, respectively, equal to 83.50%, 83.94%, 83.07%
and 0.835. Instead, considering the RBF kernel, the best
results were achieved with a γ -value equal to 4. In this case
the classification accuracy was about 84%.

Also, considering only parameters selected with the Cor-
relation method, the γ -value equal to 4 was useful to
achieve the best accuracy, although lower than previous case
(82.99%). While with a polynomial kernel, the best per-
formances were obtained with a q-value equal to 0.5. The
accuracy is 82.34%while the sensitivity, specificity and ROC
area were, respectevely, 86.42%, 78.25% and 0.823%.

Finally, when we considered only parameters selected with
PCA method, the best accuracy was achieved with the RBF
kernel with a γ -value equal to 4, that is about 72%. While,
with polynomial kernel, the q-value equal to 3 allowed to
obtain the best classification accuracy, that is 70.22%.

Comparing the results obtained with several machine
learning algorithms, shown in Table 5, the best accuracy
(85.77%) in the voice pathology detection was achieved using
the SMO technique with a polynomial kernel characterized
by a γ -value equal to 1 and using all parameters for the clas-
sification. Result confirmed observing the successive experi-
mental tests where we have selected opportune features with
two of the three features selection methods. Considering,
in fact, only the features selected with the InfoGainAttribute
Evalmethod andPCA one, the highest classification accuracy
values were obtained using the SMO technique (respectively
equal to 84.16% and 71.75%). Meanwhile, when we consid-
ered the features selected with Correlation method, the best
accuracy to discriminate between pathological and healthy
voices was achieved with the Decision Tree Algorithm equal
to about 84%.

V. CONCLUSIONS
In recent years, the use of mobile multimedia services and
applications in healthcare sector has been increasing signif-
icantly. Mobile health applications allow people to access
medical information and data of interest at any time and
anywhere, useful for the monitoring and detection of specific
diseases, such as dysphonia, a voice disorder often underes-
timated that affects a great percentage of people.

Research on mobile automatic systems to estimate voice
disorders has received considerable attention in the last few
years due to its objectivity and non-invasive nature. Machine
learning techniques can be a valid support to investigate
new approaches to signal processing in an easy and fast
way that can be implemented in an m-health solution. This
study compares the performance of different voice pathology
identification methods, taking into account the main machine
learning techniques. Several techniques are applied such as
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the Support Vector Machine, Decision Tree, Bayesian Clas-
sification, Logistic Model Tree and Instance-based Learning
algorithms. Moreover, in this work we focus on identifying
appropriate voice signal features by using the comparative
study of different classifiers. All analyses are performed on a
wide dataset of 1370 voices selected from the Saarbruecken
Voice Database.

The tests have been carried out over the overall dataset and
over three different subset where we only have considered the
selected features by three specific features selection methods.
The results have shown that the best accuracy in voice pathol-
ogy detection is achieved using the Support Vector Machine
algorithm. This technique classifies a voice as pathologi-
cal or healthy with an accuracy equal to about 86% using
all parameters. Result confirmed observing the experimental
tests in which the InfoGainAttribute Eval method and PCA
one have been applied (accuracy values were, respectively,
equal to 84.16% and 71.75%). Meanwhile, when we only
considered parameters selected with the Correlationmethod,
the best accuracy was obtained with the Decision Tree
technique.

Although the accuracy values are smaller than the values
obtained in other studies in literature, it is necessary to high-
light that all these studies are performed on very limited and,
often, non-accessible datasets. To enhance the classification
rate obtained we are interested in improving the classification
phase by developing a hybrid system using a combination of
several machine learning techniques. In future work, we want
to integrate this hybrid classifier in an m-health system, such
as the solution proposed in [23], able to detect the pres-
ence or not of a voice disorders, useful to monitoring and
treatment of patients suffering from these pathologies.
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