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ABSTRACT Curtailing the information loss due to network partitioning is imperative for the reliable
communication in a distributed hash table (DHT)-based routing protocol for mobile ad hoc networks
(MANETs). Both the limited transmission range and mobility of nodes cause recurrent network partitioning
in MANETs that leads to an inaccessibility of the nodes’ mapping information, loss of the LID space, and
partitioning of the DHT structure. To address the above-mentioned issues, this paper proposes a protocol
that employs pre-partitioning measures, such as the critical link/node detection, the replication of the nodes’
mapping information, and so on, to augment the inter-node communication, but also reflects substantial
improvement in the lookup delay. The proposed protocol effectively exploits the local neighbor information
in a 3-D logical structure to identify/detect the critical nodes by employing a localized distributed algorithm.
Simulation results show the significance of the proposed protocol in terms of end-to-end lookup delay,
routing overhead, and success ratio.

INDEX TERMS Flooding-free routing, partition detection, replication, DHT.

I. INTRODUCTION
In the past few years, several DHT-based routing protocols
for MANETs have been proposed to eliminate flooding in the
route discovery phase, thus enhancing the network reliability
and scalability [1]–[7], [10], [20], [22]. In a DHT-based rout-
ing protocol, a node is assigned a logical identifier (LID) in
addition to a universal identifier (UID), i.e., MAC/IP address,
based on the LIDs of its physical neighboring nodes. The
LID is drawn from a predefined logical identifier space (LS).
A node maintains a disjoint portion of the whole LS referred
as the logical space portion (LSP).Moreover, each node keeps
track of its logical neighboring nodes having LIDs close to its
own LID by following a ring, a chord, or a multidimensional
structure. Thus, a logical network is built up over the physical
network. Forwarding of packets on both the control and data
planes is carried out using nodes LIDs in the logical network.

To enable the inter-node communication, each node stores
its mapping information (i.e., LID, UID pair) by sending a
storemapping information (SMI)message at a certain node in
a network referred as an anchor node (AN). Table 1 illustrates
the definition of the terms used inn this paper. Each node
determines its AN by applying a hash function over its UID
that generates a hashed value, say h(v). The h(v) is drawn from

the same LS that has been used to assign the LIDs to nodes.
A node p acts as the AN for a node q if either h(v) falls in the
LSP of p or the node p’s LID is closest to the h(v). To send
a data packet, a source node s retrieves the destination node
q’s LID from q’s AN. For this purpose, the node s applies
a hash function over q’s UID that generates the LID of q’s
AN, i.e., node p. Using the generated LID, node s forwards
a mapping request message (MREQ)towards the node p in
order to obtain the mapping information of the node q. Upon
receiving the mapping information of q in a mapping reply
message (MRPY), node s then forwards the data packet
towards q using the received LID of the node q. The next hop
of the data packet among the 1-hop/2-hop logical neighboring
nodes is determined based on which neighboring node has the
LID closest to the destination node’s LID.

Existing DHT-based routing protocols mainly focus in
addressing the mismatch problem [7], [20], [22] and overlook
a major issue of network partitioning that may completely
halts the communication between a source and a destina-
tion node (see Section 3 for detail). Network partitioning is
the breakdown of a connected topology into two or more
disconnected partitions [8]. A node in one partition ceases
to access a node in another partition. The self-organizing
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TABLE 1. Definitions of important terms related to DHT-based routing in
MANETs.

nature, the limited transmission range, and the mobility of
nodes cause frequent network partitioning in MANETs. For
DHT-based routing protocols, the network partitioning raises
several core issues, i.e., the inaccessibility of the nodes’
mapping information, loss of the LID space, and partitioning
of the DHT structure (see Section 3 for detail). The impact of
those issues gets more severe in case of a DHT-based routing
protocol because the communication among the nodes is
performed using the LIDs/LSPs of the nodes rather using
their UIDs. The information about the destination node’s
LID depends on the availability of its mapping information
at the AN. To improve the performance of a DHT-based
routing protocol, it is imperative to identify/detect the critical
links/nodes that instigate partitioning in the physical network.
Timely detection of the critical links/nodes lessens the infor-
mation loss and the communication disruption in case of the
network partitioning.

A critical link refers to a link whose failure/disconnection
leads to network partitioning whereas the critical node refers
to a node whose failure results in the network partitioning.
Figure 1 elaborates both scenarios. A distributed way of
identifying a critical link or a critical node is through its
common x-hop neighboring nodes. A link s↔b as shown

FIGURE 1. x-hop critical link and critical node scenario.

in Figure 1 is said to be x-hop critical if and only if both the
nodes s and b has disjoint neighbor set assuming that the link
between the nodes s and b does not exist. For x= 1, the s↔b
link is 1-hop critical as the 1-hop neighbor set of the nodes s
and b are disjoint. For x= 2, the s↔b link is 2-hop critical as
no common neighbor exists between the 2-hop neighboring
nodes of s and b. The link s↔b in Figure 1 is a globally critical
link because even if the value of x is increased, there exists
no common neighbor between the nodes s and b. Similarly,
node e in Figure 1 is the globally critical node as its neigh-
boring nodes can be divided into two disjoint sets of nodes.

Uptil now none of the existing DHT-based routing proto-
cols has identified/discussed/addressed the challenges related
to the network partitioning. A solution to those challenges is
imperative. This paper devises a novel protocol, i.e., 3D dis-
tributed partition detection and dynamic replication (3DDR),
which exploits the local neighbor information of each
node in a 3D-logical structure (3D-LIS) [5], [8], [10] to
detect/identify the critical links in the physical network and
proposes an effective replication mechanism that assists in
minimizing the information loss and communication disrup-
tion. Moreover, to avoid the loss of LID space in case of
the network partitioning, a LID space recovery mechanism
is proposed. To the best of our knowledge, this paper is the
first attempt to handle the network partitioning in context of
the DHT-based routing protocols in MANETs.

The rest of this paper is organized as follows: Section II
provides a review of the related work. Section III describes
the problem statement. The proposed protocol is explained
in Section IV. Section V discusses the simulation results and
Section VI concludes the paper.

II. RELATED WORK
Several DHT-based protocols have been proposed for
MANETs that mainly focus the mismatch problem between
the logical and the physical topologies. To reduce the impact
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of the mismatch problem, various structures have been pro-
posed to arrange nodes in the logical network [2]–[11], [17],
[20], [21]. This section provides a review of the few existing
DHT-based routing protocols.

Virtual Cord Protocol (VCP) [2] organizes nodes into a
cord structure. Each node is given a LID in addition to its UID
from a pre-defined LS that ranges [0-1]. The LID describes
the relative position of the node in the cord structure. A newly
joining node computes its LID based on the LIDs of its 1-hop
physical neighboring nodes using various decision choices.
Similarly, each node proactively maintains its logical neigh-
boring nodes in the chord along with its physical neighbors.
This makes the routing table of sizeO(m) at each node, where
m refers to the logical (predecessor/successor nodes) and the
one-hop physical neighbors of a node. VCP employs greedy
forwarding that uses both the logical and physical neighbors
of a node to ensure the successful delivery of the data packet.
VCP is not reliable against the network partitioning. In case
of partitioning, the logical chord structure breaks into two
disconnected cords that results into a disrupted LIS. VCP is
unable to handle these problems.

MDART [6], a multi-path DHT-based routing protocol,
exploits a logical tree structure for routing in MANETs.
MDART proactively maintains all the existing routes via its
next hop neighboring nodes to reach the destination node
in the sibling tree. However, the protocol does not consid-
ers/handles the network partitioning.

The network merging and its impact on the mismatch-
problem has been studied in [8]. Reference [8] advo-
cates two key observations: i) the connecting order of the
logical structure is vital to avoid the mismatch-problem;
ii) the multi-dimensional structures are more resilient for
the smooth merging of the disconnected networks compared
to the tree, ring, cord, etc. However, the work considers
only the post-partitioning measures while ignoring the pre-
partitioning issues/considerations such as the LS recovery,
the mapping information recovery and their impact on the
network merging.

3D routing protocol (3D-RP) in [10] is primarily designed
to address the mismatch problem. Each node in 3D-RP envi-
sions its neighboring nodes in a three-dimensional coordi-
nate system while keeping itself at the origin, forming a
3D logical identifier structure (3D-LIS) that divides the space
into three planes having six dimensions and eight octants.
The core idea of using the 3D-LIS is to logically inter-
pret the physical inter/intra-neighbor relationship of nodes.
Each node in the 3D-LIS computes its LID in an ordered
three tuple {x|y|z} that reflects its physical proximity with
respect to its neighboring nodes. Each tuple of the LID is an
M-bit identifier drawn from a pre-defined three-dimensional
logical identifier space (3D-LS). 3D-LS ranges from 1 to
± 2M for each dimension, i.e., x, y, and z. Each node is
responsible for maintaining a disjoint portion of the 3D-LS
in each of its LID’s x, y, and z dimensions, called logical
space portion(LSP). A node stores the mapping information
of other nodes with respect to its LSP [7]. Each node uses

1-hop hello messages to construct and maintain the 3D-LS.
In addition to its LID, a node computes a dimension param-
eter (dim) that 3D-RP uses to group nodes with respect to
the different dimensions. In 3D-RP, each node computes the
distances from its neighboring nodes using the received signal
strength (RSS). In addition, a weight is assigned to each
link based on their distances providing the connectivity to
its neighboring nodes. The assigned weights are used in the
interpolation method to calculate the relative position of a
node with respect to its neighboring nodes.

If a joining node j does not have any neighboring nodes
except the node i, the node j computes its LID through Eq(1)
by exploiting the first dimension of the node i as shown in
Case 1 of Figure 2. Tix , Tiy, and Tiz refer to the tuples of
node i’s LID, and LSPix+ is the maximum range of node i’s
LSP in +x-dimension. By using this formula, node j obtains
3/4 of node i’s LSPix+. The purpose here is to allocate more
LSP to the corner nodes so that they can accommodate new
nodes in future. Similarly, the nodes h and s compute their
LIDs by utilizing the next two dimensions of i. The deci-
sion choices in Case 1 is to map the physical intra-neighbor
relationships among a node and its neighboring nodes in
the 3D-LIS. For instance, If two neighboring nodes of a
joining node are not in contact/transmission range of each
other, it infers that the neighboring nodes exist physically
in two different dimensions of the joining node. Each of
the node j, h, and s obtains LIDs in different dimensions
of i because none of those is physically connected to each
other. The joining nodes r and q compute their LIDs using the
interpolation Eq(2) (see Case 2 of Figure 2) after checking
the adjacency with their existing neighboring nodes i and j.
The decision choices in Case 2 is to handle a node’s physical
adjacency with its neighboring nodes and to compute a LID
of the node with respect to its adjacent neighboring nodes.
Similarly, node p computes its LID with respect to its non-
adjacent neighboring nodes r and s using Eq(3) as shown
in Case 3 of Figure 2. The decision choices in Case 3 is to
handle the physical non-adjacency of the neighboring nodes
and to compute a LID of the node relative to its non-adjacent
neighboring nodes. In Case 4, the joining node c computes
its LID after checking the contiguity of its neighboring
nodes q, h, and i.

Figure 3 illustrates the local 3D-LIS of node i and its phys-
ical links with the neighboring nodes in the logical network.
The black dashed lines refer to the physical links connecting
the nodes. The three planes of the local 3D-LIS of i are
shown by the blue dashed lines. It can be analyzed from the
Figures 2 and 3 that the node i is logically close to all of
its physically adjacent neighboring nodes. This reduces the
redundant traffic and the long routes that effectivelyminimize
the end-to-end delay caused by the mismatch problem.
To forward a data packet towards the destination (say, LID
{x|y|z}-dim), 3D-RP utilizes 1-hop logical neighboring
nodes (Lnbr ). A node selects the next hop from its Lnbr
having the same dim value to that of the destination LID and
offers the least sum of difference (LSD) to the destination
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FIGURE 2. The node-joining process in 3D-RP. Black dashed lines are the physical links between neighbor nodes in the physical network.
In Eq(1) LSPiy−,LSPiz+, and LSPiz− are disjoint logical space portions of node i in negative y, positive z and negative z dimensions,
respectively. In Eq(2) m is the newly joining node; Lnbr >= 2 are 1-hop neighbor logical neighbors of m; Wmk and Wmj are the weights
assigned by m to its logical neighbor nodes using inverse distance function; Tkx , Tky and Tkz are the corresponding tuples in x, y, and z
dimensions of logical neighbors LID. In Eq(3), Lnbr is the number of logical neighbors.

FIGURE 3. A logical view of the physical arrangement of neighbor nodes
in the local 3D-LIS of node i maintained by the 3D-RP.

nodes LID. If a logical neighbor with the same dim value
is unavailable, the node forwards the packet to its base
node. A ’base node’ refers to those neighboring nodes that

are involved in the computation of the joining nodes LID.
The assignment of the dim value to the joining node depends
on the dim values of its base node(s). Although 3D-RP is
designed to avoid the mismatch problem, however, it does
not handle the network partitioning. Section 3 elaborates the
limitations of 3D-RP.

Motion-Mix [11] targets the scenarios with node mobility.
For data packet delivery, Motion-Mix exploits the past node
mobility patterns i.e., 1-hop encounter records of the mobile
nodes. Motion-Mix connects only the 1-hop nodes in the
logical network and does not maintain the global logical
network. Thus, Motion-Mix reduces the node joining/leaving
cost as well as the lookup cost for routing the data packets.
The protocol is suitable for the networks with low mobility
andmay not performwell in the high nodemobility scenarios.

Mesh-DHT [17] attempts to reduce the ill-matching
between the physical and the logical networks by using a
2-dimensional (2D) structure. Mesh-DHT builds the
2D structure of the link graph, where the physically closer
neighboring nodes obtains closer 2D coordinates and the
physically distant nodes obtains distant 2D coordinates.
In this way, Mesh-DHT ensures that a joining node obtains
its coordinates close to the coordinates of its 1-hop logical
neighboring nodes and it periodically informs each of its
direct neighboring nodes about its current coordinates and
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the coordinates of its 1-hop neighboring nodes. Thus, each
node iteratively improves its 2D coordinates with respect to
its 2-hop away neighboring nodes. Mesh-DHT is slightly
effective against the mismatch problem, but does not dis-
cuss/handle the network partitioning.

The work in [24] contributes an energy efficient design
for multiple-input-multiple-output (MIMO) transmissions in
a cognitive vehicular network. The sole purpose of the
work is to develop a robust energy efficient beam form-
ing design (by assuming imperfect interference channel
state information (CSI), and by satisfying the transmission
power constraint and minimum transmission rate constraint)
for MIMO transmissions in a cognitive vehicular network.
The authors formulate the problem of energy efficiency
in MIMO transmissions as an optimization problem under
certain constraints and iteratively solve the problem. The
proposed distributed algorithm iteratively converges to an
optimal solution (i.e. optimal beam forming) that best satisfy
the constraints. In other words, the proposed algorithm pro-
gressively obtains an optimal trade-off between sum of data
rates and power consumption for MIMO broadcast channels
in cognitive vehicular network.

Similarly, in [25], the problem of energy efficient coop-
erative communication in the presence of selfish nodes in
ad hoc wireless networks (cooperative communication) is
investigated. It is advocated that there exists an optimal
energy-efficient network state (by considering a good trade-
off between energy consumption and network performance)
despite the presence of selfish nodes in the cooperative
network. The proposed mechanism learns and exploits the
cooperative behavior of nodes in the cooperative network.
The work models the behavior of selfish nodes into a
non-cooperative multi-player automata game and uses it in
the relay selection process. The game theoretic mapping of
the problem makes possible a proper and efficient distributed
learning-based decision making process for relay selection,
in the presence of selfish nodes. The proposed solution
iteratively converges to an optimal solution (i.e. balancing
the energy consumptions and average rewards). In other
words, playing the game repeatedly converges the coopera-
tive network.

DHT-based routing protocols are specifically designed
to reduce the routing/control traffic overhead by remov-
ing flooding from the network, thus saves energy at
each mobile node. DHT-based routing protocols are
energy efficient compared to the conventional routings
and can be a viable option for the resource constrained
networks and various sub-domains of MANETs, like
wireless sensor networks(WSNs)/wireless sensor and actua-
tor networks(WSANs). Moreover, researchers have recently
exploited the benefits associated with DHT functionalities in
software defined networks (SDNs) [26], [27].

We believe that handling the network partitioning is crucial
to ensure uninterrupted communication among the nodes
in a DHT-based routing protocol. Pre-partitioning measures
can play an important role in eluding the information loss

and critical nodes/links. There exist several algorithms in
the literature [12]–[16] to deal with the network partitioning
problem in MANETs. However, these approaches cannot be
directly applied to DHT-based routings because the prob-
lem severely interrupts/haults the communication of nodes
in the DHT-based logical network and entails additional
efforts to confront with such a problem. A solution to such
a problem could be a distributed approach that depends
merely on the localized knowledge at each node in the
network and employs a mechanism for the distributed par-
tition detection and dynamic replication of the mapping
information.

III. NETWORK PARTITIONING IN A DHT-BASED
PARADIGM FOR ROUTING
Network partitioning elicits two major issues for the
DHT-based routing protocols, which adversely affect their
performance: i) Unavailability of an anchor node in both
partitioned and un-partitioned network.; ii) Loss of LID
space. Another correlated issue is the longer lookup-delay.
Reducing the lookup delay in the current setup is also a major
challenge.

A. UNAVAILABILITY OF AN ANCHOR NODE IN BOTH
PARTITIONED AND UN-PARTITIONED NETWORK
In a DHT-based routing protocol, the anchor node (AN)
holds the mapping information of various other nodes in
the network and a source requires the mapping informa-
tion to communicate with a destination node. Unavailability
of the destination node’s AN completely disrupts the com-
munication between the source and the destination node,
i.e., the availability of the destination node’s AN is imperative
for the uninterrupted communication. Inaccessibility of AN
occurs when a DHT-based network is partitioned into two
disconnected partitions such that both the source and the
destination nodes are in the same network partition, but the
corresponding AN remains in a disjoint partition. In this
case, despite that the source and the destination nodes are
reachable, but unable to communicate due to inaccessibility
of the destination node’s AN.

Figure 4(a) illustrates a connected network with a criti-
cal link i↔p. The link i↔p is globally critical because the
neighboring nodes between the nodes i and p are disjoint.
The destination node l stores its mapping information at
its anchor node g. To communicate with node l, the source
node h retrieves the mapping information of l from g. After
receiving the mapping information, node h directly starts
its communication with node l. For instance, the critical
link i↔p disconnects and the network partitioning occurs as
shown in Figure 4(b). The source node h and the destination
node l are in the same partition, but the corresponding AN,
i.e., node g remains in the disjoint partition. In such a case,
node h is unable to retrieve the mapping information of the
node l from its AN, i.e., node g, which would disrupt the
communication between the nodes h and l. Moreover, a new
lookup request for the node lsmapping informationwould not
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FIGURE 4. Network Partitioning in a DHT-based Routing Protocol.

be resolved until l selects a new AN and updates its mapping
information there. This would cause the longer lookup delays
and information loss.

Similarly, when an existing AN fails/move (with or with-
out network partitioning), it is crucial/challenging to ensure
the availability/recovery of the mapping information stored
at that AN. In Figure 4(c), the anchor node g moves
away from the node p and obtains a new LID. In this
case, node l would select a new AN in order to store
its mapping information. Meanwhile, the in-transit lookup
queries might get lost and would result in communi-
cation disruption, information loss and longer lookup
delays.

B. LOSS OF LID SPACE
When a network is partitioned into two disconnected net-
works, the LS space of one partition can be reused in the
other partition. This results in an evenly distributed LS and
enables the communication in the disjoint partitions. Thus,
the LID space recovery in case of the network partitioning
is a correlated issue in a DHT-based routing protocol for
MANETs. We believe that pre-partitioning measures such
as timely detection of the partitioning event prior to the
actual partitioning is desirable for an efficient LS recovery.

Therefore, designing a distributed partitioning detection
mechanism is a potential sub-problem in this domain that is
imperative to be addressed.

Moreover, another correlated issue is the longer lookup
delays that exacerbates when the network gets partitioned.
Reducing the lookup delay in a distributed manner using
only the localized knowledge available at each nodes, is a
challenging task.

To address the above problems, 3D distributed partition-
ing detection and replication protocol (3DDR) based on the
localized neighbor information is proposed, which best suit
the scalability constraints of a DHT-based routing paradigm.
More specifically, following contributions covers the solution
domain.
• A dynamic replication management algorithm is pro-
posed. The algorithm ensures the availability of the
mapping information in the disjoint partitions.

• A distributed partition detection algorithm is devised
that plays a vital role in taking the pre-partitioning mea-
sures such as the critical nodes/links detection and lost
LS recovery.

• The impact of dynamic replication management algo-
rithm on the lookup delay is studied and finds significant
gains.
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3DDR considers the relative connectivity, i.e., 2-hop neighbor
information and the local network variation, i.e., nodes degree
to detect/identify the critical links/nodes and for replication of
the mapping information. The proposed protocol ensures not
only the availability of mapping information in case of the
network partitioning (i.e., reduces information loss), but also
significantly reduces the lookup delay without any additional
control overhead.

IV. 3D DISTRIBUTED PARTITION DETECTION
AND REPLICATION (3DDR)
To design 3DDR, we have exploited hello messages for
the dynamic replica management and distributed partition-
ing detection. Each node in 3DDR periodically exchanges
hello messages with its 1-hop neighboring nodes after a pre-
defined hello interval. A hello message of a node x contains
the list of x’s 1-hop neighboring nodes in addition to its LID,
UID, and LSP. By exchanging the hellomessages, each node
in 3DDR maintains the connectivity information of up to
2-hops physical neighboring nodes. 3DDR identifies/detects
a link x1↔x2 between the nodes x1 and x2 as critical if the
sets of 1-hop neighboring nodes of x1 and x2 are disjoint after
removing the link x1↔x2. If a node x1 is 1-hop critical with
respect to x2 implies that the 1-hop neighboring nodes of x1
would be inaccessible to x2 if x1 moves/fails. The link x1↔x2
is therefore marked as 1-hop critical. Similarly, the link
x1↔x2 would be considered 2-hop critical if 2-hop neighbor-
ing nodes of x1 and x2 are disconnected upon the removal of
the link. In 3DDR, A critical node or the nodes across the
critical link sets their status as critical. Otherwise, the nodes
status remains as non-critical. Each node announces its status
(critical/non-critical) to its 1-hop neighboring nodes through
the hello messages.

The following sub sections discuss in detail about the
various components, i.e., dynamic replica deployment and
distributed partition detection of the proposed 3DDR.

A. DYNAMIC REPLICA DEPLOYMENT
To replicate the mapping information of a node at vari-
ous ANs based on the location of the critical links; 3DDR
employs a dynamic replication mechanism and identifies the
critical links using 2-hop neighbor information of a node
as follows: Each node publishes its mapping information
(i.e. LID and UID) by sending SMI message to its AN. When
SMI is received at a node k from s, the node k performs the
replication and forwarding decisions based on the outcome
of the function f as shown in Eq(4). Let U be the set of nodes
in the network and Mk ⊆ U are 1-hop neighboring nodes
of k excluding the node k,i.e.,open neighborhood, where
M+k = Mk ∪ {k}, M

+

k refers to the closed neighborhood of
k,i.e., including the node k.

f (M+k ,AN )

=

{
k, if d(k,AN ) = minj6=s∈M+k (d(j,AN )), else

∃i 6= s|i ∈ Mk ∧ d(i,AN ) = minj6=s∈Mk (d(j,AN ))
(4)

The function f at k checks the logically closest neighbor-
ing node to the intended AN by computing the least sum of
difference of their LIDs for storing the mapping information.
If k finds itself as the logically closest among its 1-hop
neighboring nodes, then it stores the mapping information in
SMI and stops forwarding the SMI further. Thus, the node k
becomes the designated AN for SMI. If there exists another
node i 6= s ∈ Mk such that the logical distance between i and
the intended AN is least among the 1-hop neighboring nodes
of k, then k would forward the SMI towards i. The distance
function computes the logical distance and depends on the
underline logical structure. Before forwarding SMI, the repli-
cation of mapping information is achieved by the following
decision choices based on the status (i.e., critical/non-critical)
of the node k and its neighborhood:

i) If k is non-critical and function f returns k, then node
k stores the mapping information in SMI message and
acts as the designated AN. If function f returns i then
k forwards SMI towards i without making the replica.
In this case, the status of nodes s and i does not effect
the handling of SMI

ii) If k is criticalwith respect to p ∈ Mk , then the mapping
information in SMI is stored at the nodes k and p across
the critical link k↔p.

Algorithm 1 illustrates the dynamic replication algorithm for
replicating the mapping information. The mechanism ensures
the availability of mapping information in disjoint partitions.
This would avoid the communication disruption within par-
titions, but also reduces the lookup delay to retrieve the map-
ping information even in case the critical link fails. Moreover,
the proposed algorithm significantly reduces the lookup delay
even network partitioning does not occur because the nodes
would easily be able to retrieve themapping information from
the deployed replicas besides the actual AN.

B. DISTRIBUTED PARTITION DETECTION
The proposed partition detection and LIS recovery mech-
anism of 3DDR exploits k-hop topological information to
detect the critical nodes in the network. To achieve this,
each node periodically exchanges a graph of its (k-1)-hop
neighboring nodes with its directly connected neighboring
nodes via hello messages. For k = 2, each node exchanges
1-hop neighbor list in the periodic hello messages beside
other information, i.e., LID, UID, LSP. In such a way, each
node maintains 2-hop topological information.

Formally, 1-hop neighbors of a node can be expressed as its
neighborhood. Therefore, forG= (V,E), the neighborhood of
a vertex v∈V is the induced sub-graph of G consisting of all
the vertices adjacent to v and all the edges connecting those
vertices. Similarly, the open neighborhood,N(v), of the vertex
v consists of the set of vertices adjacent to v excluding v,
i.e.N(v)= {w∈N : vw∈E} and the closed neighborhood of v is
N[v]= N(v)∪{v}. For any two adjacent nodes u,v ∈ V across
the link u↔v∈E, 1-hop neighboring nodes of u exclud-
ing u, i.e., open neighborhood of node u N(u). As described
earlier, each node exchanges its neighbor lists in the
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Algorithm 1 Dynamic Replication Algorithm
Required: When S/l message is received at node k
from node. v along the path to intended AN, where
Mk <= U ,MkMkU{kj} denotes 1 -hop neighbors oT node
k excluding k and including k respectively andU is the set
of all nodes in the network. Function f (M+k AN ) makes
forwarding decisions.

1: On the reception of SII at a node k from node s ∈ M+k
2: if ((M+k ,AN ) returns k) then
3: if k is non-critical then
4: |k ← SII // Store mapping info, and
5: end-if
6: // node k acts as designated AN
7: if (k is critical w.r.t p ∈ Mk ) then
8: k ← SII // p can be either s or any other node

p ← SII // replicate S/l across the critical link
k ↔ p

9: end-if
10: end-if
11: if (f (M+k AN ) returns i ∈ Mk ) then
12: if k is non-critical then
13: Forward SI I to node / w.o.t making any replica,
14: end-if
15: if k is critical w.r.t node I then
16: k ← SII // store mapping information across
17: // the critical link(k,i)
18: i← Sll
19: end-if
20: end-if

periodic hello messages, therefore, nodes u and v period-
ically exchange N(u) and N(v), respectively. If there exist
common node(s) among N(u) and N(v), i.e., (N(u)∩(N(v))
6={} or (N[u]∩N[v]\u,v)6={}, then the nodes u and v declare
their status as non-critical, otherwise critical. A link between
the two critical nodes would be treated as critical.
The identification of the critical nodes/links are vital to

timely detect the network partitioning. For any two nodes
x1 and x2 across a critical link x1↔x2, the proposed dis-
tributed partition detection mechanism triggers the partition-
ing event and takes measures regarding the LIS alignment.
Moreover, if the critical node x1 across the critical link x1↔x2
does not hear from x2 for a certain time interval, referred
as the Partition−Timer, then it means that the network has
partitioned. Partition−Timer is set to three times the hello
interval. Similarly, x2 would also detect the network parti-
tioning. In case of network partitioning, nodes across the
critical link recover the lost LIS for reusing in the disjoint
partitions. LIS recovery mechanism depends on the logical
structure used. In the 3D structure each node across the criti-
cal links recover the lost LIS by changing its dimension value,
i.e., dim. Similarly, in the cord structure nodes across the
critical links recover the lost LIS by changing their LIDs to S
and E based on their relationship, i.e., predecessor/successor.

Algorithm 2 Distributed Partition Detection
Required: Each node in the network exchanges the list of
its I-hop neighbors in the periodic hello message.

1: Each node u periodically broadcasts its closed neighbor-
hood N[u] and waits to

2: listen messages from other nodes.
3: for each node u in the network do
4: for each node v ∈ adj[u] do
5: if (N [u]

⋂
(N [v]\u, v) = {})

6: STATUS (u)← critical
7: STATUS (v)← critical
8: link(u, v)← critical
9: else-if (N [u]

⋂
(N [v]\u, v) 6= {})

10: STATUS (u)← non-critical
11: STATUS (v)← non-critical
12: end-if
13: end-for
14: end-for
15: for each node u in the network do
16: for each node v ∈ adj[u] do
17: if (STATUS(v) == critical && Partition_

Timer_Expired == true)
18: Trigger partition event and
19: Rccovcr/Rcusc the lost LIS.
20:

21: end-if
22: end-for
23: end-for

The predecessor node in the logical cord recovers the LIS
by changing its LID to E and the successor node in the
cord recovers the LIS by changing its LID to S. The lost
LIS recovery and using the same results into an evenly dis-
tributed LISs in the disjoint partitions. Algorithm 2 provides
an overview of the proposed mechanism for distributed par-
tition detection. The proposed mechanism is fully distributed
and relies on the local knowledge of the neighboring nodes
without involving the network wide dissemination of control
information. We are using the existing approach in [8] for
network merging.

C. 3D-RP: A CASE STUDY
For illustration and evaluation, we implement the proposed
distributed partition detection and replication algorithm in
3D routing protocol (3D-RP) [10]. A 3D-RP based scenario is
shown in Figure 5 to illustrate the working of 3DDR. 3DDR
first identifies the critical nodes/links using the existing hello
messages exchanged in 3D-RP. Each node in the network
periodically shares its 1-hop neighbor information through
the hello messages besides the other information. Exchang-
ing the 1-hop neighboring information provides each node
a network wide view of up to 2-hops that assists in finding
the critical nodes/links of up to 2-hop disconnected network.
For instance, in the Figure 5, 1-hop neighboring nodes of f, s,
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FIGURE 5. Handling network partitioning using 3DDR.

and h are {s, h}, {l, q, i, h, f}, and {s, f, i}, respectively. Upon
receiving the neighbors information from the nodes s and h,
the node fwould have information of up to 2-hop neighboring
nodes. In order to declare its status as critical/non-critical,
node f checks for any common neighboring node among the
1-hop neighbors of fs adjacent neighboring nodes, i.e., node
s and node h excluding itself. Figure 5 shows that there
exists a node i common to the 1-hop neighboring nodes of
s and h. This implies that the removal of f leaves a connected

sub-graph {l, q, i, h, s} and the node f is 2-hop non-critical.
So, f declares its status as non-critical. Similarly, the node i
receives 1-hop neighbor information, i.e., {s, l},{q, l, f, h},
{s, f},{r, g}, {r, m, g} from its immediate neighboring nodes
q, s, h, p, respectively. From Figure 5(b), it can be observed
that the neighboring nodes q, s, h of i share the common
nodes and form a connected sub-graph excluding the node i,
however, p’s 1-hop neighboring nodes are not common to the
connected sub-graph of q, s, h. This makes the nodes i and p
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to declare their status as critical. A link between the two
critical nodes is also critical. In this case link i↔p is critical.
Similarly, each node in the network periodically updates its
status as critical or non-critical.

After computing its LID, a newly joining node, say l,
forwards the store mapping information (SMI) message to
its AN in order to store its mapping information. In case if
SMI passes through the critical node i and it is not forwarded
by any other critical node, then i stores a copy of the mapping
information in contained in SMI and forwards it further. Thus
the critical nodes i and p connecting the link i↔p keeps
the replica of the information contained in SMI as shown
in Figure 5(d). In case if the network is partitioned, then
the communicating nodes in the disjoint partitions obtain the
node ls mapping information from i. In this way, the commu-
nication within the partition would remain uninterrupted even
the critical link fails. For instance, consider a scenario where
a source node h wishes to communicate with a destination
node l as shown in Figure 5(c).

The source node h retrieves the node l’s mapping informa-
tion from g, i.e., an AN for l. In case if the critical link i↔p
fails, the mapping information would not be available to the
source node h. 3DDR avoids such issues and guarantees the
availability of mapping information in case of the partitioning
event. Taking pre-partitioning measures such as the critical
nodes/links identification and placing the replicas enable the
source node h to obtain the node l’s mapping information
from the node i despite of the network partitioning or in case
the AN fails/moves as shown in Figure 5(d).

Furthermore, 3DDR triggers the partitioning event when
the critical nodes across a critical link do not hear each
other for a certain time interval, i.e., Partition_Timer.
However, the critical nodes must be 2-hop as well as 1-hop
critical, i.e., excluding a node(s) that is 2-hop critical but
1-hop non-critical. In Figure 5(d), when the critical nodes
i and p across the critical link i↔p do not hear each other
and the Partition_Timer expires then the partitioning event
triggers and the corresponding critical nodes recover/reuse
the lost LIS. In case if the critical node is the anchor node,
then it also replicates its mapping information across the
critical link. The LIS recovery with replica placement allows
uninterrupted communication in the disjoint partitions when
both the source/destination nodes reside in the same partition,
but the corresponding AN remains in the other partition. The
recovered LIS can be reused in the disjoint partitions and
may result into an evenly distributed disjoint LISs despite of
the network partitioning. The LIS recovery procedure varies
from a case to another case and depends primarily on the
logical structure of the LIS, i.e., 3D-structures, Cord, Ring,
Tree, etc.

In general, DHT-based routing protocols in MANETs
suffer from the longer lookup delays and the performance
degrades as the network scales. Our scheme exploitsMANET
dynamicity, i.e., relative connectivity (2-hop topological
information) and local network variation (1-hop connectivity
information) using existing periodic hello messages without

any extra control overhead, which ensure network availability
(as discussed above), but also effectively reduce end-to-end
delay for lookup requests.

V. SIMULATION MODEL AND PARAMETERS
To corroborate the validity and performance of 3DDR,
the protocol is implemented in NS2 (version 2.35) [18]. The
standard values for both the link and physical layers are
exploited to simulate IEEE 802.11 with Two-Ray Ground as
the propagation model. We have used BonnMotion2 [19] to
develop the mobility scenarios that use random way-point
as the mobility model and tunes the mobility parameters to
stimulate moderate mobility, i.e., the node moving speeds are
observed in the range from 1 to 2 m/s. The mobility scenar-
ios using BonnMotion2 keep track of the physical network
partitioning. Table 2 illustrates the simulation parameters in
detail.

TABLE 2. Simulation parameters.

The simulation results of 3DDR are compared with VCP,
3D-RP and VCP with approach (VCP-WA). In VCP-WA,
the proposed distributed partition detection and replication
mechanism (DDR) is implemented in VCP to further stress
the impact of DDR mechanism in other schemes. We have
used CBR flows to model the data traffic and Random Traffic
Model is used as the data pattern. TCP is not used at the
transport layer to circumvent the elasticity effects on rout-
ing due to the TCP flow control mechanism [23]. To elude
the packet drops due to congestion, the traffic load in the
network is maintained at 64 pkts/sec. Following metrics are
examined under the various network sizes to investigate the
performance of protocols.
• Success Ratio (SR): The ratio between the total

mapping request packet (MREQ) initiated and the
total MREQ entertained successfully by receiving
the mapping reply packets (MREP).

• End-to-end Lookup delay (E2E): The average time
elapsed between when the source node initiate
MREQ and the source node gets MRPY.

• NormalizedOverhead (NO): Total routing overhead
divided by the total MREQ for which MREP is
received, i.e., the routing overhead per successful
MREQ.
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FIGURE 6. Average end-to-end lookup delay as a function of the node number.

A. END-TO-END LoOKUP DELAY
The end-to-end lookup delay is an important metric for any
DHT-based routing protocol that shows the overall network
performance. A fare analysis could not be possible if we do
not consider the impact of network size and the node moving
speed on end-to-end lookup delay. So, we have analyzed the
end-to-end lookup delay by varying the network size and the
node moving speed.

Figure 6 illustrates the average end-to-end lookup delay
of 3DDR, VCP-WA, 3D-RP, and VCP with respect to the
node moving speed from 0.5m/s to 2m/s with varying num-
ber of nodes in the network. The results in Figure 6 shows
significant gains in terms of reducing the end-to-end lookup
delay of 3DDR and VCP-WA compared to VCP and 3D-RP.
The main factor in improving the end-to-end lookup delay
is the proposed distributed partition detection and replication
mechanism that identifies the critical nodes and replicates
the mapping information for seamless communication. The
placement of additional replicas reduces the lookup delay
by responding from a nearby replica instead of forwarding
MREQ to the original AN. By dealing with the nearby replica
instead of the original AN against aMREQ reduces the traffic
overhead in the proposed approach. The resulting effect of
minimizing the traffic overhead decreases the contention to
access the medium at MAC layer in IEEE 802.11, which
helps further in reducing the end-to-end lookup delay in the
proposed approach.

The improvement in end-to-end lookup delay shown
by 3DDR over VCP-WA demonstrates the effectiveness
of 3DDR against the mismatch problem. An increase in the
nodemoving speed raises the probability of having the critical
nodes in the network. Moreover, as the network frequently
changes its topology due to node mobility, the lookup and
routing traffic in the network increase due to the recurrent
execution of the distributed partition detection and replication
mechanism, which elevates the end-to end lookup delay for
all protocols. But, the impact is less in 3DDR and VCP-WA
as illustrated in Figure 6 because, 3DDR and VCP-WA both
exploit the critical nodes for placing replicas across the crit-
ical links and thus more effective in reducing the end-to-end
lookup delay compared to VCP and 3D-RP. But, 3DDR is
more promising in reducing the end-to-end delay compared
toVCP because of its resilient 3D logical network that reflects
the physically proximity of nodes exactly in the logical net-
work, which minimizes the impact of the mismatch problem
that results in the optimized routes and reduced end-to-end
lookup delay.

Since our proposed proposed exploits the critical nodes
for deploying the replica, it significantly reduces the lookup
delay with an increase in the nodes moving speed as shown
in Figure 6. Figure 9 illustrates the percentage improve-
ment in the average end-to-end lookup delay for 3DDR
at various node speeds compared to VCP, VCP-WA and
3D-RP. As shown in Figure 9, the end-to-end lookup delay
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improvement of 3DDR over VCP-WA, 3D-RP, and VCP
is between 9% and 22%, 58% and 72%, 62% and 71%,
respectively at various node moving speeds. The end-to-end
lookup delay increases with the increase in number of nodes
because expanding the network in terms of nodes amplifies
the impact of partitioning and merging that increases the end-
to-end lookup delay as demonstrated in the results illustrated
in Figure 6.

B. NORMALIZED OVERHEAD
The normalized overhead is an important factor to defining
the network scalability and shows per lookup request over-
head. Figure 7 illustrates the normalized overhead of 3DDR,
VCP-WA, 3D-RP, and VCP with respect to node moving
speeds 0.5m/s - 2m/s with varying network sizes. Figure 7
shows significant gains in term of reducing the normalized
overhead of 3DDR and VCP-WA compared to VCP and
3D-RP at various node moving speeds. The dominant fac-
tor in improving the normalized overhead is an adoption
of DDR mechanism that identifies the critical nodes and
replicates the mapping information, thus reducing the lookup
overhead. Figure 9 illustrates the percentage improvement in
normalized overhead for 3DDR over VCP-WA, 3D-RP, and
VCP is between 4% and 8%, 30% and 41%, 33% and 40%,
respectively at various node moving speeds. In Figure 7,
the normalized overhead for 3DDR and VCP-WA is a bit
high, but still better compared to VCP and 3D-RP and is
controlled with respect to the increase in the network size.
The increased overhead is mainly due to the adoption of
DDR mechanism by those protocols. The normalized over-
head increases with the node moving speed as the network
frequently changes its topology, generating more lookup and
routing traffic in the network by performing the operations,
e.g., displacement of the anchor nodes, the LIS recovery,
storing the mapping Information at ANs, and the reassign-
ment of LIDs. The normalized overhead of 3DDR is lower
as shown in Figure 7, because of the proposed mechanism
for detecting the critical nodes and replicating the map-
ping information. In addition, 3DDR employs resilient 3D
logical network that is proved to be effective in handling
the mismatch problem, the partitioning and merging of the
network.

C. SUCCESS RATIO
The success ratio reflects the capability of a routing protocol
to successfully deliver the data packets to the destination
node. The success ratio for a routing protocol decreases as the
network size increases. Because the increased traffic in the
network causes packet collisions at the MAC layer in IEEE
802.11, i.e., the loss of MREQ and MRPY increases due to
the packet collision. Similarly, the large network size
increases the average hop count between the communicat-
ing nodes, which leads to more number of transmissions,
increases the packet in-network delay and raises the chances
of packet being collide at the MAC layer. This subsequently
affects the successful delivery of MREQ and MRPY.

FIGURE 7. Normalized Overhead as a function of the node number.

Figure 8 illustrates the impact of increasing the network
size and the node moving speed on the success ratio is less
in 3DDR compared to VCP, 3D-RP, and VCP-WA. 3DDR
outperforms its competitors in terms of success ratio, which
verifies the effectiveness and the capability of 3DDR in
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FIGURE 8. Success Ratio as a function of the node number.

delivering the packets in the large network. The proposed par-
tition detection and replication mechanism further assists fur-
ther in maintaining and improving the success ratio of 3DDR.
3DDR replicates the mapping information across all the crit-
ical links along the path to AN. Therefore, in case of network

partitioning, the mapping information readily available in
the disjoint partitions and subsequently contributes the high
success ratio in the proposed protocol. Moreover, an increase
in the node moving speed causes frequent network partition-
ing and merging. In such scenarios, retrieving the mapping
information may not be possible using 3D-RP and VCP if the
corresponding AN resides in the disjoint partition. Secondly,
maintaining the replica in 3DDR and VCP-WA reduces the
traffic overhead, which decreases the probability of packet
collision at theMAC layer, thus contributes inmaintaining the
higher success ratio. Furthermore, VCP and VCP-WA suffer
from the mismatch problem as Cord logical structure is not
flexible to reflect the physical intra neighbor relationships of
nodes exactly in the logical Cord network, resulting in long
routes and redundant traffic. This increase the probability of
packet collision at the MAC layer, thus reducing the success
ratio of both VCP andVCP-WA compared to 3DDR as shown
in Figure 8.

Figure 9 illustrates the percentage improvement in success
ratio of 3DDR at various node moving speeds compared to
VCP, VCP-WA and 3D-RP. The improvement in success ratio
of 3DDR over VCP-WA, 3D-RP, and VCP is between 2%
and 4%, 24% and 38%, 21% and 35%, respectively for var-
ious network sizes and node moving speeds. The increase in
network size and nodemoving speed cause the network topol-
ogy to change more frequently, which result in an increased
lookup and routing overhead due to frequent execution of
the recovery and partition detection operations. This causes
congestion at the MAC layer as packets are delayed in the
queue and drop eventually. The impact of congestion on
3DDR is lower compared to the rest.

D. ERROR ESTIMATION IN DISTANCE CALCULATION
USING RECEIVED SIGNAL STRENGTH
INDICATOR (RSSI)
Distance calculation among nodes is a complex process and
there are number of factors, for instance the transmission
range, node placement, node churns, etc. can influence the
value of the measured distance using RSSI. In order to see
the impact of error in distance calculation using RSS and
the behavior of 3DDR in that case, we conduct experiments
by keeping the number of nodes and the data rate constant
100 and 64 pkts/sec, respectively. We introduced error in dis-
tance measurement using RSS at a particular node n in order
to observe the impact of this error in calculating the LID of
node n and its recurrent effect on the routing of packets from
the source to the destination node, where node n may acts as
an intermediate node towards the destination node depending
upon its LID. The range of error is introduced on distance
estimation, at the parameter setting (mean = 0, standard
deviation [5, 10, 15, 25, 30, 35, 40, 45, 50]. Upon running the
simulation, we observed that the path-stretch ratio(the ratio
of the length of the traversed path by a routing algorithm
to the available shortest path. It describes the resilience of
the routing algorithm to find the shortest route towards a
destination node in the network) of 3DDR increases with the
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FIGURE 9. % Improvement of 3DDR over VCP, VCP-WA, 3D-RP in terms of E2E, NO, and SR. The protocol name is displayed on first three bars of
each graph and the pattern is same for the rest in each graph.

FIGURE 10. Impact of error in distance estimations on path-stretch ratio.

increase of error in distance measurement, but it remains less
than the path stretch ratio up to the error value of 40 meters.
On further increasing the error in distance measurement,
the path-stretch ratio obtained for 3DDR exceeds the path
stretch ratio of MDART [6] as shown in Figure 10.

From the results reported in Figure 10, it can be inferred
that when assuming a Gaussian error on distance estimation,
at parameter setting (mean= 0, standard deviation [5, 10, 15,
25, 30, 35, 40, 45, 50], number of nodes= 100), the proposed
protocol shows a significant performance improvement com-
pared to MDART for standard deviation of the distance error
up to 40 meters.

VI. CONCLUSION
The network partitioning detection in a DHT-based routing
protocol for MANETs under the scalability constraints is a
challenging task and causes the unavailability of mapping

information, disrupted logical identifier space, and longer
lookup delay, which may completely halt the communication
in the network. Similarly, the timely detection of the parti-
tioning event before the actual network partitioning allows the
induction of pre-partitioning measures such as the replication
of mapping information, LIS recovery, etc.

In this paper, we propose mechanisms to handle the dis-
tributed partition detection, dynamic replication management
and exploring the possibilities to minimize the lookup and
routing delay for aDHT-based routing paradigm inMANETs.
We have exploited the network dynamics to timely detect the
partitioning event and for taking the pre-partitioning mea-
sures. Our proposed scheme identifies the critical nodes/links
using the localized neighboring knowledge available to nodes
without creating the additional traffic overhead. A case study
is conducted to provide an up-close, in-depth, and detailed
examination of the proposed distributed partition detection
and replication algorithms in order to enhance the under-
standing of various related contextual conditions and to eval-
uate the functionality of the proposed mechanisms.

Performance comparisons with the existing approaches
endorse the effectiveness of the proposed mechanism. As a
future work, we have planned to extend our work; i) using
other mobility models and a unified approach for handling
both the merging and partitioning detection; ii) to corroborate
the feasibility of such protocols in the emerging domains such
as the in-band software defined networks, smart grids, etc.
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