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ABSTRACT Advanced persistent threats (APT) are considered as a significant security threat today. Despite
their diversity in nature and details, a common skeleton and sequence of phases can be identified that
these attacks follow (in similar ways), which admits a game-theoretic description and analysis. This paper
describes a general framework that divides a general APT into three major temporal phases, and fits an
individual game model to each phase, connecting the games at the transition points between the phases
(similarly to “milestones’” accomplished during the launch of an APT). The theoretical description is derived
from a running example. The benefit of this game-theoretic perspective is at least threefold, as it 1) helps
to systematize the threat and respective mitigation actions (by turning them into pure strategies for the
gameplay); 2) provides optimized actions for defense and attack, where the latter can be taken as a (non-
unique) indication of neuralgic points; and 3) provides quantitative measures of resilience against an APT,
in terms that can be defined freely by a security officer. We illustrate this approach with a numerical example.

INDEX TERMS K.6.5 security and protection, H.4.2.a decision support, 1.2.1 applications and expert

knowledge-intensive systems.

I. INTRODUCTION

Contemporary hacks of large-scale (critical or enterprise)
infrastructures have been reportedly successful, due to their
technical sophistication, paired with stealthiness. Indeed,
“cyber-weapons” have long become a standard part of
national defense agendas, with hacks and denial-of-service
attacks on critical infrastructures today playing the same role
as conventional weapon tests that have been made public to
demonstrate a nation’s capability of warfare. Independently
and in parallel to the development of the defense mechanisms,
an equally powerful arsenal of attack systems has evolved,
partially mimicking legal online and web services up to cloud
computing. The criminal counterpart of legal online services
has nowadays become known under the term ‘“‘cybercrime-
as-a-service”’, describing a fully developed business sector
secretly acting and growing in the internet, offering a huge
lot of techniques, technology and services that support all
sorts of cybercrime. From the honest party’s perspective, a
particular form of such cybercrime are advanced persistent
threats, which summarize a diverse lot of highly sophisticated
techniques to slowly penetrate a system without causing any
harm at first, but waiting for the final strike until it is too
late for the infected system to recover or prevent the attack.
The process is indeed comparable to a normal virus infection

like HIV, which after infection can remain stealthy for a
while before the virus becomes active and the disease breaks
out. Similarly, other viruses have an incubation phase after
the infection and may show symptoms at a time when it
is already too late for a cure. APTs follow a similar ratio-
nale, and here we decompose them into temporal phases of
infection, stealthy infiltration, and causing damage; where the
APT typically exposes itself visibly not before it is too late to
fix the damage.

A. CONTRIBUTIONS

Our work presents a game-theoretic approach to capture the
three previously sketched phases of an APT infection, where
each phase is captured by its own specific game model. The
overall APT model is then formed by connecting the three
game models at the transitions between APT infection and
stealthy takeover, and upon the transition to the phase where
the APT actively harms the victim system.

The division into phases and separate game models helps
to identify countermeasures in each phase systematically and
comprehensively, and lets us find an optimal defense (cure)
in each phase. To this end, game-theory is there to simulta-
neously compute the optimal behavior for both, the attacker
pushing forward the APT, and the defender, fighting an
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invisible enemy, since one of the APT attacker’s main goals
is to go undetected for as long as possible.

Our game-theoretic model relies on the observation that
an APT has to exploit multiple vulnerabilities and pene-
trate multiple layers of the system to inflict damage on the
physical systems. Therefore, a multi-stage and multi-phase
game-theoretic framework is proposed to capture the strate-
gic interactions of an attacker with a sequence of agents in
the system. At each phase, an APT launches different types
of attacks including spearphishing, reconnaissance, exploita-
tion, and command and control. Each phase is composed of
multiple stages of local interactions in which an attacker has
to take multiple actions to be stealthy and successful. The
interaction at each stage and phase is modeled by a game.
The structure of the game can vary across the phases and the
stages. For example, the spearphishing game is modeled as a
simplified Bayesian game. This is to capture the information
asymmetry between the players and give a baseline frame-
work that can be extended in follow-up work (we come back
to this below). The multi-stage penetration of the networks
is modeled using a sequence of nested games. The final-
phase physical-layer infrastructure protection is modeled as
a finite zero-sum game. The sequential nature of the play
allows us to compose the heterogeneous games together into
one large-scale game. The composed game provides an inte-
grated view of APT and its interactions with the defending
system. We propose Gestalt Nash equilibrium as a solution
concept for the composed game, which provides a theoretic
underpinning for a holistic risk assessment of APT through
the analysis of Gestalt Nash equilibrium. Also, we use it
as a unifying framework to design and deploy cyber mech-
anisms to reduce risks and achieve a guaranteed level of
security.

The main finding in this work is that game-theoretic meth-
ods provide an elegant mean of capturing the heterogeneity
and workflow of an APT and enable the protection design at
every stage and phase of the system. Our main contribution
can be summarized as follows:

o We propose a composable game-theoretic framework
and the associated solution concept to capture the multi-
stage and multi-phase stealthy behavior of APTs.

« We provide a holistic approach to assess long-term risks
of an APT attack that consists of human, cyber and
physical interactions with the critical infrastructure.

o We propose adaptive learning methods to compute the
equilibrium and design automated and optimal defense
across multiple layers of the system.

B. ORGANIZATION OF THE PAPER

The rest of this work is structured as follows: to properly
embed our work into the existing landscape of APT threat
mitigation, section II discusses a selection of related research
on the topic. Section III describes the general structure of
an APT, letting a more concrete example follow to derive
and illustrate the game-theoretic description of each phase.
Section I'V-A puts the abstract model to work, showing which
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results can be obtained and how to interpret them. Conclu-
sions are drawn in section V.

Il. RELATED WORK

Our work is related to recent investigations on several promi-
nent APT attacks, including Stuxnet [1], Duqu [2], Flame [3],
and Aurora [4]. The detailed analysis of APT has been
explored in [5] and [6]. Different types of defense mecha-
nisms for APT-related attacks have been proposed at both
cyber and physical layers of the system. The cyber solu-
tions include moving target defense [7], [8], trust mecha-
nisms [9], and defense-in-depth techniques [ 10]. The physical
layer solutions include watermarking [11], adding redundan-
cies [12] and resilient control mechanisms [13], [14]. Holistic
cyber-physical solutions for APT attacks have been investi-
gated in [15] and [16], which takes into account the coupling
between the two layers of the system and proposes co-design
defense mechanisms for APT. In this work, our objective is
aligned with those in [15] and [16] to develop an integrated
cyber defense solution that not only addresses the multi-stage
cyber threats but also human and physical ones. Hence a
multi-phase and multi-stage framework naturally arises from
this pursuit.

Game theory is a useful tool for modeling attacks and
assessing cyber risks [17]. The application of game theory
to APT modeling has be explored in [18] and [19]. In [18],
a Fliplt game is proposed as the framework for “Stealthy
Takeover,” in which players compete to control a shared
resource. The attacker can periodically compromise a system
completely, in the sense of learning its entire state, including
its secret keys. In [19], a multi-stage modeling is used to
capture explicitly the dynamics of the attack over multiple
layers of the system. Moving target defense is used as a
defense mechanism to mitigate the impact of the APT. Both
works have designed adaptive and learning algorithms to
adapt defense strategies based on online observations. Our
work extends the idea of multi-stage modeling to a multi-
stage and multi-phase framework which includes not only the
cyber layer of the defense but also the human and physical
layers. The social engineering at the human layer of the
system is often phase one of the APT attack which exploits
the vulnerabilities in human perception and cognition. The
physical layer is the ultimate objective of the APT attack,
and hence an explicit modeling of the physical defense is
necessary to provide a holistic view for the APT.

Ill. ADVANCED PERSISTENT THREATS

While the dark count of APT incidents may be considerably
larger, a reasonable picture of the general structure of an
APT can be drawn based on reported incidents [20]-[23].
Following these reports, and abstracting from the details of
each specific step, an APT usually undergoes a series of
phases, with each phase being decomposed into several steps
to achieve the respective (sub)goal. We condense the more
fine-grained view on this “kill-chain” (highlighting the terms
used in the taxonomy of [24] by italicization; cf. also [25] for
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an alternative discussion of the topic in similar terms) into
three major phases that we model as games:

o Phase 1 (Initial penetration and establishment): this
comprises a phase of information gathering (recon-
naissance), design of a made to measure malware
(development), preparing the trojan and droppers
(weaponization), and delivery (transmission into the vic-
tim infrastructure, e.g., by a phishing email, or similar).

o Phase 2 (Learning and propagation): this is a repeated
sequence of exploitation to get deeper into the system,
and installation to leave artifacts and backdoors for an
easy return later.

« Phase 3 (Damage): this includes methods to interact with
the victim system’s compromised resources via previ-
ously left artifacts (command and control), and actions
on the target (causing the actual damage).

The concrete steps being taken along this structure are spe-
cific for each threat; see [26]—[28] to mention only a few
instances. The respective tasks completed by the adversary
are then tailored to the specific infrastructure at hand, and it
is difficult to give a general “recipe” here. However, what
can be said is that the human factor plays a crucial role
in the initial infection phase. In general, common measures
include, but are not limited to, (spear) phishing, bring-your-
own device, and many other forms of social engineering.
In light of strong network security widely found nowa-
days (firewalls and intrusion detection systems have become
standard components), sending out malware via email has
become a popular technique to begin an initial infection.

The infection itself can be logically divided in the malware

obtained by clicking a malicious weblink or opening a vir-
ulent file (e.g., with macros in it, or similar), any of which
causes a (drive-by) download of malware to the computer.
This first occurrence of malware does not necessarily cause
any damage by itself, but is in many cases a sleeping trojan
(ak.a. “dropper’’) whose sole purpose is to infect further
machines, and to wait for the remotely triggered deploy-
ment of the actual malware (in Phase 3 of the above list).
This remote control is usually up to a command-and-control
(C&C) server, commonly itself being hidden behind a hier-
archy of proxies (cf. [27]). Once access to the infrastructure
has been gained, Phase 1 can be considered as complete.

Within the network infrastructure, again various options

are available for the malware to propagate; say sending fur-
ther emails, using shared network drives, or similar. In any
case, the goal of the learning and propagation phase (Phase 2)
is to infect a maximal number of devices, or equivalently,
infect a maximal portion of the infrastructure. This phase
can comprise an intensive communication with the command
and control server, even bidirectionally, in order to report the
system details to the attacker, who in turn can deploy updates
and hand-crafted specific attacks to help the malware infect
more of the victim network. Once a “sufficient” number of
machines has been infected, Phase 3 can be initiated.

In the final third stage of the APT, the actual malware

is uploaded and deployed over the so-established network
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of bots. We stress that phase three may entail a relaunch of
phase 2 (learning and propagation) inside the victim system.
Since a full detailed discussion of phase repetitions within the
model extend beyond the scope of this work, we leave this to
future work.

As practical attacks demonstrated, the third phase is not
necessarily a single powerful blow, but usually stealthy (such
as in case of Stuxnet, which acted slowly to go undetected
for a long time), and can be even a compound of several
simultaneous attacks (such as was the case in the Ukranian
power grid, where many power switches were opened, while
a simultaneous denial-of-service attack was launched on the
support hotlines of the energy provider).

Since these phases usually follow and depend on one
another, it appears reasonable to model the whole APT as
a sequential game, with (at least) three phases covering the
above steps. The term ‘““phase” is here used for a temporal
period, as opposed to the spatial concept of a ““stage”, which
describes the particularities of the network infrastructure.
Consequently, each of the three phases, sub-games in the
overall sequential APT game, can be thought of its own
(sequential) game, going through various stages in the net-
work. Taking an email infection as an example, one stage can
be gathering information for a forged identity, with the next
stage being the acquisition of a forged email account, from
which spam can be distributed in the company (third stage
of Phase 1).

Likewise, in Phase 2, the stages may be more directly
associated with the different networks in the company. That
is, once the malware has been opened by a person with access
to subnet X, the next stage could be considered as reached
once the email has been forwarded and opened by a person
with access to a (logically or physically disjoint) subnet Y,
and so on.

The players (attacker and defender) can be different in
each phase of the APT game. For example, the spammer
causing the initial infection and having the dropper installed
is not necessarily the same person that writes the actual dam-
age program. Indeed, ‘“‘cybercrime-as-a-service” is a con-
temporary term to describe the full-fledged supply-chains
that have illegally evolved to offer the full spectrum of ser-
vices required to mount a successful APT (ranging from
spammers handling the initial infection, up to software engi-
neers providing exploit kits that help with the propagation in
Phase 2, etc.).

Thus, for a game-theoretic modeling, it is useful to think of
the sequential game as a two-player game, with each player
physically being a whole team of actors. This applies not only
to the attacker but also to the defender since the counterac-
tions against phishing (spam filters, awareness training, etc.)
can be quite different from those on the technical network
level (e.g., signature-based malware scanning, or similar).

However, the description allows to identify a few charac-
teristics that help with setting up a game-theoretic model per
stage. Specifically, Table 1 gives a high-level overview of
strategies on either side (by either team), and the objective of
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TABLE 1. Phase games and modeling: Each phase is composed of games specified with the set of players, the action sets (cf. e.g., [26] for further
examples), the player objectives and payoff functions.

Phase | Attacker actions (player | Defender’s options (major actions | Game’s objective Model / payoff structure

2) available to player 1)

1 social engineering, | raise security awareness, trainings, | initial infection (enter the next | expected loss once the attacker is
hacking, --- incident documentation and alerting, | phases) inside (player 1 is minimizing)

2 infect shared | virus/malware scans (spot-checking), | maximize the size of the infection | expected loss per stage (player 1 is
network drives, | re-installation of network devices, | (relative to the network size), get | minimizing)
send infected email | change system configurations, audits, | closer to the inner business assets
attachments/links, --- penetration tests, - - -

3 misuse/damage of sys- | anomaly detection, logging, --- maximal damage in the long run expected damage in the long run
tem (player 1 is minimizing)

the game in each phase. Note that the strategies listed there
for player 1 (the defender) are cumulative, in the sense of not
explicitly repeating strategies available in one stage to be also
available in another phase. The displayed options are thus
only major representatives of what can be done, and the table
is in no way exhaustive.

While the overall game is sequential, each subgame can
have its own and distinct structure. For example, the game
modeling Phase 1 can be a simple repeated matrix game with
0/1-outcomes, since a failure of one infection attempt may
just be repeated until success (we present a more sophisti-
cated modeling next). Differently, Phase 2 may be modeled as
a sequential game, since the move from one stage to the next
(within the network) obviously depends on which past stages
have been successfully conquered. The third game, in turn,
may be a repeated game again, possibly involving an element
of continuous time, since the action can be taken at any time,
as long as it goes undetected.

A. MULTI-PHASE AND MULTI-STAGE APT-GAMES

We consider a phishing attack at Phase 1 aiming to steal the
password of the administrator to get into the network. This
phase will be followed by a stealthy attack (Phase 2 game)
that targets the SCADA software (e.g., Siemens STEP 7 as
in Stuxnet) of an industrial control system. The Phase 3 of
the attack is to leverage the control of the software to launch
a physical attack on the control system. Each phase can be
modeled as a game.

In Phase 1, a popular way to make contact and initiate the
intrusion is through social engineering. From the long list of
techniques, which includes (spear)phishing emails, malicious
gifts (USB gadgets or similar), baiting (seemingly lost USB
sticks), waterholing, tailgating, etc., we will subsequently
use phishing as a showcase model in Phase 1. The success
of baiting, for example, is a different story than phishing
and depends on whether or not foreign USB sticks or other
similar malicious hardware can be connected to the system.
Even if this is technically prevented, there is a residual risk
of the USB stick being plugged in at the home computer,
installing a key-logger to acquire login information for the
remote enterprise network (e.g., when the user is working at
home).

Phase 2 is put into more concrete terms in section I11-B.2.
It is as a multi-stage sequential game over N stages
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enumerated from 1 to N, where the N-th stage is the outer-
most one entered upon winning the Phase 1 game. The game
played at stage 1 in Phase 2 lets the attacker enter the O-th
stage, in which the Phase 3 game is played.

At Phase 3, once the attacker has the control of the com-
mand and control of the system, it can launch any attack that
serves its hidden agenda. In other words, the final conse-
quence of the attack or the game payoff /(0) will depend on
the objective of the attacker at Phase 3.

Note that one reason to divide the attack into different
phases is that APT can leverage different resources to achieve
its attack objectives. The Phase 1 attack can be outsourced
to botnets who specialize in the spearphishing. The Phase 3
attack requires the expert knowledge of the control systems.

B. DESCRIBING THE GAMES PER PHASE

Towards instantiating the model, we will use an example
APT scenario upon whose description the games for each
phase will be defined. Fig. 2 shows how the phase games
that we concretely describe in the following are connected.
We stress that this kind of modeling is not mandatory, but only
a proposal that must be adapted to the particular situation at
hand.

Most risk management is done in qualitative terms, mean-
ing that there are hardly any precise figures available on like-
lihoods or impact (as we need to define our models). To cap-
ture this, we will define our games in a qualitative scoring
low/medium/high, with each linguistic term having a fixed
numerical representative that is specified below. Of course,
the representative and scoring must be consistent throughout
all phases and stages, for otherwise, the connections between
the games (indicated in Fig. 1) would not be meaningful,
as the parameters in one game would have different units to
that in the next game. Moreover, we stress that representatives
for the ranks in each game must be chosen with magnitudes
of mutually compatible and meaningful interpretations in
the application context (e.g., gain and cost should be mea-
sured in the same units and have similar numeric ranges.
For example, if the gain is a million $, but the cost is only
3008, then the cost should be rated as negligible, relative to
the gain being valued as high). The costs, gains, and likeli-
hoods used in the following will thus be understood abstract
and must be defined specifically w.r.t. the context of the
model.
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phase 1 phase 2

initial infection
(matrix game)

penetration

(sequential game)

phase 3
— damage
(matrix game)
game 0 business asset
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=10) the payoff | q.‘ 'y

game N game 1
determines| | value value
parameter I(N) the payoff || - i) ~1(1)
———> temporal sequence
stages

——— logical connection

FIGURE 1. Multiple Phases of an APT Game: Phase 1 is the initial infection and Phase 2 is the penetration, followed
by Phase 3 damage attacks. Phase 2 consists of multiple stages, each of which constitutes a game between the
attacker and the system. The three phases are modeled by game models that are sequentially concatenated together.

physically separated

" stage N-1
g high-security domain

stageN /

‘ subnet 1 ‘ ‘
{ { subnet 2 e

stage 0

N

\ BYOD link
network boundaries
(with entry/exit gateways)

FIGURE 2. Example of Phase 2 game played over the infrastructure
network.

We present in the following games at different phases.
Each game has a unique structure. For example, a Bayesian
game for Phase 1, a nested game for Phase 2, and a finite
matrix game for Phase 3. The games presented below could
be generalized to an arbitrarily large action set and multiple
players. For reader’s convenience, we first present simple
illustrations of the games below and then generalize them in
Section IV.

1) PHASE 1 GAME: SPEARPHISHING

As is well known from sources like [29], various social
engineering techniques are available to overcome the initial
barrier, which is in most cases tricking a human being into
opening a malicious content. Each such social engineering
technique constitutes another (attack) strategy in the game,
with defense strategies corresponding naturally (see [29]).
Assuming that the adversary will repeat a failed attempt,
the game is also repeated, with stochastically independent
trials and a finite number of strategies for the two players
(attacker and defender).

In a phishing game, the attacker’s strategy is to construct a
message that looks normal to the user, while the defender’s
strategy is to determine whether the email is legitimate.
We can use a Bayesian game framework to model the sce-
nario. Let 8 be the type of the sender. & = 1 means that
the sender is the phisher. &6 = 0 means that the sender is
a legitimate sender. The attacker can act legitimate or send
a spear-phishing email. Sending a legitimate email does not
launch an attack, but it will consume the cognitive attention
of the user and make the user less on alert. The attacker
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can plant malware or a link to it in an illegitimate message,
which can spread over the networks once opened. The tar-
geted user or the receiver can determine to open the email
with or without cognitive detection (D or ND). The cognitive
detection requires a cost cy. This Bayesian game can be
represented by two payoff matrices:

For 6 = 1, we have

NL
Aj= D cd | ca+prl(N)
ND | O I(N)
For 6 = 0, we have
| L
Ap= D cd
ND | O

In the payoff matrices above, the row player is the
receiver or the targeted user who aims to minimize the cost.
The column player is the sender who aims to maximize the
costin A or merely choose to act legitimate in A, depending
on the type of the player. The value I(N) is the expected
payoff for the attacker once it gets inside the infrastructure
(anticipating another N protective layers to be overcome until
the inner business asset can be attacked). Thus, the value
I(N) measures the loss upon a successful initial intrusion,
equivalently, if the defender loses the Phase 1 game.

The parameter py is the probability of misdetection, i.e., the
error made by the human cognition. (Here we assume that the
spam filter has failed to filter the email.) The parameter p; can
be assessed using human cognitive models and survey stud-
ies in the literature of cognition and perception. In general,
pr can be time-varying and determined by past experience
(learning), and can change over time. Here, we view py as a
given parameter which models the error rates of the human
decision-making.

a: MORE GENERAL PHASE 1 MODELS

It is evident that the phishing game sketched above can be
generalized in various ways, e.g., as Stackelberg games [30],
or similar. In any case, it is important to bear in mind that
the attacker can get into the system on many paths, including
indirect ones and the action space on both sides is expect-
edly larger than the binary example that we used above.
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For example, it is not always necessary to inject malware
through phishing, if a supplier for the victim system is the
easier target and vehicle to bring in malicious code (say,
if the third party from which a software is obtained can
be hacked and the malware travels into the system on the
legitimate ways by installing so-far trusted software from a
supplier company; see [28] for an example). Our presentation
is intentionally simplifying matters here but practically needs
to be done on a much more fine-grained level.

2) PHASE 2 GAME: LEARNING AND PENETRATION

Once the malware has been placed initially, i.e., game 1 has
been completed with at least one win for the second player,
an APT usually continues to establish a stealthy backdoor
through which an exploit kit can be deployed. This exploit
kit is similar to a vulnerability scanner, as it probes and
investigates its surrounding and can continuously report back
to the command and control server, i.e., the adversary. The
adversary, player two in this game, can then deploy updates
to the malware and have it install specific code to penetrate
and infect further parts of the system.

For game-theoretic modeling, it is useful to think of the
infrastructure as being logically divided into several sections
(zones, or similar), which manifest themselves as subnet-
works. For high-security domains, these may even be phys-
ically separated from the outer networks, in which case a
bring-your-own-device “link” may be possible, or social
engineering attacks like tailgaiting may be a strategy to
smuggle in a hardware keylogger to secretly read access
credentials.

In our case, the phase-2-game can be defined by partition-
ing the whole infrastructure graph into subnets, enumerating
them in order of distance to the central asset of interest. The
Phase 2 game is sequential, being composed of a sequence
of N games, each of which models the transition from one
stage (subnet) to the next, starting from stage N until stage 0,
where the valuable business assets can be attacked (and Phase
3 starts). Fig. 2 shows an example.

Let us call By, the game modeling the jump from stage
n < N tostagen — 1 > 0. The function/ : {0, 1,...,N} —
R gives the saddle-point value of each stage game. It denotes
the consequence of the APT attack if it becomes successful
over the stages.

The game-play itself is defined by the different possibili-
ties to overcome the entry/exit points between the networks.
Thus, to set up the game strategies, we need to consider the
physical network devices and the possibilities to penetrate
them. Drawing from Table 1, such strategies can be: (i) steal-
ing login credentials (e.g., for VPN tunnels), (ii) using shared
network drives, and (iii) exploiting outdated patch levels (and
induced vulnerabilities of firewalls, ...).

Let us simplify matters again by assuming that each subnet
has two connections to its neighbors (for reasons of availabil-
ity by redundancy), and call the network connection points
“firewall 1 and ““firewall 2. Again, abstracting from the
various concrete scenarios that may be definable in practice,
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let us sketch our example using the strategies “‘penetrate fire-
wall 17 (PF1) and ‘“‘penetrate firewall 2 (PF2), not saying
how this is done concretely, although we distinguish attacks
in terms of the likelihood to succeed, and the costs associated
with mounting them. A specific attack j has thus a chance
of pj; to succeed under defense action i, at an attack cost
of ¢;, irrespectively of whether the game at this stage was
won or lost (note that as a generalization, the costs may be
different in each stage; we keep it constant for simplicity
here).

The defender, in turn, may randomly reconfigure the fire-
wall or security systems (e.g., by redirecting traffic over dif-
ferent firewalls, patching systems, activating honeypots, etc.).
Thus, we let the defender have two strategies to reconfig-
ure either entry point 1, the firewall (RCEP1) or entry point 2,
the gateway (RCEP2). Both strategies aim at thwarting the
attacker’s current activities by changing the configuration so
that the malware in its current version can no longer use the
exploits discovered so far.

The payoff structure of the sequential game (at stage n)
takes the form (with success rates pp, p> and costs ¢y, ¢ for
both attacks) is denoted as B, ,, and defined as

PF1 PF2

pra1-In—1)—ci | p1p-Iln—1)—c
pa-In—1)—c1 | poo-In—1)—c

RCEP1
RCEP2

with the rationale that the transition from stage n to stage
n — 1 goes undetected if the defense is done at just the
wrong firewall in this moment. Note that it is convenient
though not necessary to assume a circular payoff structure
here, meaning that no dominating strategies exist (in which
case the game would degenerate to a single optimal choice for
both players). This induces a unique mixed equilibrium that
can be computed in closed form (since the game is 2 x 2), and
thus defines the value function /(n) for all stages0 <n <N
recursively.

Once the innermost stage n = 0 is reached, the Phase 3
game starts, defining 7(0) as the saddle point value of the final
Phase 3 game.

3) PHASE 3 GAME: CAUSING DAMAGE

In this game, the primary goal is to cause the maximal damage
over repeated rounds of the game. For that sake, the malware
will take all actions to remain undetected and act hiddenly by
causing only little damage but doing so continuously (such
as was the case for Stuxnet). One example technique is using
covert channels embedded within DNS requests [26], but
many more ways are imaginable, each of which may become
its own strategy in the Phase 3 game model.

The game for our example will thus be a static game with
independent repetitions, in which the defender’s action is
restricted to checking the current system state by all available
means (it is advisable not to rely on sensor data only, if the
malware could have manipulated it, such as was done by
Stuxnet). Hence, the defense strategies are spot checks on
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the infrastructure regarding its configuration, while the attack
actions depend on the specific possibilities of the infrastruc-
ture.

Completing our example, the Phase 3 game is again a
matrix game with, say, two strategies per player. For the
defender, this would mean spot checking two critical points
(strategies SCP1, SCP2), corresponding to the spots where
the attacker may cause (some) damage (attack strategies are
thus damaging P1 (DP1) or damaging P2 (DP2)). The cost
structure may thus be given as

DP1 | DP2

C= SCPI 0 12
SCP2 | ¢ 0

The losses for player 1 are herein defined as ¢; if the
business asset i has been damaged. Thus, player 1 minimizes
the overall damage, the value of which is denoted as 7(0),
which will serve as an input to stage 1 of the phase 2 game.
There are several options to quantify the loss parameters
£1 and ¢>. One pragmatic way to categorize the loss using
indicators by choosing ¢; € {0, 1, 2, - - - } to inform the level
of damages that could incur. Another way to quantify the
loss is to use the physical models for the assessment of the
physical consequences when components or subsystems of
the infrastructure system fail. This approach has been adopted
in the recent works of [15] and [31] in which control system
models are used to assess the impact on the feedback loop.

Of course, this game can be generalized in many ways,
say, by allowing the attacker to be successful even in case
of directly hitting a defense measure (scenarios (SCP1, DP1)
and (SCP2,DP2), both being rated with zero loss for the
defender in the above instance of the game), or by making
the game also sequential to account for cumulative losses
across repetitions. We leave both generalizations for future
work here, for the sole sake of simplicity of the upcoming
examples.

IV. GAME SOLUTIONS AND ANALYSIS

In this section, we will formally define the multi-phase multi-
stage (MPMS) game and characterize the Nash equilibrium of
the game. Leti = 1,2, --- , P denote the number of phases
of the APT. In Section III-A, we have seen that the MPMS
game is composed of three stages, i.e., P = 3. Each phase
is composed of different types of games. Phase 1 is repre-
sented by a one-stage Bayesian game. Phase 2 is modeled
by a sequential dynamic game of N stages, while Phase 3 is
captured by a one-stage matrix game. Let G;; be the game at
phase i and stage j, and S; be the number of stages at phase
i. In our example, we have S1 = 1,5, = N, S3 = 1. The
main elements of each game G;; can be represented by the
triplet (& ;, < j, % ;), where &;; is the set of player of
the game; &7 ; = {A‘Z P € &, ;} is the (pure) action sets
of the players with player p’s (pure) action set denoted by
Af’ : U, = {Ul{7 P € Z;;} is the set of utility functions
or preferences of the players with player p’s utility function
denoted by Ul{? i )¢ @uyf — R. The mixed strategies
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of the players are denoted by xf € A(Ap ),p € P The
average payoffs under mixed strategies are denoted by Uf IE
npe%A(,Q/”) — R. Weuse %, := {Gjj,j =0,...,5} to
denote the Phase 1 game, and G(i, ') to denote the MPMS
game from Phase i to Phase 7/, where i < /',i,/ =1,---, P.

The players of games can be different at distinct phases
and stages. Game G ; is the game between a sender (SD)
and a targeted user (TU). Game G,,j = 0,1,---,N, is
a game between a network administrator (NA) and a prop-
agating malware (PM). G3,1 is a game between the critical
infrastructure designer (CI) and an attacker (AT). To capture
the distinct feature of the Bayesian game of Gp,1 and the
dynamics of the Phase 2 game, we can also include the type
space ® = {0, 1}, and the transition kernel .2, respectively.
The type space ® will extend the triplet representation of the
Phase 1 game to a quadruplet (%, ;,  j, % j, ®) with the
action sets and utility functions of the players being type-
dependent, i.e., & ; = {Ap/ P € Pj,0 € Oand % =

{Ulp ]9, p € &, 0 € 0}. The dynamic structure of the multi-
stage Phase 2 game can be represented by the kernel of the
dynamic game.

The composition of the games at three phases captures the
human-cyber-physical nature of the APT attack on critical
infrastructure, in which the adversary first makes use of
human vulnerabilities and then propagate malware through
cyber defense, and finally attacks the physical layer of the
infrastructure. Note that the sequential composition of the
games leads to a game of games. Games at each phase are
of different types. Hence, an appropriate solution concept is
needed to capture the heterogeneous nature of the game of
games. A common solution concept for Bayesian games is
Bayesian Nash equilibrium (BNE). The one for sequential
games is sub-game perfect Nash equilibrium (SPNE), and
the one for matrix is game is simply (mixed strategy) Nash
equilibrium (NE). For the sequentially composed game G,
we propose the notion of Gestalt Nash equilibrium (GNE)
which allows the equilibrium to retain the solution feature of
the decomposed games as well as have sub-game perfectness
of the sequentially composed game. To formally define GNE,
we let xp i be the mixed strategy of a player p € &;; at
phase i and stage j. It is clear that for the game described
in Section III-A, we have &1 = {SD,TU}, &»; =
{NA,PM},j=0,---,N.

Phase 1 Game: We start with the analysis of the phishing
game at Phase 1. For Gy 1, the payoff to the user is in terms
of cost while utility to the sender. The mixed-strategy of the
sender is distinguished by xIS[l) 0 and xf? ! with the former for
the legitimate sender and the latter for the 1lleg1t1mate sender.

. . TUx .SDx SD,0x% SD JES
The mixed-strategy profile X115 X = {x X1 X }

constitutes a BNE of Gy, if for all xTU € A(ATU) Xf? ¢
AP0 =

rrTU  TUx _SDx TU SDx

obbos, ) = ”gD%"l L)L o
I * E * *
b1t b 2 pibacre a1
TU SD TU *
(11*’11*)> (]1*7{1] 11]}) (3)
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In the context of the phishing game defined by the cost
matrices Ag and A1, condition (1) can be rewritten as solving
the following optimization problem
min_OfY 6] 00 =) ph DT A
x{Yeanl) pry

where p’i | is the prior probability of a sender interacting with
a player of type i. Similarly, conditions (2) and (3) can be
also equivalently represented by the following optimization
problems fori € ©,

SDz TU SD,i SD —i% T SD,ix
o Hi=x{)HTA

max LAy Xy 1

o hea@iy ’)

We denote the expected payoff to the user at the equilibrium
UTU UTU(xlTllj*JlSDl*) = Zie@pll‘l(xl 9T Aix flf "
Note that payoff matrices Ag and A of Gl,l depend on

the value I(N), which is the value of the outermost stage

of the Phase 2 game. Hence, the mixed strategies obtained
using (1), (2) and (3) depend on the equilibrium outcome of
the Phase 2 game.

Phase 2 Game: At Phase 2, the game is composed of

a sequence of multi-stage penetration games. At stage n,

the payoff function is represented by the a matrix By ;, i.e.,

2o C2is X2) = (20) Boa(a2) = =030, 2230,

At each stage, the saddle-point equilibrium of the zero-sum
game xévfl* € A(ANA) xp M ¢ A(AP My satlsfy the 1nequah-
ties for every j = 0, - N Xy € A(A o), A e AR,

W By n(xd ) > (xNA*)Tan(xPM*>
> ()8 Boaes ).

The value of the game I(n) is defined by the payoff matrix
B, , at stage n as follows: I(n) = (xéVA*)TBz ,,(ng*) Since
the payoff matrix B, , depends on the outcome of the game at
the following stage, the game value I(n) is related to I(n — 1)
through the following recursive relation

I(n) = val(Ba,,(I(n — 1)), “

where val is the value operator that maps a payoff matrix to
the value of the game. Here, the payoff matrix By , explicitly
depends on /(n — 1) (and possibly also /(n) under a more
generalized modeling).

The respective saddle-point strategies at stage n can be
obtained in the same way, but now depend on /(n — 1) (and
through this, indirectly also on the saddle point strategies for
the previous stages; however, a more direct calculation is the
recommended choice in practice):

xévﬁ* € argmin max By ,((n)
xhenmd?) X e AR

x3M* e argmax min
M e AABM) [ X E€AMT)

B2 (I (n))}

Phase 3 Game: At the final stage of the Phase 2 game,
the payoff matrix B, ; depends on the outcome of the game of
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the Phase 3 game, in which the attacker selects targets and the
infrastructure chooses to invest resources on the protection.
The value of the Phase 3 game is denoted by /(0), given by

1(0) _( CI*)TC( AT*)

where C is the payoff matrix of the Phase 3 game; x3CIl* €

A(AC’ ), xAT* € A(AAT) are the saddle-point strategies of
the Phase 3 game.

Gestalt Game Equilibrium: The computation of the GNE
of the MSMP game G(1, P) will require a backward induction
from the last stage of the last phase and propagate backward
to the first stage of the first phase. The backward induction
will yield a sub-game perfect GNE in mixed strategies given
by the profile

X&) = (x{jj,p € P i=1,...,P,j=0,...,8),
and the corresponding game values v§ | p) = olY; 1(n),
n = 1,---N; I(0)). The strategy profile xé(],P) has sub-
game perfectness properties. The truncated mixed strategy is
X&ip = (xf}j.,p € Pyj i =i, ,Pj=0,---,8)also
constitutes a sub-game perfect GNE in mixed strategies of the
truncated game G(i, P).

The existence of a GNE in mixed strategies can be guar-
anteed since each stage constitutes a finite game and the
existence of its equilibrium is ensured. The game values
VE(I, p) are good indicators of the risk at a given stage. Due
to the sequential features of the game, the risk at the first
stage and the first phase f]lT U includes the risks at later
stages and phases. Risk assessment using MSMP games gives
a holistic view of the impact of APT on the entire cyber,
physical and human layers of the infrastructure. The risk
assessed at one stage endogenously integrates the long-term
risk of the system, which is less myopic than independent
stage-by-stage or phase-by-phase risk assessment. The risk
estimated at Phase 1 will inform the targeted users of the
potential consequences of their action, and reduce reckless
decision-making of the users. The mixed strategies obtained
at each stage xé(l’ P) gives optimal defense strategies against
a strategic attacker. These strategies can be automated and
built into the cyber defense mechanism of the infrastructure.
For example, an automated alert system could be established
to recommend responses to received messages. The firewalls
and intrusion detections can be configured according to the
mixed strategies to defend against the penetration of APTs.
The physical control system can be further reconfigured to
mitigate the loss at the final phase.

The analysis of the equilibrium provides not only a risk
assessment benchmark but also a way to design and deploy
cyber mechanisms to further reduce the risks and achieve
a guaranteed level of security. The mechanism design can
include the design the action space, payoffs and informa-
tion structure. To achieve the desired security guarantee,
we can introduce additional strategies in the action space by
investing in new technologies. The payoff structures can be
changed by introducing penalties and incentives for the users.
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Information asymmetry can also be used to reduce the foot-
print of the system and the knowledge of the attacker.

A. INSTANTIATING THE MODEL AND A NUMERICAL
EXAMPLE

As Fig. 1 implicitly suggests, instantiating the model is done
backwards starting from the last phase. Picking up the APT
modeling example, we would thus start from the inner most
Phase 3 game and compute its equilibrium value 7(0).

1) PHASE THREE GAME

So, let us redefine the above payoff structure to pro-
tect an asset of high value, with the scale being
(low, medium, high) = (1,2, 3). Each scale measures the
worst-case outcome of an action in appropriate units. It gives
the cost structure C for the Phase 3 game (with player
1 minimizing the losses £1 = > = 3 (high)) as

DP1 | DP2
C= SCP1 0 3
SCP2 3 0

Its value is val(C) = 3/2, which equals the starting point
1(0) = val(C) = 3/2 for the sequential Phase 2 game.

Solution and Interpretation: The expected damage in the
Phase 3 game is 3/2, which is exactly between “low” and
“medium’ (whatever this may mean for the real application).
The optimal defense action is to choose strategies SCP1 and
SCP2 equiprobable (i.e., following the Nash-equilibrium
strategy profile for the defender and the attacker)

@St x4 = ((1/2.1/2). (172, 1/2)).

Likewise, the attacker is best off by the same strategy as the
defender. If the defender sticks with this behavior, then the
(implicit) assumption on this game to be zero-sum assures
that the expected damage of 3/2 is optimal against all alter-
native adversarial behavior (i.e., cannot be increased by the
attacker).

2) PHASE TWO GAME

Now, using the 2 x 2-game structure sketched in
section III-B.2, we can plug concrete values into the game
defining /(n) to compute the sequence of equilibrium values
per stage recursively. In the usual absence of exact values
for probabilities, we will quantify the parameters in a similar
discrete scale being (low, medium, high) = (0.1, 0.5, 0.9),
say, based on a subjective consensus among the experts
concerned with the infrastructure.

We will use p1,;1 = 0.1 (low), reflecting that it is quite
unlikely to easily overcome firewall 1 if its configuration is
unknown. Firewall 2 is assumed to be weaker, admitting a
medium chance of penetration even if the configuration has
been changed shortly before; p2 2 = 0.5 (medium). Other-
wise, if the configurations are known, the attacker has a good
chance to break through, making p12 = p2.1 = 0.9 (high).
For the costs, assume that it is more expensive to attack
firewall 1 (¢ = 2 (medium)) than firewall 2 (c; = 1 (low)).
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TABLE 2. Equilibria for Phase 2 game.

Defender’s equil. Attacker’s equil.
player — strategy x)4* strategy x47*
stage stage
strategy | | 1 2 3 1 2 3
RCEP1 0,89 0 1 173 0 0
RCEP2 0,11 1 0 2/3 1 1

This choice of parameters endows By , with a unique equi-
librium in mixed strategies for (at least) the stagesn = 1, 2, 3,
along with the respective values.

Using this setting, we get the following sequence up to
stage no. N = 3 as (I(n));::O ~ (3/2,2.28,—-0.14,1.13),
so that /(N) ~ 1.13 can go into the Phase 1 game as a cost
parameter.

The equilibrium strategies per stage are obtained for both
players (network administrator (NA) and propagating mal-
ware (PM)) by minimizing the loss for player 1, i.e., maxi-
mizing the gain for player 2. The results are listed in Table 2.
Interestingly, and not shown in the table, continuing the
recursive computation of equilibria along (4), it is revealed
that the pure strategy x%* = (0, 1) remains optimal for
n > 3 (at least up to n = 17), and the respective value
becomes stationary around & 2/3. This means that — in this
particular example — it would not make any sense to add more
stages (assuming that they look the same as the three that
we have) since this adds nothing to the overall security. This
observation also states an important fact that the defense-in-
depth strategies in cyber defense is effective for protection up
to some depth. It is shown by the recursive formula (4) that
there exists a limit point as the number of stages increases.

Solution and Interpretation: The values I(1), I(2), ... rep-
resent the worst-case damages expected per stage, provided
that the defender in each stage acts according to the Nash
equilibrium in the respective stage. The equilibrium is found
exactly as for a conventional matrix game, only using the
values I(n) and I (n — 1) in the respective payoff matrix in the
n-th stage. Concretely, we find the equilibria listed in Table 2,
where the equilibria in stage 2 and 3 are pure strategies for
the defender (as opposed to a unique mixed equilibrium in
stage 1).

3) PHASE ONE GAME

Since this is a Bayesian game, player 1 (the defender) does
not know against whom it is playing, so nature chooses the
type of the email sender (¢ = O for an honest sender, and
6 = 1 for a phisher). In this Bayesian game, player 2 gets
told the type, while player 1 (the remail recipient) remains
unaware. Given this setting, we compute the Bayesian Nash
equilibria as follows:

In matrix Ay, let us plug in the value /(N) obtained from
the sequential Phase 2 game, and assume that the cost for
cognitive detection to be “medium” (which may reasonably
reflect that efforts need to be spent on checking an email for
originality before opening any of its attachment or clicking on
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weblinks in it). This amounts to setting c; = 2. Furthermore,
let us take p;y = 0.9 to express that once the phishing email
has passed the spam filter and perhaps was sent by a spear
phisher, there is a high chance of the person opening the email
(say, if it believes that the technology would have warned
it about any danger). Under this setting, we instantiate the
payoff matrices A| and A to be

2 3.0l 2
Al:(o 1.13)’ AO:(O)

Since player 2 knows its own type (honest or phisher), it has
best responses in either game, being

SD,0x — (1)

=1, andx}]

with the latter strategy being no real choice, but given here
for the sake of completeness. As these are the only equilibria
and they are in pure strategies, the payoff perceived by player
1 will be determined by the likelihood 6 (slightly abusing
the symbol 0 for the type in ® to also denote its probability
of occurrence) of which game matrix (Ag or Ap) is being
used. Thus, the overall payoff for the first player (the receiver
of the email who does not know which type the sender is;
phisher or legitimate), comes to

-0 -I(N
]1_9 Al +(1—6)- A0_<Cd+m ())

0 -I(N)

The optimal behavior for the receiver of the email thus
depends on which cost is lower among {c; + p; - 6 - [(N),0 -
I(N)}. Using our values from before, and assuming a spear
phishing to be not very likely (& = 0.1 (low)), we obtain
U lT 11] = (2.91, 1.01)T with a pure strategy equilibrium (for
the minimizing player 1) as xlTLl/* = (0, 1), giving a value
val(G1,1) ~ 1.01.

Solution and Interpretation: The equilibrium payoff in the
Phase 1 game represents the average “entry hurdle” that an
attacker has to overcome to break into the infrastructure at
first. Expressed in our qualitative scale low < medium <
high, we would rate the value 1.01 slightly above low, so the
protection is indeed quite good.

4) GESTALT NASH EQUILIBRIUM FOR MPMS GAMES
The three-phase game analysis leads to a GNE for the MPMS
game

x«  _ ([.SD.0x  SD.1x TUx
xG(l,P)_({xll o X }

L1 X1
3
NAx __ NAx Clx _ATx
{x2n » X2 }n=1 {x%] X301 })

each component of which has been analyzed in Sections V-
A.1,TV-A.2, IV-A.3. The associated value of the game is

vEap = (1.01, —1.13,0.14, —2.28,3/2),

being interpreted as the loss for the defender (overall mini-
mizing player) on a qualitative scale. That is, the values point
at the category within or the categories between which the real
loss will be. Observe that a negative loss for the defender is
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actually a gain, or equivalently, cost for the attacker. In the
numerical example, if the cost for an attack would exceed the
value of the inner business asset (in our case 3, as it is rated
“high”), then attacking the system is simply not economical.
The negative values suggest that the strategic attack of the
system at the corresponding stages is costly.

The game value 1.01 at the first stage is an important
risk assessment for thwarting the attack at an earlier stage.
By taking into account the effectiveness of the defense of
the ensuing stages and phases, a target user can make a
more comprehensive and informed decision to avoid reck-
less actions. The user can increase its cognitive detection
by investing more attention in checking the content of the
email or reducing its cognitive load or cost using assistive
software tools. We can see that as we reduce the cognitive
cost ¢y to less than 0.1 (e.g., by extending the qualitative
scale with another level “negligible” represented by a value
< 0.1), the user will adopt mixed strategy (1, 0) at Phase 1,
indicating that the users will pay attention when the impact of
inattention (on future stages) is known to be high. Similarly,
the GNE informs the earlier stage of defense to be aware of its
consequence on future stages. This approach avoids myopic
defense decisions and improves the efficiency of defense-in-
depth mechanisms.

To make this assessment in our case concrete, let us com-
pute the accumulated costs for the attacker in each phase. It is
given by adding the averages along all stages, which amounts
to computing V?;( 1P 17 ~ (0.75. This means that the attack
is indeed worth mounting since the reward to be expected is
atleast 0.75 (though not the full value 3 of the business asset).
The same calculation tells the defender that the protection is
indeed quite good, as the expected losses are less than low on
the qualitative scale.

B. PRACTICALLY COMPUTING EQUILIBRIA AND
LEARNING

In this section, we will introduce learning mechanisms that
allow the computation of the mixed-strategy GNE and the
learning of the optimal strategies online. The mechanism
is composed of multi-stage distributed and asynchronous
fictitious-play learning algorithm in which a player at each
stage and phase updates his mixed strategies based on his
local observations [32], [33]. Let ” 0= [ff; k(af)j)]ap eal, €

A(Ap ) be the mixed strategy of player p at stage j of phase i,
with each entry denoting the empirical probability that player
p chooses an action af] i At each iteration, the player update

theirstrategiesﬁpjkforeveryi: l,---,Pandj=1,---,85;,

=fli+ — 150 &)

1
P
f;.,]',k+1 k + 1(657]’,(

where epjk [epj k(al /)]ap eAl, is a vector with

1

otherwise ep k(ap ) = 0. At iteration k, each player chooses
the best actlon in response to the empirical strategies of the

el J k(al /) = 1 if at time &, player p chooses action ap and

13967



IEEE Access

Q. Zhuy, S. Rass: On Multi-Phase and Multi-Stage Game-Theoretic Modeling of APT

N
w
IS
o
o
~
®
©
s

utility for the defender
! <) o N
o v~ ;N

Nt AT

LN
[AI]

iterations on fictitious play

——1(0) —m—I(1) 12) I(3)=I(N) ——val(phase one game)

FIGURE 3. Speed of “learning” an optimal protection (GNE) using
fictitious play.

other players, i.e.,
14 -p
d; € arg OPlyf eyt Ur i fiho)s (6)

where i;i = if}/’k, P’ € Z;j\{p}} and opt stands for either
max or min depending on the player. The same algorithms
(5) and (6) will be applied at every stage and phase. The
action of the players at one stage can affect the payoffs of the
actions at other phases or stages. Note that the convergence
of the fictitious play algorithm is guaranteed for two-person
two-action zero-sum games [34]. Hence the zero-sum game
at penultimate stage will converge after the empirical mixed
strategies at the final stage of the last phase converge. Using
the argument of backward induction, we can show the learn-
ing mechanism will finally converge to a GNE. The algorithm
provides an adaptive scheme for the users to change their con-
figurations of defense strategies in response to either changes
in the system and the additional knowledge of the attacker.
Moreover, the algorithm provides a scalable and distributed
way to compute the GNE in which the learning algorithm
is run in parallel at every stage and phase of the system.
The learning mechanism can be also used as a modeling tool
to understand human behaviors at the first phase where the
user attempts to learn from his past observations. In addition,
the mechanism for Phase 2 and 3 can be implemented as a
built-in protocol to defend against APT across the stages.

In Fig. 3, we have applied the fictitious play (FP) algo-
rithms to compute the equilibria per phase/stage individually,
and then put them together into an (approximate) GNE. The
appeal of FP here is it reflecting the learning and experience
of the actors (TU, NA and CI), in responding optimally
to whatever they have learned about the attacker’s action
in the past. Fig. 3 indicates that already little experience
(at least 4 iterations) suffices to get a quite accurate approxi-
mate GNE.

C. USING APT GAMES FOR SECURITY DESIGN

Having found that the values (individual risk assessments)
are unsatisfying, we are free to alter the games in various
ways, such as parameters, but also action spaces and pay-
offs. For example, there is no theoretical limit preventing
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us from working with an m x m-matrix (m,n > 2) in
all three stages, or in adopting a more fine-grained view
on the costs (say, letting them be continuous rather than
discrete variables). Actually, such an adaption is a manda-
tory part of higher level security management processes like
ISO27000 anyway, which prescribe a cycle of planning,
doing, checking and acting (PDCA-cycle). Our work fits into
this cycle in providing a tool for three out of these four
phases, as we can do planning (corresponds to game model-
ing), acting (corresponds to enforcing the equilibrium defense
strategies in the daily business), and checking (amounting to
deciding if the obtained values are satisfying or not).
Another aspect of the security design is related to the
human factor. As we have seen in the GNE of the preced-
ing numerical example, the cost of cognitive detection can
be reduced by investing in automated detection and alert
systems or removing the cognitive load of the users. The
cognitive design of the users will be useful to move the
equilibrium of the Phase 1 game toward a desirable target.

D. INSIGHTS FROM THE MPMS GAME MODEL

The practical appeal of dividing an APT into phases and
modeling each phase as its own game, with interdependencies
across the entire sequence of games has manifold advantages.
First, focusing on the costs (thus minimizing efforts for the
defender) enforces to adopt an economic viewpoint in the
protection. Indeed, security is not about gaining something,
but about avoiding loss, so minimizing losses (or costs) is a
natural way to think about what the model helps us with.

Second, the interconnection between the games as
described here helps us stepwise extend our view from a
purely local risk assessment to one that covers the entire
infrastructure components and their interplay. This system-
atizes the approach of reasoning about the whole system
based on local security assessments.

Third, the games can be defined over scores that may be
tailored to the specific context. This is an advantage and a
drawback at the same time, since it necessarily makes the
results subjective to some extent (indeed, other choices of
representative values for the nominal scale low < medium <
high are equally admissible, but fixing a common under-
standing of qualitative risk levels in numeric terms (insofar
applicable) is a standard prerequisite in a risk management
process),! but it greatly eases risk communication and aids
risk awareness. In fact, a core requirement of a good risk
management process is to formulate risks in terms being
understandable for decision makers. The beauty of game-
theoretic modeling lies in the freedom to let the decision
maker define the scale a priori in which the results are being
presented a posteriori. It must be noted, however, that the
numbers coming out of the game have no meaning by the
absolute values, but can only express rankings in terms of the
risk being, say ‘“‘above medium” (for a computed value of,

1Many national risk assessments specify concrete figures; for example
Sweden [35], the Netherlands [36], Switzerland [37], Germany [38], etc.
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TABLE 3. Different model parameterizations.

Var. | Meaning Parameter set
hd T
P11 0.1 0.5 0.1
P2l likelihood to penetrate (even 09 09 05
P12 against active defense) 0.9 0.9 0.5
P22 0.5 0.1 0.1
cy cost to penetrate firewall 1 2 2 1
c cost to penetrate firewall 2 1 1 2
cq effort for a human user to detect a | 2 1 3
phishing email
pI likelihood to suspect phishing at all | 0.9 0.5 0.9
6 likelihood to get an email from a | 0.1 0.5 0.5
phisher
[ loss if business asset 1 is damaged | 3 3 3
U loss if business asset 1 is damaged | 3 3 3

val(phase one
1(0) 1(1) 12) 1(3) = I(N) game)

1,5

-1,5

cost for the defender
o
RN
\\
»
/
//
/
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\

25

=@=-parameter set 1 parameter set 2 parameter set 3

FIGURE 4. GNE equilibrium values per stage for the parameter sets
in Table 3.

TABLE 4. Different subjective scales.

probability cost
low med. high low | med. high
scale 1 0.1 0.5 0.9 1 2 3
scale 2 0.01 0.5 0.7 5 10 30
scale 3 0.01 0.3 0.5 1 5 10
P10 | pa2 | papi2 | 2 | cea | Oyl

say 2.3 > medium = 2 or “‘very high”, if the game delivered
a value > 3 if “high” is represented by the value 3).

To see how the results depend on the (subjective) choices
of parameters and even the scale, we repeat the numerical
example of section IV-A. In addition to the original parameter
set, we use two more and different parameterizations of the
model, which are listed in Table 3.

Solving the games (as described in section IV-A and plot-
ting the results shows the different curves displayed in Fig. 4.
Unsurprisingly, the numerical results are different, however,
quite interestingly, the shape of the curves is retained over
variations of the parameters. This indicates an “‘objective”
lesson to be learned here, which is the following:

In entering Phase 1, the equilibrium being pure reflects
what we observe in real life applications, namely the con-
siderable success of phishing, due to people tending to be
unaware and opening malicious mail. In our modeling, this
effect is represented by the cost ¢y, which a user needs to
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val(phase one
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FIGURE 5. GNE equilibrium values under different scales as listed
in Table 3.

invest in order to detect the phishing. Whenever possible,
a user may prefer not to invest too much effort into manual
email checking, which our results corroborate.

During Phase 2, the zig-zag behavior of the value
sequence, in our view, reflects the common effect of con-
centrating a defense on the weakest spot, while a change
of the defense focus is only done upon knowing that the
defense has been suboptimal before. That is, a person will be
reluctant in changing a working protection; however, across
stages, efforts may be distributed to protecting both firewalls
evenly much (resulting in the pure strategies obtained for the
defender in Table 2), and leading to the respective optimal
attack strategies in turn. Our sequential game model repro-
duces this natural (intuitively expected) human behavior, but
by varying its parameters, allows to optimize the defense
under the natural human way of implementing it.

In Phase 3, the attacker’s goal is obviously to avoid detec-
tion while causing maximal damage. Some of these attempts
may be successful, while some others may be not, in which
case the attacker will certainly repeat its trial (using a dif-
ferent technique then). So, the overall damage will certainly
accumulate but can be bounded on average in the long run.
The value obtained from the Phase 3 game is thus a measure
of security risk of the physical infrastructure, which is used
to assess the risks at the cyber layer.

Likewise, we may ask for the change in the results if differ-
ent interpretations of the qualitative scale low/medium/high
exist. Fixing the model parameters to the qualitative choices
of Section IV-A (parameter set 1 in Table 3) but letting
each value be with a different representative now, we can
re-calculate the GNE and its value to visualize the effect
of the subjective scale on the outcome. Table 4 shows the
particular choices along with the scales used (including the
scale from section IV-A as the first) and the parameters
being set to the particular value. Fig. 5 plots the results.
As with the different parameterization, the shape of the curve
is retained, although the numerical values are different. Thus,
the overall “trend” and risk picture across the infrastructure
remains somewhat robust against the subjective choices in the
parameters.
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V. CONCLUSION

Despite the heterogeneity of concrete advanced persistent
threats, they all seem to follow a similar pattern that can be
divided into phases (temporal) and stages (spatial) domains.
Each of these has its individual characteristics and needs dif-
ferent forms of protection. Game theory offers a convenient
way of capturing the specific attack vectors being exploited
throughout an APT, while letting us elegantly connect the
individual models into an overall APT model that accurately
models the heterogeneous environment in which an APT is
mounted. In designing optimal defenses per phase and stage,
we end up with an overall optimal APT defense, whose practi-
cal appeal is manifold: first, it can be defined in risk quantifi-
cation terms that can be tailored to the specific application at
hand, and directly relates to the set of possible counteractions
(through the game’s defense strategies). Second, the defense
does involve a series of actors on both sides, which an accu-
rate model should reflect. Our model does so by allowing
different players in each phase of the APT. Third, the model
reproduces what we expect intuitively, but goes beyond this
confirmation in exhibiting interesting phenomena like the
convergence of the risk along the Phase 2 game, or showing
a general risk pattern across the infrastructure as has been
visualized in section IV-D.

Practically, it is easy to compute optimal defenses using
numerical techniques like fictitious play. The appeal of the
latter is its natural resemblance to “learning” to play opti-
mally as times goes by. This also mimics human behav-
ior to some extent, and as our experiments showed, the
learning can rapidly lead to an almost optimal defense
behavior. Although APTs may themselves be too rare to
take an algorithm like fictitious play to convergence (this
algorithm is a mere computational vehicle anyway, and prac-
tically, the equilibrium should not be learned from experi-
ence only), the effect of adapting one’s defense is positive
in the reverse direction: since changes of configurations
may occur more frequently than APTs, this in turn induces
an element of uncertainty for the attacker from which secu-
rity can be gained. Nonetheless, repeated defense actions
such as awareness training for employees can be adapted on
information collected from APT incidents having occurred
elsewhere, so the learning from the past is, here, to be
understood more broadly than in the narrow sense of
just recording one’s own and the direct opponent’s past
actions.

The models presented here are generic and open to gen-
eralizations in various ways, such as improved accounts
for uncertainty (say, lifting the games to abstract spaces of
probability distributions [39]), changing the models from
matrix games into more general competitions (like signalling
games or Stackelberg games), or simply by inducing further
parameters to the models to gain flexibility. Our work shall
thus stipulate further steps towards mathematically optimized
designs that are resilient against advanced persistent threats.
Since attackers do optimize their strategies for the victim
(and have done so in the past, which culminated in the
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contemporary APT issue), adopting the same approach on the
defender’s side seems more than natural.
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