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ABSTRACT High-speed railway in China has undergone rapid development in recent years. Technology
for structure measurement is recognized as an important aspect of steel rail quality inspection. The shape
of the rail welding base is mainly gauged using mechanical contact measurement technology. Matching this
technologywith the escalating demands for quality inspection of steel rails is a challenging task. In this paper,
a structured light measurement approach is proposed and employed which intersects the rail through the
structural light plane projected by inner and outer laser sensors. These sensors form a laser light stripe curve
containing the profile information of the rail surface. By processing laser light bars using image analysis
and contour reduction techniques, 3-D profiles of the rails are generated. The laser plane is fitted using the
coordinate points of the laser light bars converted between the image and world coordinate systems. A new
calibration method based on the parallel moving target for line-structured light is proposed to improve the
calibration and address the issue caused by the limited number of the extracted calibration points during
free target calibration. The rail profile, including the geometric dimension, straightness, and twist of the rail,
are then measured. By comparing the measured profile with the standard contour of the rails, the rail wear
can then be quantitatively assessed. The experimental results show that the proposed measurement system
outperforms the traditional single index detection.

INDEX TERMS Three-dimensional (3D) reconstruction, structured light, measurement, machine vision.

I. INTRODUCTION
The rapid development of high-speed railway in China has
greatly promoted the economic growth of the country and also
resulted in greater demands for high-quality rails.

Rails are currently produced by rolling the rail in advance
according to specified roller parameters. The product quality
is then inspected. The roller parameters are adjusted accord-
ing to the rail sizes. These alterations can cause the manufac-
ture of numerous products which do not meet specifications.
This leads to increased production costs and energy con-
sumption along with financial loss to enterprises. An online
profile measuring device that provides accurate rail profile
information to feed the rolling mill in real-time is required
to monitor the product quality and avoid the continuous pro-
duction of unqualified products. In addition, the geometrical
size, straightness and distortion of the rail section also has
significant influence on the safety and smooth operation of a
train [1].

Three-dimensional (3D) data acquisition techniques for
measuring the rail profile include contact and non-contact
approaches. Contact measurement is also called mechanical
measurement, and a 3D coordinate measuring machine is pri-
marily used in this approach. In this technique, a probe con-
tact is used to scan the entire surface of the rail to acquire the
3D contour data. Although the technology has been applied
in many fields, its inherent shortcomings have become more
evident because of rapid developments in science and tech-
nology, its slow measurement, and the need for equipment
maintenance.

Non-contact measurement has emerged with the rapid
development of machine learning algorithms in human-
centered systems [2]–[5], optics and computer measure-
ment technologies, and breakthroughs in the performance of
charge-coupled devices (CCD) and projectors. This approach
includes various optical 3D measurement technologies with
the following advantages: contact between objects is not
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required during measurement; rapid measurement and cal-
culation; and high measurement accuracy. Hence, the non-
contact optical 3D measurement technology has been widely
applied in industrial production.

There are two types of non-contact optical 3D measure-
ment technologies, namely passive and active, based on their
imaging illumination. Passive 3Dmeasurement is represented
by binocular vision technology and the focal gradientmethod.
This approach uses an unstructured lighting mode. Binocu-
lar vision technology originates from bionics. Similar sys-
tems of human binocular vision are built by simulation, and
the distance information extracted from two different vision
directions of two-dimensional images. Early developments
of this technology were difficult to apply because of slow
computation on large amounts of data and extreme depen-
dence on the texture features of the object being measured.
Recently, with improvements in computer hardware perfor-
mance the technology has seen gradual uptake in application
to human systems [6], [7]. Passive 3D focal gradient has
slowly developed and infrequently used in practice since it
was first proposed [8]. The technology first obtains two defo-
cused images of the measured object and then calculates the
relative ambiguity of these images, which is a key parameter.
Finally, the 3D structure of the object is solved according
to the relation between the relative fuzzy degree and fuzzy
parameters of the optical system.

Passive 3D measurement technology is not suitable for
precise metrology because of its limitations such as low
accuracy, large computation and so on. It is usually used
for 3D object recognition and configuration analysis. How-
ever, the structure of this technology is simple, data acqui-
sition is convenient, and it has been used in machine vision
applications.

Active 3D measurement has been used in computer vision
since it was originally proposed in 1971 [9]. This technology
uses active structural light technology and is the most consid-
ered 3D measurement technology by researchers. According
to its theoretical model, a pair of optical signal launchers and
receiving devices can be placed to complete data acquisition.
The image information of structured light modulated by the
3D surface of an object is obtained by an optical signal receiv-
ing device. Variable structured light is projected according to
a certain rule to the surface of the object being measured.
Finally, the 3D surface data of the object surface can be
obtained quickly after computation. Ative 3D measurement
technology is highly precise, rapid, and robust. Thus, this
technology has been widely applied in various applications
and can be classified into the following categories:

A. TIME OF FLIGHT (TOF)
The principle of the 3D measurement using TOF is not com-
plicated. The pulse signal is continuously transmitted to the
object surface through laser, and then the pulse signal from
the object surface is received by the sensor. Finally, the target
distance is obtained by measuring the flying time of the
laser pulse. The system is simple in structure, with only one

laser and a signal receiver. There are two conditions for this
type of application. First, the pulse launcher and the signal
receiving device should always be synchronized. Second,
the TOF must be provided by the receiving device. This
method requires high time resolution of the signal processing
system to achieve high measurement accuracy, and has been
applied in various applications. One application particularly
well suited for TOF is real-time depth keying in dynamic
3D scenes [10], where the TOF technique facilitates true 3D
segmentation and 3D object insertion [11], [12].

B. MOIRÉ PROFILOMETRY (MP)
MP, which was first proposed in 1970 [13], involves 3D con-
tour measurement using Moiré fringes. A reference grating
is projected on the surface of a 3D object, and the grating
stripe is deformed because of the change in the height of the
object surface. Thus, a deformed grating is obtained. Then,
the Moiré fringes are obtained by superimposition of the
datum grating and the deformed grating. The Moiré fringe
contains information of the surface of the measured object.

C. FRINGE PROJECTION PROFILOMETRY (FPP)
FPP for 3D surface measurement is a multistep technique.
A structured light image with continuous phase change (usu-
ally a sinusoidal image) is projected to the surface of the
object and the reference plane in turn using a digital projector.
Then, a CCD camera is used to record the stripe images
modulated from the surface of the object and the stripe images
on the reference plane. Phase information is obtained by
analyzing the striped images collected. A phase unwrapping
algorithm is then used to obtain continuous phase distribution
corresponding to the object surface. Finally, the system is
calibrated to transform the information of the continuous
phase distribution into the true height information of the
object surface. FPP has been widely used in 3D model acqui-
sition [14] and magnetic resonance imaging [15]. However,
this method is limited by stripe distortion, difficult selection
and placement of reference plane plates, and mirror reflection
on the surface of the rail.

D. LASER TRIANGULATION (LT)
LT is also called structural light measurement and is based on
laser projection profile measurement. First, the beam from
the laser source is projected on the outer surface of the
object being measured, and then the reflected light is received
by the signal receiver. When the surface height changes,
the image formed in the detector also has relative displace-
ment. The 3D shape of the object can be measured according
to the relationship between the change in actual height and
the change of the imaging displacement. The technique is
robust to changes in ambient light [16] and has been applied
to rail profile measurements. In [17], the structured light
technique is used to extract the condition of rails (through
rail profile measurements) and detect surface defects. The
structural light method has been used to extract rail pro-
files from real images [18], [19]. The images are processed
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by recognizing the rail track, extracting the laser stripe cen-
ter [20], and calibrating cameras [21].

Given that structural light 3D vision has wide range and
large field of view, highly accurate video field, high precision,
and its light strip image information can be simply extracted
on a real-time basis [22], this technology is increasingly
applied in industrial inspection and measurement. In this
article, we present an improved method based on this tech-
nology and have successfully applied it to the detection and
measurement of a rail cross section. The main contribution of
this paper include:

(1) The rail cross section is measured in all directions with
the combination ofmultiple cameras and lasers. The profile of
the rail section is obtained by coordinate transformation. The
camera is controlled with a certain time interval to capture
the images of the rail driven by a mobile console to carry
out one-dimensional scan, and 3D reconstruction of the rail
is realized. After obtaining the rail profile, the distance from
point to line is used as the straightness of rail and the distance
from point to plane used as the twist degree of rail. Thus,
the measurement of rail size, straightness, and twist degree is
obtained.

(2) A customized image analysis routine is used to process
the image of the laser line. A morphological thinning method
is used to calculate the coordinates of laser lines in the image
coordinate system. This not only reduces the computation but
also obtains the exact coordinates.

(3) Calibration of the free target is improved, and the
method of structured light for the parallel moving target is
proposed and implemented. This method does not need to
extract themark points but converts all coordinates of the light
bars to the world coordinate system. Meanwhile, the calibra-
tion error is reduced by fitting the light plane equation.

II. MATHEMATICAL MODELING
In this section we analyze the measurement system and struc-
tured light methods.

A. CAMERA SENSOR MEASUREMENT MODEL
During camera calibration, several coordinate systems are
established. These systems include image pixel coordi-
nate system o-uv (unit: pixel), image physical coordinate
system O-xy (unit: millimeter), camera coordinate system
Oc − XcYcZc (unit: millimeter), and the world coordinate
system Owi − XwiYwiZwi (unit: millimeter).

The projection relation between the 3D object space and
the imaging plane is the imaging model, and for the cam-
era, there is a small aperture imaging model, an orthogonal
projection model, and a quasi-perspective projection model.
The small aperture imaging model is simple and practical
without losing accuracy, and lens distortion is not considered.
The advantage of this model is the linear imaging relation.
That is, the light reflected on the object surface is projected
onto the image plane through a pinhole. This characteristic
satisfies the straight line propagation of light. The following
equation (1) represents a camera perspective projection

model.
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where s is a nonzero scale factor; u and v are the coordinates
of the image pixel coordinates; fx and fy are the projection of
the effective focal length in the X- and Y- axes, respectively,
in pixels; and uo and vo are the main center coordinates,
which are the image intersection coordinates between the
image plane and optical axis. The 3 × 3 rotation matrix R
and 3 × 1 translation vector t are the external parameters of
the camera. (Xw, Yw, Zw) is the coordinate of a point in the
world coordinate system.

First, the image pixel coordinates u and v are calculated by
processing the image collected by the camera. Next, the inter-
nal and external parameters of the camera can be obtained
by calibrating the camera. Then, the structured light method
is used to obtain the structural light plane equation. Finally,
the combination of the above can be used to find any point
coordinate (Xw,Yw,Zw) in the world coordinate system.

FIGURE 1. Laser line images on calibration boards with different
positions.

B. STRUCTURED LIGHT METHOD WITH PARALLEL
MOVING TARGET TO SOLVE PARAMETERS
When the laser illuminator is added to the system, a coordi-
nate system or equation is needed to describe the location of
the light source [23]. In this article, the coordinates of the 3D
world point are solved by increasing the equation of the laser
plane. The calibration board is moved in parallel, and laser
line images on calibration boards with different positions are
collected (Fig. 1). The X- and Y- axes of each moving target
are used as the local world coordinate system to calculate the
relative position between the camera coordinate system and
the local world coordinate system Ri and ti. Then, the first
local world coordinate system is selected as the absolute
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FIGURE 2. Coordinate transformation

world coordinate system from the N local world coordinate
systems established above. Using the camera coordinate sys-
tem as a bridge, the other N − 1 local world coordinates are
converted to the camera coordinate system using the external
parameter matrix. Then, the camera coordinate system is
transformed to the absolute world coordinate system (Fig. 2).
Light plane Z = AX +BY +C is fitted in the absolute world
coordinate system (Fig. 3). The relative position of the light
plane and the camera is then determined.

FIGURE 3. Light plane fitting.

The fitting light plane equation is brought into the cam-
era perspective projection model, and equation (2) is then
obtained. We can solve the 3D coordinate point of an object
based on the calibrated parameters and the equation of the
light plane.

(uim31 + m11)Xw + (uim32 − m12)Yw
+(uim33 − m13)Zw = m14 − uim34

(vim31 + m21)Xw + (vim32 − m22)Yw
+(vim33 − m23)Zw = m24 − vim34

AX + BY + C = Z

(2)

The rail profile point (Xw,Yw,Zw) in the world coordinate
system can be obtained by Equation (2), and then a one-
dimensional scan is used to reconstruct the rail profile.

The comparison is conducted among the parallel mov-
ing target structured light method and other line structured
light vision calibration methods based on the free moving
plane target [24]. The traditional free moving plane target
calibration is based on the extraction of the coordinates of
the calibration points from both the phase plane coordinate
system and the world coordinate system. Thus, the number of
calibration points in the computer image coordinate and the
world coordinate system can be used to solve the unknown
parameters R and t of the line structured light vision sen-
sor. There are two issues associated with this method. First,
the extraction of the coordinates in the phase plane results in
significant errors. When the laser plane is projected onto the
plane target, a bright stripe is formed, and the intersection
point between the light bar and the target black block is
considered as the reference point. The intersection between
the laser line and the chessboard is difficult to extract because
of the difficulties in selecting the threshold and accurate posi-
tioning. Second, the number of calibrated points is limited,
resulting in a large error in the presence of a calibrated point
error. Therefore, gross error is difficult to avoid. With the
method proposed in this article, there is no need to extract the
standard point, all coordinates of the light bar are converted
into the world coordinate system. The equation of the light
plane is then fitted to reduce the error.

III. DATA PROCESSING AND MEASUREMENT PRINCIPLE
A. IMAGE PROCESSING
Image processing is performed to extract the laser stripe and
refine its width into 1 pixel. This process includes denoising,
histogram equalization, extracting regions of interest, bina-
rization, and image thinning. The original image of the laser
line taken by a camera is shown in Fig. 4(a). OTSUmethod is
used to obtain a binary image [Fig. 4(b)], and then the binary
image is thinned, and the skeleton of the binary image shown
in Fig. 4(c) is obtained. Many burrs could appear after the
thinning. Thus, the image deburring method is used to obtain
the smooth image shown in Fig. 4(d).

B. SIZE CALCULATION
When the 3D contour is obtained, the dimension of the section
can be calculated according to the coordinate point. The size
calculation method is described as follows:

1) Rail height = Y coordinate of the highest point – Y
coordinate of the lowest point;

2) Rail head width = | the X coordinate of the point 16 m
lower than the highest point on the right – the X coordinate
of the point 16 m lower than the highest point on the left |;

3) Rail base width = | the X coordinate of the point with
maximumX coordinate –X coordinate value of the point with
minimum X coordinate |;

4) Right rail foot height= |Y coordinate of the correspond-
ing point after the point with maximum X coordinate moves
4 mm to the left – Y coordinate of the lowest point |;
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FIGURE 4. Image processing of the laser line. (a) Laser line image.
(b) Binarization. (c) Thinning. (d) Burrs removal.

5) Rail waist thickness = | the difference between two X
coordinates of the two corresponding points in the horizontal
direction after the lowest point moves upwards 79 mm |;

6) Asymmetry= |X coordinate of the point with minimum
X coordinate value – the X coordinate of the point 16 m lower
than the highest point |.

FIGURE 5. Measurement principle of straightness

C. MEASUREMENT OF STRAIGHTNESS AND DISTORTION
Straightness is calculated as shown in Fig. 5. The curveQ1Q2
is the longitudinal surface profile of the rail. The first and the
last measurement points are connected in a straight line as a

benchmark. Straightness is the max distance from the other
middle point to the straight line, that is, max (Q3,Q4, . . .Qi).

FIGURE 6. Measurement principle of distortion.

The distortion of the rail refers to the longitudinal dis-
tortion of the rail [25]. Two distortion calculation points
N1 and N2 are considered at the top of the rail, and another
two distortion calculation points N3–N4 are considered at
the top surface of the cross section at the spot which is
1 meter from the rail end (Fig. 6). The distortion of the rail
is calculated using the distance from the point to the plane.
This process is performed by first finding the plane where
N1–N2–N3 is located. The degree of distortion is the distance
from N4 to the plane.

FIGURE 7. A schematic diagram of the designed system for measuring
rail profile.

IV. EXPERIMENTAL RESULTS
A. MEASUREMENT SYSTEM DESIGN
In the measurement system, four groups of laser camera
sensors are used. As shown in Fig. 7, a camera and a line-
structured light source are used at both the top and bot-
tom surfaces. Each side is composed of two cameras and a
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FIGURE 8. The measured steel rail.

TABLE 1. In-camera parameters.

line-structured light source. The laser is installed at different
positions on each surface and is vertically irradiated with the
surface of the rail. The side camera is used to acquire images
at 45◦ with the normal line [26], and the interior and exterior
laser camera sensors intersect the structural plane of light
with the rail, forming a laser strip curve embedding the profile
information of the rail surface. The camera and the structured
light plane take a certain angle to shoot the rail laser contour
image. The rail profile detection is realized based on laser
triangulation.

The electric station controller controls the rotation of the
motor and then the translation of the guide rail to drive the
rail to shift to realize one-dimensional scanning. During this
period, the camera collects rail images at the frame rate
of 300fps and they can be used to generate the contours of
the rail in different positions. The collected data are combined
to reconstruct the rail profile. Fig. 8 shows the measured rail
profile.

B. STRUCTURAL LIGHT CALIBRATION
After calibrating through a checkerboard board, the inter-
nal parameters of the left and right cameras are obtained
(Table 1).

For the laser light plane fitting, The concrete realization
process is as follows: 1) Break off the laser power, and
shoot a chessboard target image. Then, extract the corner
points and obtain their image coordinates. We set up the local
world coordinate system on the target. After plug the corner
into equation (1), we get the relationship between the local
coordinate system and the camera coordinate system[R1 t1].
2) Keep the target position of the chessboard unchanged and
open the laser power.We use cameras to take the laser line and

thin the image with morphology. 3) Moving the chessboard
target forward and repeating the first two steps, we can get the
laser stripes produced by the intersecting of laser plane and
target and the [Ri ti]. 4) There we repeat the above operation
5 times, and select the target of first position as the absolute
world coordinate system. Then the location of each straight
line is converted into the camera coordinate system by [Ri ti].
5) Finally, all points are converted to the absolute world
coordinate system, we get 5 lines in the world coordinate
system. By using the 5 sets of line point data, we obtained
the fitted light plane equation Z = −0.2149X − 0.9270Y −
12.5080. Finally, the plane equation is combined with the
camera model to determine the contour points in the world
coordinate system.

C. 3D RECONSTRUCTION
The outline of the left and right sides should be joined to
obtain a complete rail profile. Stitching is performed by
choosing the same world coordinate system on both sides.
Two stitched images are shown in Fig. 9. The resulting image
is the outline of a certain position of the rail. and can only
reflect the rail section at that position. The one-dimensional
rail should be scanned to reconstruct the rail shape to obtain
the overall rail profile. The reconstruction results are shown
in Fig. 10.
For the spliced contour, the dimension is measured accord-

ing to the algorithm of size calculation. Table 2 shows the
measurement results for the length of 10 sections of a rail
being tested.
Table 2 shows that the mean error of the measured param-

eters of the rail is in the range of 0.01 – 0.3 mm. Fig. 11 lists
the straightness at each position of the rail. The distortion of
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TABLE 2. Geometrical dimensions of rail sections.

FIGURE 9. Section profile of the steel rail.

FIGURE 10. Contours of the rails spliced together.

the rail is reflected by the twist degree, shown as a curve of
the distortion values in Fig. 12.

The profile of the rail is inspected by measuring its geo-
metric dimension, straightness, and twist. By comparing the

FIGURE 11. Curve of horizontal flatness.

FIGURE 12. The Curve showing the rail distortion measurement.

profile with the standard contour of the rail, the rail wear can
be quantitatively measured. Thus, the proposed measurement
method has many advantages over the present single index
detection system.
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FIGURE 13. Architecture of the presented system.

V. CONCLUSION
In this article, we present an improved structured light mea-
surement system (as shown in Fig. 13) which can be used
to dynamically measure the profile of a rail. The system
proposed is based on a parallel moving target structured light
method, an improved calibration method of free target, and
the reconstructed 3D contour of the rail. Detailed hardware
and measurement algorithms are reported, including laser
image analysis routines, accurate extraction of center line of
the laser image of a rail, conversion of different coordinate
systems and calculation of the rail dimensions and profile.
Experimental results show that the proposed system has high
measurement accuracy and is practically useful for both rail
profile and wear measurement.

The proposed method can be potentially used in other
industrial applications. In the future, we will explore oppor-
tunities to employ machine learning to further improve the
models used in the measurement system.
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