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ABSTRACT This paper investigate an adaptive pesticide spraying system according to the plants height. The
system including a depth sensor and a spraying system with multiple nozzles at different height in vertical
direction. The entire system is installed on an automatic guided vehicle. In order to implement precision
spraying or automatic targeting, plant identification, and plant height calculation are critical for the system
with fixed height of nozzles. The designed system will open one or combination of the nozzles of the spraying
system since the plant height is identified. To address the plant height-adaptive challenge, a pesticide spraying
system with plant height-adaptive is proposed based on a camera sensor to dealt with the figure of the plant.
Both of the depth and color data of the figure are obtained and analyzed, the open or close state of the
spraying system is optimized for different plants with different height. Various experimental results have
demonstrated that the proposed system is considered as well.

INDEX TERMS Automatic guided vehicle, precision spraying, depth sensor, height-adaptive, signal

processing.

I. INTRODUCTION

During past decade, these issue of environment pollution,
reduction of production costs and concerns for healthfulness
of food have been growing. These problems are caused by
pesticide abuse in agriculture aspect. So the reduction of
pesticide using plays a vital role [1]-[3]. To avoid above
problems caused by using pesticides, the methods can be
included: selection of resistant varieties, improve manage-
ment techniques, application of organisms [4], [5]. However,
selective spraying is main method to reduce pesticide using
for growing plant. Selective spraying can be enabled only
when and where it is needed instead of spraying whole fields
evenly [6]-[8]. On the other hand, with the development of
both agricultural mechanization and robot intelligence, auto-
matic guided vehicle (AGV) with selective spraying system
has been extensively applied to agriculture development for
controlling pests and diseases [9]-[11]. Commonly, this kind
of system will include plant detection part, system controllers
and spray section with multiple nozzles in different height.
These nozzles should be turned on or off independently
according to sensor data. Therefore, extraction information
of plant is precondition of precision spray. In this paper, plant
information is obtained by Kinect® sensor through image
processing.

Although there has been some work on pesticide precision
spraying for plants on the basis of obtaining plant infor-
mation [12]-[14]. At present, the sensors used for pesticide
precision spraying system mainly include laser, infrared and
ultrasound and vision [15]. In [16]-[18], ultrasonic sensor
is used to measure tree width, and proportional solenoid
valves are used to control sprayer flow rate to realize preci-
sion spray. The method is validated by metal tracer, and the
results show that pesticide deposits is lower than conventional
methods. In addition, according to many researchers, such
as both [15], [19], the authors measure volume of canopy
automatically with LIDAR and ultrasonic. The results show
that both ultrasonic and LIDAR have a good correlation with
manual method in aspect of volume estimation. Furthermore,
in [20], Lin et al. use silhouetted plant image to extract
plant information, for example, plant height and leaf area.
All the experiments are carried out without destroying the
plant itself. Besides, the Doruchowski and Holownicki [3]
describe two system: shielded system and detection system.
In gap area among trees, all nozzles are closed, in other words,
its aims to apply pesticide only when and where needed by
using ultrasonic and optical sensors. In addition to the above
methods of detection information for plants. In [21] and [22],
Sui and Thomasson and Fricke and Wachendorf developed a
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ground-based sensing system with ultrasonic sensor to deter-
mine cotton plant height. The wetland vegetation height is
estimated in [23], Luo et al.use air borne LiDAR data to cal-
culate plant height, its aim to research influence of vegetation
cover on vegetation height. However, although these existing
methods can be used to realize precision spray after obtaining
plant basic information. But these methods must have the
premise which the plants are placed in front of sensor. These
sensor cannot identify plants by itself. Therefore, the sensor
that can identify plants by itself should be used. It is natural
to attempt to use vision identification plant and then perform
precision spraying operation [24].

In this paper, the height characteristics of plant are mainly
obtained by depth sensor. The sensor is used to identify plant
and calculate plant height by using the depth camera and RGB
color camera. The height of the plant can be calculated by
both depth data and plant height in pixel. Once the height
of plant and leaves distribution information are identified,
the upper controller (Jetson TK1®) will send spray com-
mands to control nozzles to open or close. These nozzles are
fixed in vertical direction at different height. Furthermore,
these nozzles are independent from each other. Different
combinations of nozzles can be used depending on plant
height. It aims to achieve the purpose of pesticide precision
spraying.

The rest of the paper is organized as follows. In Section I,
system working principle, sensor introduction and calibra-
tion, depth data acquisition, color and depth data processing
are presented. In Section II, plant height measurement has
been presented. In Section III, spray control system is pre-
sented. In Section IV, experimental validation with experi-
ment setup and results are presented. Section V concludes this

paper.

Il. SYSTEM DESCRIPTION AND DATA PROCESSING

A. SYSTEM WORKING PRINCIPLE

There are variety forms of pesticide precious spraying, and
there are a little differences in the different approaches [25].
But in any case, it can be explained by Fig. 1.

Kinect Sensor ~ NVIDIA Jetson TK 1

E S
-

Injection System

Controller

FIGURE 1. System operation principle.

Kinect sensor is used to collect visual information, it is
the beginning of the whole process. Because this paper need
the camera that has the function of distance measurement,
so the sensor developed by Microsoft is chosen, and it has the
characteristics of high resolution and high data transmission
speed.

VOLUME 6, 2018

Tk1 platform module is used to process video frame data
transmitted from sensor and send commands to controller.
Tk1 has characteristics of high process speed, compact size
and so on.

The controller used in this paper is arduino. Controller is
mainly used to receive signal from TK1 platform, at the same
time, open or close signal is transmitted to injection system
by controller.

The injection system receives signal from the controller,
and it controls corresponding nozzles open or close.

RGB Depth IR
Camera Sensor Emitters
T I

|
|Color } Depth Control

; data signal

Depth Sensor IR Emitters Power

Master chip
Control Audio  USB3.0

signal } data RGB Microphone
Camera Array
=
@ ©)

FIGURE 2. Schematic diagram and front view of Kinect.

B. SENSOR INTRODUCTION AND CALIBRATION

In this paper, Kinect as the sensor is used to identify plant
height according to the depth data. In Fig. 2(a), it is the
schematic diagram of sensor. The sensor is composed by a
RGB camera, a depth sensor, an infrared radiation (IR) emit-
ter and a multi-array microphone [26]. The sensor can send
control signals to RGB camera, depth sensors, IR emitter and
multi-array microphone. If these parts receive control signal,
the RGB camera will return color image to master chip, depth
sensor returns depth image to master chip, the microphone
array returns master chip audio data correspondingly. The
entire master chip system is connected to computer by USB
3.0 interface.

In Fig. 2(b), it is the front view of sensor. The infrared
emitters and infrared cameras are combined to produce deep
images. At the same time, the RGB camera will capture the
corresponding color image.

Due to subsequent operation, the RGB image is processed
firstly, and then obtain specific area where depth value is
extracted. Secondly, depth value of corresponding area will
be obtained in depth image [27].

Commonly, there is a certain distance between the depth
sensor and the color camera, so this will cause a certain
deviation between the depth image and RGB image [28], [29].
Therefore, sensor calibration work should be done first before
using the sensor sensor accurately.

Sensor calibration is that establish constraints and solve
the intrinsic parameters. Because the sensor has both depth
sensor and RGB camera, so the relative position and pose
parameters between depth sensor and RGB camera should be
calibrated.
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The calibration between the color sensor and the depth
sensor can be performed by projection transformation. Actu-
ally, the pixels of the color image are the projection of the
corresponding points in the three-dimensional space. Taking
into account practical application and simplify the calcula-
tion, the rotation vector and translation vector are considered
for the system only. Therefore, the coordinate transforma-
tion between depth sensor and RGB color camera can be
expressed by following formula (1):

X X
y|=Rx|Y [+T, (1)
Z VA

where vector R and T represent the rotation matrix and the
translation matrix respectively. The (X,Y,Z) represents the
coordinates of the corresponding points of the depth sensor.
Similarly, the (x,y,z) represents coordinates of the correspond-
ing points in the RGB color camera. The coordinates of
the corresponding RGB color image can be expressed as
follows (2):

X
u fex Cy
|: ] N A § " |:C i| @
x = Y
Y7z
where the parameter f; and f, represent the focal length of
the camera in the x and y direction respectively. Whats more,
both the parameter f; and f, are the internal parameters of
the camera. The center of the chip and optical axis does not
always overlap, so there are offsets in x and y direction, these

offsets are represented with ¢, and ¢y in the x and y direction
respectively.

<

C. DEPTH DATA ACQUISITION

Depth data obtained by depth sensor does not exactly cor-
respond to the actual distance, but there is a certain devia-
tion. If the depth data is expressed in pixel, when the dis-
tance between the object and camera changes, the difference
between depth data and actual distance also changes, and this
changing is non-linear. Curve line is obtained by comparison
between actual distance and the sensor measured depth data.
The curve line shows that when the distance is 1m, the sensor
accuracy is 3mm; when the distance is 3m, Kinect accuracy is
30mm. In other words, the accuracy is gradually decreasing
as distance increasing.

In order to avoid above situation, the depth data in pixels
should be converted to data in real distance in millimeter.
Assume depth data of raw value of the 3D scene point P is
composed by 11 bit values. The real distance can be computed
by following formula (3) developed by Juan R. Terven [30]:

d = Ktan(hd4y + L) — O, 3)

where variable d is the real distance between object and
sensor in millimeter. Once the real distance is obtained by (3),
the complete coordinate vector of point p can be derived [30],
in other words, the actual position of point p can be obtained.
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Assume that the coordinate (i,j) is projection of point p.
And the point p in 3D scene coordinate can be calculated in
millimeter according the following formula (4), (5), (6):

x = ({—cy)fad, “)
y=(G—cyfd, )
z=d, (6)

where = 0.594214, f, = 0.591045, ¢, = 33930 and
¢y = 242.73.

20

10

Error (mm)
(=]

L
=

—20

O i i i i i i i
50 100 150 200 250 300 350 400 450
Distance (cm)

FIGURE 3. Depth data conversion.

The depth data is converted into the actual distance after
using (3). And experiment is carried out to verify conversion
result between depth data and actual distance. The result
is shown in Fig. 3. The experimental results show that the
error between the distance measured by manual work and
sensor depth data is less than 30mm. There is change existing
suddenly when distance is between 50cm and 60cm, this
reason for the phenomenon is that it is dead zone in this range.
And the result is within the allowable range of error.

D. COLOR AND DEPTH DATA PROCESSING

E. COLOR DATA PROCESSING

In order to identify plant height automatically by sensor
installed on automatic guided vehicle and achieve the purpose
of precision spraying pesticides, the green plant identification
should be done firstly. The specific steps are shown in Fig. 4.

The RGB color data processing can be mainly divided
several parts. In order to reduce the computation amount
of the subsequent image processing, the image resolution
of 1920*1080 is changed into 960*540. Secondly, the median
filter is used to remove the salt-and pepper noise in this image.
Erosion and dilation operation in mathematical morphologi-
cal algorithm can remove small noise.

Actually, the RGB channel does not reflect the specific
color information of the object well [31]. On the contrary,
HSV color space can be intuitive expression of hue, saturation
and lightness, and it is convenient to compare different color.
Therefore, this paper uses the HSV space instead of RGB
space to describe color character here. Thirdly, determine
whether the HSV component of each pixel in the whole
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FIGURE 4. Color data processing.

image satisfies the green range requirement. Here, the paper
assumes that green pixel component in HSV space meets the
range [32], [33]: the hue is greater than 35 and less than 77,
saturation is greater than 43 and less than 255, lightness is
greater than 46 and less than 255. The following image are
the processing results.

(b)

) o

¥

(c) (d)

FIGURE 5. Fill green image.

Fig. 5(a) is the image contaminated by the salt-and pepper
noise. For the salt-and-pepper noise, the median filter can
filter out well. Fig. 5(b) is the result by applying median
filter which its aperture linear size is set to 3. Fig. 5(b)
shows that numerous noise is filtered out by median filter.
When describing color character, the HSV color space is
used instead of RGB color space, so the RGB color space
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is converted into HSV color space, and the conversion result
is shown in Fig. 5(c). For the image of HSV space, it is easy
to identify color of object. For those pixel that meets green
range requirements are filled with green, and if the pixel that
do not meets green range requirements is filled with white.
Fig. 5(d) is the filling result according HSV space component
requirements. Fig. 5(d) only contains green and white color.
Therefore, the pixel height of green plant in HSV space image
can be calculated easily.

F. DEPTH DATA PROCESSING

Before measuring the actual height of the green plant using
the sensor, the actual distance between the plant and the sen-
sor should be calculated firstly. Due to sensor field of vision,
the depth data contain two parts, the first is the depth data
of green plant, in addition, the depth data of other irrelevant
object. But we only need the depth data of green plant. There-
fore, irrelevant depth data should be filtered out. Contrast
to the depth data, the green plants can be identified by the
HSV data, so the green plants can be identified by the HSV
color data. Once the position of the green plant in the pixel
coordinate system of color image is determined, because the
sensor has been calibrated at previous part, the position of
green plant in pixel coordinate system of depth image is
determined too. Finally, the real distance of green plant can
be obtained by the depth sensor. The specific steps are shown
in Fig. 6.

Pre-processing

Radius and center

Find contours

r————————=- [ -

| _ _ Postprocessing

| Filled image : I _'|
: v | : Contour filtering ||
|| Convert color space : I + :
I v r}: Min enclosing circle ||
I . I
| Adaptive threshold v I
I I
I I
I

L

L

|
v !
|

|

|

FIGURE 6. Finding green plant position.

The filled image consists white and green color only.
In order to reduce the computation amount of the subsequent
image processing, the color space is converted into gray
space from RGB color space. Since the operation of finding
contours can only be done on the base of binary image. So the
image needs to be binarized with white and black. After the
operation of finding contours, there are a lot of noise contours
in the gray coordinate. These noise contours can be filtered
out by length and area. Finally, the min enclosing circle that
can surround the green plant can be obtained. At the same
time, the radius and the center point can be gained. The
following images shown in Fig. 7 are the processing results.
Fig. 7(a) is the HSV image obtained by above steps. Fig. 7(b)
represents the gray image from the color image, grayscale
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FIGURE 7. Finding radius and center point.

can reduce the amount of computation. Fig. 7(c) represents
the adaptive threshold image by binary. And the binarized
image is prepared for finding contours operations. Fig. 7(d)
is obtained by finding contours operation. Fig. 7(d), there
are existing noise contours, so these noise contours should
be filtered out according to length and area of contours.
Fig. 7(e) is obtained by filter operation of length and area.
It filter out other noise contours and reserve green plants
contours. Finally, the min enclosing circle that surrounds the
green plant contour will obtained in Fig. 7(f). Furthermore,
the center point and radius can be gained. Therefore, the next
steps need to calculate average depth data in the range of
min enclosing circle of depth image, thereby the real dis-
tance between the sensor and green plant can be calculated
by Fig. 8.

In order to get the actual distance between the green plants
and the sensor, the radius and the center point information of
min enclosing circle is used [34]. In Fig. 8, firstly, the each
pixel of depth image is traversed from pixel point p(x,y),
where x is equal to difference that x-axis of center point
minus radius, and where y is equal to difference that y-axis
of center point minus radius. Secondly, determine whether
the traversed pixel is inside of min enclosing circle. If not,
traverse the next pixel in order. On the contrary, determine
whether the pixel is green point. If not, traverse the next
pixel in order. On the contrary, calculate the depth data.
Because a lot of pixels meet the requirement above in the min
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enclosing circle. Therefore, in order to obtain the actual dis-
tance between the plant and the sensor, it is necessary to find
the average value of the depth data of the pixel satisfying the
requirements. Finally, the actual distance between the depth
sensor and the plant can be computed.

IIl. PLANT HEIGHT MEASUREMENT

The actual distance between the sensor and green plant has
been obtained by previous steps [35], the actual green plant
height can be obtained by corresponding proportional rela-
tionship [36], [37]. The specific diagram is shown in Fig. 9.

H,
Kinect d

H,

"y ¥

FIGURE 9. Plant height measurement.

Usually, each camera has a field of view, the focal
length will determine the viewing angle. The horizontal
and vertical field of view of the sensor are 70° and 60°
respectively [26], [38]. If the real distance between the plant
and the sensor camera is calculated, the height of the plant
can be calculated according to the following formulas [39],
it is shown as following (7), (8), (9):

b=d x tanb, @)
H, H,
L=, (®)
H, 2b
H, il 2b 9)
= — X
r H )

s

where the variable b is the half height of background, and
where the variable d is the actual distance between the sensor
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and green plant, the variable 6 is half of vertical field view
of the sensor. The variable H), is the plant height in pixel.
The variable H, is actual height of plant to be detected in 3D
space. The variable H; is height of background in pixel and
H; is equal to 424 in pixel and Variable 6 is equal to 30° [38].

Since the maximum depth range of Kinect for xbox one is
4500mm and the minimum depth range is 500mm. According
to the above formula, the highest plant height that can be
measured is 577mm when actual distance is 500mm, and the
highest plant height that can be measured is 5196mm when
actual distance is 4500mm.

IV. SPRAY CONTROL SYSTEM

The pesticide spray control is the most important part in
whole system. Its driving signal is mainly from the arduino
controller. Different control signals will cause different com-
binations of solenoid valves. On the side of the automatic
guided vehicle, there are three nozzles that are installed in
vertical column direction. AGV total height is 750mm, there
is anozzle installed every 150mm. It is shown in Fig. 10. Each
nozzle can spray with the highest height of 300mm, and the
extreme spraying height of whole system is 900mm with three
nozzles opening.

A
N
N
- \\ N
TS Solenoid |—
=27 valve No.1 :
// Ve T
- =]
s .
- Control signal
~N N —
g - \\ N
2 = ‘E\\ Solenoid
g —==3
=== //// valve No.2 Signal
/// - T from
//\ﬁr E elelctric
N S g - relay
[N
[ _\\ Solenoid
\ _ 7 valve No.3
\ ’
N t
N,
N\ s
From
pump

FIGURE 10. Nozzle installation diagram.

In order to achieve precise pesticide spraying for plants,
it is necessary to open different combinations of solenoid
valve according to different plant height, and thereby sys-
tem can control spray height. Therefore, the rules of com-
bination of solenoid valve open or close can be explained
by Table 1:

Due to the limited height of automatic guided vehicle,
the highest plant that the system can be sprayed is about
900mm. The solenoid valve combination methods can be
divided into five cases. Case 1, when the system do not
identify plant, it need to closed all solenoid valve; case 2,
when the height of plant identified is less than 300mm,
No.3 solenoid valve is open only; case 3, when the height of
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TABLE 1. Nozzle combination methods.

Case Height (cm) Combination method
1 None Close all
2 height <30 Only open No.3
3 30 <Height <60 Open No.3 and No.2
4 60 <Height <90 Open all
5 90 <Height Open all

plant identified is greater than 300mm and less than 600mm,
No.3 and No.2 solenoid valve are opened only; case 4, when
the height of plant identified is greater than 600mm and less
than 900mm, all solenoid valves are opened; case 5, if the
plant height is greater than 900mm, due to the limitations of
the system itself, although some of top plant leaves cannot be
sprayed, but all the solenoid valves are opened.

V. EXPERIMENTAL VALIDATION

In order to verify above proposed method based on height
of plant to automatically open or close corresponding valve
installed on automatic guided vehicle, large number of exper-
iments have been carried out. The pesticide spraying system
of height-adaptive test bench is introduced as following.

~ v Kinect
Y sensor

Pesticide tank

Solenoid

FIGURE 11. Schematic diagram and front view of system.

In Fig. 11, it is the front view schematic diagram of all
pesticide system. The main part include a DC motor that
provides power for the system, the sensor that provides vision
information for the system, three solenoid valves that receive
commands sent by arduino controller and send commands
to control nozzles open or close, a pesticide tank that store
pesticide, a pump that sucks pesticide from pesticide tank and
pump it to different nozzles according to requirement.
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A. EXPERIMENTAL SETUP
In order to be able to effectively verify proposed system,
the system is placed to three different plant heights. It aims to
measure plant height by sensor and identify state of nozzles.
In front of system about 1000mm, it is followed by placing
three plants with different height from each other. Its height
are 230mm, 510mm and 810mm, respectively. The system
moves forward evenly and detects plant height simultane-
ously. In process of moving forward, the number of height
detection for each plant can reach 80 times. The system can
confirm the plant height by these 80 results.

100 :
78%

Probability (%)
s 2 oz

[}
(=)
T

0 L L .I| ‘ll

0 50 100 150 200 250 300
Height (mm)

FIGURE 12. Height statistics for first plant.

B. EXPERIMENTAL RESULTS

In Fig. 12, Fig. 14 and Fig. 16, the x-axis represents height
of plant. However, in Fig. 12, the y-axis represents that size
of probability that 80 measurement results are in the interval
of (0-5), (5-10). . .(295-300), in Fig. 14, the y-axis represents
that size of probability that 80 measurement results are in the
interval of (0-5), (5-10)...(825-830), in Fig. 16, the y-axis
represents that size of probability that 80 measurement results
are in the interval of (0-5), (5-10)...(995-1000).

When system measures plant height, there is large devia-
tion because of system and sensor errors, so plant height mea-
surement final result can be obtained by selecting height with
maximum probability. In Fig. 12, the maximum probability is
78%, and it is corresponding to height of 235mm. In Fig. 14,
the maximum probability is 68%, and it is corresponding
to height of 540mm. In Fig. 16, the maximum probability
is 68%, and it is corresponding to height of 780mm. And
these height values are shown In Fig. 13, Fig. 15 and Fig. 17
respectively and represented by using black line.

In Fig. 13, Fig. 15 and Fig. 17 the black line indicates the
actual plant height measured by sensor. In order to illustrate
the accuracy of algorithm, the upper and lower limits of error
value are set. The error value is equal to 5% of black line
value. For different height plants, the error value is different
and upper and lower limits are presented with blue line. The
area between two blue lines is said the credible interval.
The upper limit of three plants are 246.75mm, 567mm and
819mm respectively, and the lower limit of three plants are
223.25mm, 513mm and 741mm.
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FIGURE 13. Height calculation for first plant.
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FIGURE 14. Height statistics for second plant.
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FIGURE 15. Height calculation for second plant.

When plant height is within this interval, it is believed the
plant height measurement error is acceptable by sensor. The
red circles represent the results of plant height measurement
by sensor.

In order to demonstrate accuracy of sensor measurement
results, each plant is measured three times by manual work
and it is represented by green filled triangles. The height
of first plant measured by manual work is 228mm, 235mm
and 236mm. The height of second plant measured by man-
ual work is 550mm, 561mm and 553mm. The height of
third plant measured by manual work is 755mm, 760mm
and 771mm. The results show that these green filled triangles
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FIGURE 16. Height statistics for third plant.
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FIGURE 17. Height calculation for third plant.

are all within credible interval, which proves the accuracy
using sensor to measure plant height.

The sensor is used to measure three different height plant
in above section, and the accuracy of height measurement has
been demonstrated. The system should open different number
of nozzles according to rules set in Table.1. In order to able to
calculate number of nozzles which its state is open or close
more directly, the flow meter is used to collect total outlet
flow information. If the number of open is different, the total
outlet flow of system is also different.

In above section, the height measured by sensor are
235mm, 540mm and 780mm. So the nozzle number of open
should be 1, 2 and 3 respectively. The flow rate result is shown
as Fig. 18.

The x-axis represents time (ms) and the y-axis represents
flow rate (L/min) of pump. The pump is pressure-controlled.
The pump is opened when pump pressure is less than 0.1Mpa
and the pump is closed when pump pressure is over than
0.45Mpa. The self-suction height of water pump is 2m.

As shown in Fig. 18, when there is no plants, the total flow
rate is OL/min. When height of plant is 235mm measured
by sensor, the system will only open one nozzle and the
flow rate is between 1.3L/min and 1.5L/min. When height
of plant is 540mm measured by sensor, the system will open
two nozzles and flow rate is controlled near 2.3L/min. When
height of plant is 780mm measured by sensor, the system will
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FIGURE 18. Number of nozzles for spraying.

open three nozzles and flow rate is controlled near 2.4L/min.
So when the system moves forward evenly, No.1, No.2 and
No.3 nozzle are opened automatically according to the plant
height.

Since the nozzles used in this system are larger in diameter,
the flow rate generated by two nozzles is substantially equal
to the rated flow of the pump. Thus, as shown in Fig. 18, when
the first nozzle is opened, flow rate generated is about half of
the rated flow of pump, the flow rate is about 1.4L/min. When
two nozzles are opened, the flow rate is close to the rated
flow of pump, the flow rate is about 2.3L/min. And flow rate
is 0.9L/min lager than only one nozzle opened. When three
nozzles are opened, total flow of the system has reached the
rated flow, the flow rate is 2.4L/min. Compared to open the
two valves, the total flow rate is only 0.1L/min larger than
two nozzles opened.

VI. CONCLUSION

In this paper, a height-adaptive pesticide spraying system is
proposed. The system is based on automatic guided vehi-
cle. Using depth data to obtain real distance between the
plant and camera. The height of plant can be calculated by
combining with vertical field of the sensor. And control the
solenoid valve open or close by controller. The system can
identify plant height accurately, and system can open or close
corresponding nozzles according to height information, this
illustrates effectiveness of the proposed design method. In the
future research, we will focus on the more advanced method
suitable for height-adaptive pesticide spraying system.
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