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ABSTRACT The energy Internet (EI) is an important infrastructure for effectively utilizing and intelligently
managing renewable energy sources (RES). In this paper, we study the architecture design of the EI under
the backdrop of large-scale RES grid connection and the efficient forecasting and optimal utilization of
energy. The contribution of this paper is threefold. First, we design a hierarchical integration architecture
for the EI and attempt to solve the issues of energy and information management that stem from large-scale
RES grid connection. Second, we propose a novel energy forecasting scheme that significantly reduces
the amount of effort and ensures the accuracy of formulating the energy forecasting as an instance of the
matrix completion issue. Third, we take electric vehicle charging as a typical case and propose the use of
reinforcement learning to achieve optimal energy delivery. An experimental evaluation of real-world data
sets validates the expectations of the study and highlights the superiorities of our proposed approaches.

INDEX TERMS Energy internet, energy forecasting and delivery, matrix completion, reinforcement
learning.

I. INTRODUCTION
To achieve the efficient exploitation and intelligent man-
agement of large-scale renewable energy sources (RES),
the Energy Internet (EI), which integrates new energy tech-
nology and IT, was proposed [1], [2]. The EI controls various
energy flows (mainly electrical energy, including thermal,
chemical and electromagnetic energy) with information flows
while ensuring the efficient management of the dual-flow of
energy and information.More importantly, it enables the open
interconnection and peer-to-peer sharing of energy. The EI is
regarded as an update of the existing smart grid (SG) [3], and
it can make up for the deficiencies of the SG in response to
numerous complex generations and variable loads. Currently,
research on the EI has drawn widespread attention from
industry and academia [4], [5].

RES is the main energy source for the EI [6]; however, with
the increases in RES generation units, the EI is bound to face
two potential problems: 1) RES is scattered geographically
and the output is uncontrollable; thus, from-top-to-bottom,
unified energy management is unsuitable for the scenario of
large-scale RES grid connection. 2) The demand for a highly

intelligent EI will result in explosive growth in energy data,
and a centralized information management mode is affected
by data acquisition, storage and transmission issues [7].
Determining how to safely and steadily connect RES to the EI
for efficient management and real-time energy sharing is the
main problem facing EI architecture design, and our archi-
tecture is proposed to address this issue. First, by the support
of advanced power electronics and energy storage technolo-
gies [8] and based on the principle of ‘‘local consumption first
surplus grid-connection,’’ we design a structure of RES-based
generation units to ensure the stability and controllability of
dual-flow and achieve the distributed management of energy.
Second, referencing a distributed computational framework
from the Internet of things [9], [10], an architecture of hier-
archical integration is designed to manage the dual-flow
hierarchically and attempt to resolve the problems resulting
from unified and centralized management. Next, under the
proposed EI, we study the forecasting and delivery of energy.

Efficient and accurate energy forecasting is the premise
of ensuring safe EI operation and intelligent energy man-
agement. Hence, we first explore the output power (OP)
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forecasting of the E-microgrid (shown in Fig. 2, where
‘‘E-’’ denotes ‘‘energy’’) in our proposed EI. The E-microgrid
OP in the paper refers to the generation surplus energy
that meets the load requirements of the E-microgrid; briefly,
it is the surplus power of total generation minus the total
load within a E-microgrid. However, as the number of RES
generation units increases, the corresponding number of
E-microgrids also increases, which makes OP forecasting a
difficult effort. Motivated by [11]–[13], we argue that the
geographically close E-microgrids in our EI must exhibit
potential spatiotemporally correlated behaviors. Therefore,
based on the current advanced load and power forecasting
technologies (see section II in detail), we first characterize
the OPs of the E-microgrids for the same control center
(called E-fog, Fig. 2) as a two-dimensional energy matrix,
or E-matrix. Then, we fully demonstrate that the E-matrix has
an approximate low-rank property via real-word traces [14].
Finally, we achieve efficient and reliable OP forecasting for
the E-microgrids in the same E-fog by introducing matrix
completion (MC) [15]. Ulteriorly, guided by the above fore-
casting scheme, we explore the optimal delivery of energy.

From the perspectives of both EI operators and energy
consumers, the optimum utilization of energy is a win-win
strategy [5]. By leveraging efficient OP forecasting, E-fog can
improve green energy saving by making day-ahead energy
delivery schedules for consumers. However, the random-
ness of some users’ energy utilization, such as electric vehi-
cle (EV) charging behaviors, can cause the actual demand
trends to mismatch the delivery schedules, which can result in
the frequent use of storage facilities or requests for backbone
grid response. To achieve optimal energy delivery and take
the following factors into account. 1) The EVs can serve as
important energy storage facilities for the EI to balance RES
generation fluctuations [16]. 2) The randomness of driver
behavior leads to the extreme flexibility of charging activ-
ities and difficult in precisely modeling these systems, and
the design of optimal energy use based on the EV charg-
ing control is challenging [17]. Therefore, we take the EV
charging as a case study and propose a model-free control
approach based on reinforcement learning (RL) [18] for accu-
rate energy delivery. Compared to traditional approaches, our
proposed method does not require much prior knowledge and
precise modeling, and the control terminal can converge to
the optimal solution through heuristic learning with a few
parameters.

The main contributions of our work can be summarized as
follows:
• We investigate the impact of large-scale RES grid con-
nection on the EI, and in response to emerging energy
and information management and transmission chal-
lenges, a hierarchical integration architecture for the EI
is presented.

• Under our architecture, we propose a novel energy
forecasting scheme based on MC, which efficiently
generates a complete energy matrix based on partially
acquired observations from various E-microgrids.

• We explore the challenges of massive EV charging in
the EI and employ the RL-based technique to capture
the optimal energy delivery, whichminimizes the energy
cost based on heuristic learning.

• We evaluate our claims based on real-world load and
RES generation data sets, and the experimental results
meet expectations and reflect the superiorities of our
proposed scheme and approach.

The rest of this paper is organized as follows. Section II
describes the related work. In Section III, we design a hierar-
chical integration architecture for EI. Section IV introduces a
power forecasting scheme based onMC. In SectionV, we take
the EV charging control as an object and study the optimal
delivery issue of energy using RL technique. Section VI
presents the evaluation results by utilizing real-world data
sets. Finally, we conclude in Section VII.

II. RELATED WORK
We divide the related work into three parts, the first part is the
existing achievements about the EI architecture, the second
investigates the application of spatio-temporal correlations in
energy forecasting, and the last part, a survey of the literatures
on employing RL for charging control is given.

A. EI ARCHITECTURE DESIGN
The concept of EI has been brought forward for more
than ten years, but it is still in the exploration stage now.
In [19], Huang et al. proposed an architecture, named as
FREEDM, for RES generation based on the energy router
(E-router) [20], which followed the core router of inter-
net. In the case of large-scale RES being integrated into
the EI, Bui et al. [21] studied the problem of improving the
efficiency and optimizing the allocation of energy demand.
Wang et al. summarized the security issues [22] and commu-
nication standards of the energy information network [23],
and also explored the challenges about the design of commu-
nication system of EI. However, these efforts do not study
the related problems of energy big data in depth, which
stemmed from a large number of RES generation units and
our architecture will fill up the deficiency.

B. ENERGY FORECASTING SCHEME
Promoted by the development of machine learning and big
data analytics, the accuracy and precision of load or power
forecasting are substantially improved [24]–[27]. These con-
tributions, which are the great foundations for our scheme,
adequately utilize the power of intelligent algorithm to solve
nonlinear problems and reduce the dependence on historical
data along with improving the adaptability for the small
sample sets. In fact, a substantial amount of attention has been
drawn to study power or load forecasting by using spatio-
temporal property. Tastu et al. [11] studied spatio-temporal
correlation effect on wind speed and direction in western
Denmark, and proposed a nonlinear model to measure the
forecasting errors for wind power. In [28], Tascikaraoglu
and Sanandaji studied residential power demand using spa-
tial and temporal information respectively, and implemented
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the predicted objects recovery via the compressive sensing.
In order to reduce the data volume of power load samples,
Carreno et al. [29] proposed an allocation method which
using the spatial correlation of new loads for load growth
of city. Inspired by these works, we take full advantage
of the spatio-temporal property of the E-matrix and reduce
the amount of forecasting effort by exploiting the power of
the MC.

C. EV CHARGING CONTROL APPROACH
The studies of charging approach for the EV can be broadly
split into two groups: one is based on the deterministic algo-
rithms and the other depends on the heuristic ones [30].

In the first group, Fan [31] modeled the user’s charg-
ing preferences which based on dynamic real-time elec-
tricity prices, and minimized the cost of EV charging.
Rücker et al. [32] used the battery lifetime as an objective
function and minimized the total operating cost of a fleet
employing the nonlinear programming. However, the above
efforts did not consider the impact of the strong randomicity
and uncertainty of EV charging behavior, and the optimiza-
tion effect is overly relay on the accuracy of the build model.

In the second, Shi and Wong [33] formulated the real-
time vehicle-to-grid control problem as a Markov decision
processes (MDP), and took the uncertain electricity price as a
Markov chain with unknown transition probabilities, but they
considered the MDP with only one EV. In a scenario with
RES supplies, Vandael et al. [17] considered the unknown EV
charging flexibility and built a model via the MDP, and took
the state of charge (SoC) of the battery of the EV as the state
space, but the optional actions were only classified into three
categories. Our work propose an overall control approach for
charging EVs, which achieves a fine control for the charging
behavior via designing the state and action space carefully.
A multi-agent-based distributed Q-Learning algorithm [34]
is employed to search for the optimal control policy.

III. EI ARCHITECTURE DESIGN
Electric power is the main carrier of energy, and the large-
scale RES will provide most of the energy for the future EI.
To steadily leverage the large-scale RES and account for
the balance between the energy supply and demand and the
flexibility of energy interactions, we first design a structure
for RES-based generation. This structure is known as an
E-edge unit, and it uses the E-router as the dual-flow master
node, as shown in Fig. 1.

In Fig. 1, E-edge unit generation occurs through its own
RES supply side, and after being processed by the terminal
controller, the generated energy is fed to the local demand
side, and the surplus is stored in the local E-storage facil-
ity or transported to E-microgrids via bidirectional convert-
ers [35] and the E-router to participate in management and
interactions. Bidirectional converters have dual roles of input
rectifiers or output inverters, and the E-router, which is based
on FREEDM [19], is the key hub of dual-flow interac-
tions. The associated information module enables two-way

FIGURE 1. Structure of the E-edge unit.

communication and data storage, and the core electrical mod-
ule, a solid-state transformer, enables the intelligent conver-
sion and control of multiple power forms at multiple voltage
levels, which ensures energy-flexible grid connection.The
designed E-edge unit enables ‘‘plug and play’’ for the internal
supply and demand side and storage facility, allows energy
transmission from the E-microgrid and guarantees the free
sharing of energy. Furthermore, the output or input quantity of
energy can be metered using the smart meter [36] and settled
based on real-time price.

The essence of the EI, which is different from the SG,
is that it enables open, peer-to-peer power sharing between
distributed generation units; thus, it is especially important
to achieve efficient information flow and processing in the
grid. Considering the large size of the energy field and the
increase in the number of E-edge units, the information pro-
cessing system of the EI will face pressure from big data [7].
Traditional centralized tightly coupled architecture inhibits
the real-time management and sharing experiences of users
due to data congestion and delayed response.

To overcome these disadvantages, we present an architec-
ture of hierarchical integration and divide the overall archi-
tecture of the EI into three layers: the E-edge layer, regional
E-fog and cloud control center at the top. The energy inter-
action and part of the data stored within the first two levels
are completed on the spot, which reduces the data storage
of the cloud center and the data circulation of the main
communication link and increases the real-time efficiency
throughout the network. The architecture is shown in Fig. 2.

In Fig. 2, as the most basic energy unit, the E-edge is
both the demand side and the most important supply side
of energy in the EI. Due to low productivity and scattered
and huge numbers of E-edges, before integrating into the
upper layer, multiple geographically proximal E-edges form
a group to connect the upper layer, i.e., the upper layer
regional E-fog through an E-microgrid. The E-microgrid is
a dual-flow management center in the E-edge layer and is
responsible for the following tasks: 1) operating in grid-
connected mode, managing the external energy supply and
demand of each unit in the group, and the in situ storing of
information associated with the E-edge units. This approach
ensures internal consumption and sharing, and the surplus
assists in the energy distribution under the command of E-fog.
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FIGURE 2. The hierarchical integration architecture of the EI.

2) Island mode coordinates the demand of group members
to ensure an internal supply-demand balance of energy by
leveraging controllers and the storage facility. In addition,
an independent power generation system (IPGS), which con-
sists of a large power generation plant, is connected to E-fog
to ensure safe and stable operation.

The E-fog layer is a regional dual-flow control center and is
responsible for geographically proximal E-microgrids. First,
it has a function similar to the E-microgrid in themanagement
of the dual flow but on the E-microgrid level; thus, is asso-
ciated with a stronger control center and storage facility.
Second, E-fog supplies gathered energy to regional large-
scale demand sides, such as office buildings, factories, charg-
ing stations, etc., and it is the main place for EI earnings.
Finally, the scheduling and interconnection of energy
between E-fogs is controlled by the cloud center through
the backbone network, and it is responsible for continuously
accepting and integrating most of the traditional generation
systems with the evolution of the EI.

As a top command and information processing center,
cloud control centers only conduct information-level interac-
tions with others. The cloud center is responsible for regional
energy distribution and coordination and for the completion
of storage and analysis of most energy big data. Addition-
ally, it provides computational resource support for dynamic
assessment, the balance of the supply and demand, grid mon-
itoring and maintenance, assessment and adjustment of the
operating service quality, and the security and protection of
the network.

Our constructed EI architecture is based on the concept of
open and peer-to-peer information/energy integration, which

attempts to alleviate the issues caused by the large-scale
RES grid connection and solve the real-time and dynamic
utilization issues of distributed RES. In the background of
such an architecture, we further conduct research on energy
forecasting and optimal delivery.

IV. EFFICIENT ENERGY FORECASTING SCHEME
In this section, with the analysis of the low-rank property
of the E-matrix, we propose an output power forecasting
method.

A. LOW-RANK PROPERTY OF THE E-MATRIX
Under the same E-fog, we infer that the load and power
generation in different E-microgrids have spatio-temporal
correlation behaviors because of their geographical proxim-
ity, which must result in a potentially low-rank property of
the E-matrix. To support the above hypothesis, the following
works were carried out.

First, for the one-day OP of each E-microgrid in the
same E-fog, values are assigned in a two-dimensional spatio-
temporal energy matrix, which is the E-matrix and can be
expressed as:

Emat =


pgrd1,1 pgrd1,2 . . . pgrd1,D
...

... pgrds,d
...

pgrdS,1 pgrdS,2 . . . pgrdS,D

 (1)

The rows and columns of Emat characterize the space and
time behaviors of the E-matrix, respectively. S represents that
an E-fog manages S E-microgrids, and D means that a day
is divided into D measurement stages. Each element pgrds,d in
the E-matrix indicates the current OP value of E-microgrid s
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at time d , which can be defined as:

pgrds,d = pgens,d − p
loa
s,d

∀s ∈ {1, 2, . . . ,S}
∀d ∈ {1, 2, . . . ,D} (2)

where pgens,d is the total power generation of the RES and ploas,d is
the total electricity demand loads of the E-microgrid. Under
our proposed architecture, because of the existence of the
IPGS (reference Fig. 2), pgrds,d can be set to greater than 0.
Therefore, E-fog only considers the case of the E-microgrid
as a net OP source.

Next, to acquire the E-matrix for the scenario we estab-
lished, we combined the real-world traces, and those from
PJM’s Data Miner [14] contain metered load and RES gen-
eration data from 2016 and geographic location information.
These data are used to create 366 one-day energy matrices
according to (1) and (2). The reason that these matrices
can be used to represent the E-matrix of the E-fog is that
the sources of the above data are geographically close [37].
We take these E-matrices as the object based on their spatio-
temporal correlation behaviors, and the assumption that the
E-matrix has potential low-rank properties will be gradually
confirmed below.

We randomly choose one matrix from the created
366 E-matrices and plot its color map, as shown in Fig. 3 (a).
The size of the matrix is 69×24, i.e., in our scenario, there
are 69 E-microgrids, and the one-day OP forecasting occurs
at an hourly time scale.

FIGURE 3. Color map and singular values of the E-matrix. (a) Color map.
(b) Normalized singular values.

In Fig. 3 (a), it can be seen that 1) the OPs from the same
E-microgrid but at different times are highly correlated and
2) the different E-microgrids tend to generate similar pgrds,d
values at the same time. The correlation behaviors among
the OPs of different E-microgrids indicate that the degrees
of freedom of the E-matrices are much smaller than their
dimensions, and low degrees of freedom lead to the E-matrix
exhibiting a low-rank property, which is the necessary condi-
tion for applying matrix theory. Furthermore, we employ the
singular-value decomposition (SVD) to confirm the low-rank
property of the E-matrix with sparse prior information. The
process of SVD is described as:

Emat =
min(S,D)∑

i=1

ui · σi · (vi)H (3)

where σi denotes the singular value of Emat , ui and vi are
the left- and right-singular row vectors of σi respectively.

The result of the decomposition of the above E-matrix by
SVD is shown in Fig. 3 (b).

Fig. 3 (b) illustrates that the energy of the E-matrix is
mainly concentrated on the first few singular values, and
the ratio is over 80%. Additionally, the noise interference
factors contribute to the remaining singular values that exhibit
low proportions. The approximate low-rank property of each
E-matrix will play a significant role in our work. A low-
rank property is universal among our E-matrices; therefore,
we decomposed all 366 E-matrices by leveraging SVD and
calculated the ratio of the sum of the first two singular values
(σ1 + σ2) for each matrix, The results are shown in Fig. 4.

FIGURE 4. The proportion of the sum of the first two singular values.

Fig. 4 illustrates that the number of matrices with a
proportion of more than 0.90 accounts for approximately
58% of all matrices, and those with a proportion greater
than 0.89 account for over 94%. This result suggests that
the approximate low-rank property is ubiquitous in our
E-matrices. Based on this conclusion, we discuss the pro-
posed efficient OP forecasting scheme.

B. MC-BASED EFFICIENT FORECASTING SCHEME
According to the contributions of known works [15],
[38], [39], if a matrix has a sparse priors of low-rank property
and satisfies the constraints of restricted isometry property
and uniform random sampling, then the exact reconstruction
of the matrix can be achieved. The reconstruction process,
i.e., matrix completion is an affine rank minimization prob-
lem subject to random constraints, which can be described
as:

minimize
Êmat

rank(Êmat )

subject to Êmats,d = Emats,d , (s, d) ∈ �

or F�(Êmat ) = F�(Emat ) (4)

where Êmat ∈ RS×D is the target matrix and we suppose
S ≥ D, Emat represents the actual matrix to be completed,
� ⊂ [S] × [D] denotes a set of observation coordinates for
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Emat and |�| � (S×D) denotes the number of observations.
F�(·) denotes the projection mapping as follows:

F�(Emat ) =

{
Emats,d (s, d) ∈ �
0 (s, d) /∈ �

(5)

In our scenario, Emat represents the E-matrix containing
only |�| E-microgrids’ OP, and Êmat denotes the reconstruc-
tion E-matrix using the MC; the values of S and D are
69 and 24, respectively.

Problem (4) is an NP-hard problem due to the non-convex
property of the operation of the low-rank matrix. From the
point of nuclear norm minimization, Candès and Recht [15]
and Cai et al. [39] performed leveraged convex relaxation to
formulate the problem as follows:

minimize
Ê
mat

∥∥∥Êmat∥∥∥
∗

subject to F�(Êmat ) = F�(Emat ) (6)

where
∥∥∥Êmat∥∥∥

∗

=

D∑
i=1
σi(Êmat ) and ‖·‖∗ denotes the nuclear

norm, σi is the ith singular value of Êmat . In addition,
Candès et al. proved that when the number of observations
is satisfied, |�| ≥ cS1.2r logS, the original matrix Emat

can be accurately reconstructed with high probability via
equation (6).

As the nuclear norm is non-linear and non-smooth but
convex, equation (6) can be formulated as a semi-definite
programming (SDP) [40]. Moreover, different iterative meth-
ods, such as singular value thresholding (SVT) [39] and
atomic decomposition for minimum rank approximation
(ADMiRA) [41], are also employed to seek the optimum
solution. In the experimental part of our paper, we evaluate
some typical algorithms for matrix reconstruction, and a suit-
able algorithm is selected.

V. OPTIMAL ENERGY DELIVERY APPROACH
In this section, we take the EV charging control as a case
study and propose an RL-based energy delivery approach.
We ensure that the aim of the agent agrees with the objec-
tive, which minimizes the deviation between planned energy
delivery and actual usage by devising the state and action
space along with the reward function carefully, and a train-
ing method based on distributed Q-Learning is proposed.
We group the design process into four parts.

A. DAY-AHEAD ENERGY DELIVERY SCHEDULE
On the forecasting day, according to the one-day OP fore-
casting results in section IV, E-fog aggregates the OP of each
E-microgrid within its jurisdiction as follows:

Etotal = {
S∑
s=1

pgrds,1 ,
S∑
s=1

pgrds,2 , . . . ,
S∑
s=1

pgrds,D} (7)

Then, E-fog’s charging control center (CCC), which is
capable of obtaining the charging data, including the number

of requests, initial SoC and battery parameters of the EV,
combines Etotal and the history of charging information to
plan the energy delivery schedule for the EVs. Note that an
accurate delivery schedule is not essential in our work, and
many previous research efforts have yielded excellent results
in this area [17], [33]. Hence, our work does not discuss the
delivery schedule in detail and in the experimentation section,
we only give approximate delivery curves based on different
scenarios to evaluate the proposed approach. An illustration
of the energy delivery schedule is shown in Fig. 5.

FIGURE 5. Time division of an energy delivery schedule.

In Fig. 5, the energy delivery stage is split into H supply
periods and the time interval 1h between adjacent supply
periods is set to 1 hour. The power schedule for each sup-
ply period is described as:

PFS =
H−1∑
x=0

{PxFS [ε(h− x)− ε(h− x − 1)]}

= {P0FS ,P
1
FS , . . . ,P

h
FS , . . . ,P

H−1
FS } (8)

where ∀h ∈ H = {0, 1, . . . ,H − 1}, the ε(·) denotes a step
function and can be expressed as:

ε(x) =

{
1, x ≥ 0
0, others

(9)

Furthermore, each h is segmented into M charging time
slots t , ∀t ∈ T = {t1, t2, . . . , tH ·M }, and the temporal resolu-
tion of each slot is defined as 1t = 1h/M = 1/M . In this
way, a whole energy delivery stage can be discretized into
H ×M charging slots. At the start of every slot, the charging
control decisions are made, and the charge piles are assumed
to have constant OP throughout every slot.

B. CHARGING PROCESS FORMULATION
According to the currently known scenarios of EVs that have
been applied for charging, the CCC of an E-fog develops a
power distribution planning for each EV before starting each
charge slot as follows:

Ptpla = {p
t
1,pla, p

t
2,pla, . . . , p

t
n,pla, . . . , p

t
Ñt ,pla
} (10)

where ptn,pla denotes the plan charging power. Additionally,
∀n ∈ V = {1, 2, . . . , Ñt }, where Ñt denotes the number of
charging EVs in slot t . Considering that the fully charged EVs
leave the charging queue or the EVs with low battery join
after each charging slot, Ñt is a dynamic value and is subject
to the constraint of Ñt ∈ [1,Nmax], where Nmax denotes
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the total number of charging piles within the control range
of the CCC. The initial charging power for each EV can be
expressed as:

ptn,pla = Fpla(etn, Ñt )P
t
FS

=
sgn(emax − etn)

[
Ñt∑
n=1

sgn(emax − etn)/etn]etn

PtFS

∣∣∣∣∣∣∣∣∣∣
t=0

(11)

We consider that the EVs are homogeneous and have the
same maximum usable battery capacity Bmax, and the etn ∈
[0.2Bmax, 0.8Bmax] in general [30]. For convenience, we map
the interval [0.2Bmax, 0.8Bmax] to [0, emax]. The function
sgn(·) which is defined as follows, is used to eliminate the
fully charged EV.

sgn(x) =


1, x > 0
0, x = 0
−1 x < 0

(12)

When slot t ends, the SoC of EVs can be increased as:

et+1 = et + ptact/M (13)

the notation ptact represents the actual charging power of these
EVs:

Ptact = Fact (PtFS ,P
t
pla, �ev, Ñt )

= {pt1,act , p
t
2,act , . . . p

t
n,act . . . , p

t
Ñt ,act
} (14)

where ptact is calculated based on the current values of PtFS
and Ptpla and the number of charging EVs Ñt , in addition
to the parameters of the batteries �ev = {emax, pmin, pmax};
pmin and pmax denote the lower and upper bounds of the EV
charging power, respectively; and Fact (·) is a policy function
included inAlgorithm 1 to ensure that each request based on
the SoC is considered based on the supply power PhFS . Based
on the above stipulations, before starting the next charging
slot, the CCC updates the distribution plan according to the
following formula:

Pt+1pla = Fupd (Pt+1FS ,P
t
pla, e

t , �ev

∣∣∣ t ∈ T) (15)

where Fupd (·) represents an update function for the plan
power, and its calculation is given inAlgorithm 1. We ignore
the time required to execute the updated plan because it is
much smaller than the time slot length, and when the SoC of
an EV reaches the maximum in slot t , the charging channel
is automatically cut off.

The purpose of formulating the control problem is to min-
imize the energy cost caused by the deviation between the
planned and actual power, which we call the charging power
deviation (CPD). Then, we discuss how to formulate the
mathematical model for this purpose.

During the EV charging stage, the CPD in a slot is directly
related to the E-fog’s cost, and the actual deviation comes
from two factors.

Algorithm 1 Plan Power Update Function

Input: Parameters ptpla, Ñt , �ev,PtFS and M.
Output: Parameter pt+1pla .
Initialization: p0pla and loop count Lc = M for each h.
1: for t = 1, 2, . . . ,Lc do
2: Compute: ptpla
3: if ptpla /∈ [pmin, pmax] then
4: ptact ← [pmin, pmax]
5: else ptact ← ptpla
6: end if
7: Compute: et+1 by using equation (13).
8: Taking into account the real world scenario:
9: if et+1 > emax then
10: Removing the EV and Ñt ← Ñt − 1
11: end if
12: Compute: pt+1pla by using equation (11).
13: end for

• If the plan charging power is greater than the actual
power, the surplus energy must be stored in the stor-
age station or exported to the grid, which creates stor-
age or transmission costs. We denote the unit price of
surplus energy as β−sur/kWh, and the total loss is given
as:

C−sur = {−[
∑
t∈T

∑
n∈V

(ptn,act − PtFS )]1t}β
−
sur (16)

• Conversely, when the planned generation is less than the
actual generation, E-fog must bear the cost of making up
for the energy shortage, and the unit price of an energy
shortage is denoted as β−sht/kWh; therefore, the follow-
ing equation can be formed as:

C−sht = {[
∑
t∈T

∑
n∈V

(ptn,act − PtFS )]1t}β
−

sht (17)

Obviously, maximizing revenues is achieved by minimiz-
ing C−, and our aim is to find a charging control approach to
minimize the CPD of EVs. Before exploring this approach,
we first calculate the theoretical optimal value of the devia-
tion, which can be used as a baseline to evaluate the perfor-
mance of our proposed approach. Substituting 1t = 1/M
into (16) and (17), and let 1Pt 1

= Ptact − PtFS denotes the
CPD. Thus, the optimization problem can be formulated as
follows.

minimize
1Pt

1
2M

∑
t∈T

∑
n∈V
{[1− sgn(1ptn)]β

−
sur

+ [1+ sgn(1ptn)]β
−

sht }1p
t
n (18)

subject to

pmin ≤ ptn,act ≤ pmax, ∀n ∈ V, ∀t ∈ T (19a)

0 < etn ≤ emax, ∀n ∈ V, ∀t ∈ T (19b)

1 ≤ |V| ≤ Nmax, H ≤ |T| ≤ HM (19c)
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In our optimization problem, which is described in (18),
sgn(·) guarantees that both surplus and shortage situations
do not occur simultaneously, which makes the formulation
agree with real-world scenarios. The optimization problem
can be solved after being relaxed as H × M integer lin-
ear programming subproblems [43], and the smallest one
of these H × M solutions is the optimal solution of the
problem. We can employ an off-the-shelf and free solver
(e.g., CVX [44] or Ip_solve [45]) to solve the objective
function of the optimization.

FIGURE 6. The EVs charging process.

C. MDP MODEL
According to the above sections, the charging process of
the EVs can be described in Fig. 6. This process can be
modeled as a finite discrete-time MDP defined by four tuples
< S,A,Pr,R >. S and A denote the state and action space,
respectively; Pr is the probability of transition; and the reward
function is represented by R.

1) STATE SPACE
During the EV charging stage, the number of charging EVs
changes, as do the transitions of charging slots, i.e., parame-
ter Ñt changes. These variations in turn lead to changes in
the dynamic parameters of the charging model, so that Ñt
directly affects the match between the energy delivery curve
and the actual consumption curve, i.e.,. the minimization of
the energy cost. Hence, we choose the number of charging
EVs as the state space S of our MDP. Moreover, another
advantage is that such a state space is simple, discrete and
finite. The state space is defined as follows.

S 1
= 〈 si ∈ {Ñt }

∣∣∣ 1 ≤ Ñt ≤ Nmax〉, |S| = Nmax (20)

2) ACTION SPACE
We use π to denote the policy in the current state si. Com-
bined with the function Fpla(·) in equation (11), the charging
action for an EV can be described as follows:

atn = π ( si| pmin, pmax, 9) = Fpla(etn, si)�9

=


{at,jn } pmin < at,jn < pmax

ε(at,jn − pmax)pmax

+ε(pmin − a
t,j
n )pmin at,jn ≥ pmaxora

t,j
n ≤ pmin

(21)

where 9 = (ψ1, ψ2, . . . ψJ | 0.5 ≤ ψj ≤ 1.5, ψ ∈ R) is
the fine-grained control factor (FCF), which reduces the CPD

and promotes theminimization of the energy cost. Combining
equations (11), (14) and Algorithm 1, we know that atn is a
refined distribution of the actual charging power of the EV,
and

∣∣atn∣∣ = J . The action space is described as:

A , 〈aj = {at,jn , pmin, pmax}

∣∣∣ pmin ≤ at,jn ≤ pmax,

n ∈ V〉, |A| = Ñt × J (22)

3) REWARD FUNCTION
Based on the smallest CPD required to obtain the maximum
reward value, combining equations (8), (18) and (21), we can
derive the reward function of the MDP as follows.

R(sti , a
t
j ) = exp(

−ξ
∣∣1Pt

∣∣
M

)

⇒ exp[−ξ

∣∣∣∣∣∣PtFS −
∑
n∈|sti |

(atn
∣∣ψj = atj )

∣∣∣∣∣∣] (23)

In (23), the exponential function ensures that the smallest
CPD gets the maximum reward. ξ denotes the convergence
rate control factor and by adjusting its value, a balance can be
achieved between the speed and accuracy of the algorithm.
Note that because the price parameter and the total number
of slots are constant, they have no effect on the optimization;
therefore, we ignore them in equation (23).

D. LEARNING ALGORITHM
In our MDP, both the state and action space dimensions
directly rely on the number of charging EVs, thus a large
number of EVs will incur the curse of dimensionality.
To alleviate this problem, we leverage the multi-agent-based
distributed-Q learning algorithm to improve the efficiency.
First, the agent is decomposed into J independent learners
with the same state space and reward function, and the corre-
sponding action space is as:

A = {A1,A2, . . . ,Aj, . . . ,AJ }

Aj = {at,jn , pmin, pmax},
∣∣Aj
∣∣ = Ñt (24)

Each agent explores the environment and updates its own
state-action value function Q(s, a) independently in a supply
period h. At the end of h, the optimal exploitation policy
is selected through ‘‘exchange experience’’ (i.e., compare
Q(s, a) among agents). The update rule for each Qj is as
follows:

Qjt+1(st , at ) = (1− α)Qj(st , at )+ α[R(st , at )

+ γ Pr( st+1
∣∣∣ st , at ) maxQjt,π (st+1, at+1)]

(25)

where at , at+1 ∈ Aj; γ ∈ (0, 1] is the discount factor
and α ∈ (0, 1] is the learning rate, Pr obeys the Poisson
distribution with the rate parameter λarr ; and max(·) indicates
that the convergence of the Q-matrix using ε–greedy policy.
Qj is described as:

Qj ∈ Qmul = {Q1,Q2, . . . , ,Qj . . . ,QJ } (26)
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For the partially state cooperation RL, the greatest mass
strategy is employed to select the optimal action, which is
given as:

ah = argmax
as∈A

E[
M∑

esp=1

Qesp
mul(s, as)] (27)

where Qesp
mul denotes the Q value of each slot for each agent

within supply period h. Exploiting the optimal action and
combined with the reward of the current state space to update
the global Q(sh, ah), the final policy is described as:

π∗(st ) = argmax
as∈A

Qmul(st , at )

= argmax
as∈A

Qmul(st , ptactψj) (28)

Algorithm 2 Multi-Agent-Based Distributed-Q Learning

Input: EV parameters, power schedule set {PtFS},
H ,M , 9J , ξ, α, γ and the end condition: tol.
Output: Action-value function Q(s, a), joint optimal
policy π∗.
Initialization: Q,Qj, SoC of the EVs.
1: Generate {Aj} by using 9J .
2: while TURE do
3: Initialize state space S and for each agent j :
4: for h = 1, 2, . . . ,H do
5: PFS ← PhFS
6: Multi-agent Q-learning algorithm for agent j :
7: for t = 1, 2, . . . ,M do
8: Select an action value atj randomly from Aj.
9: Update Qj by using equation (24).
10: Update et+1 according to Algorithm 1.
11: st+1← st

12: end for
13: Select optimal action by using equation (25) and

get the reward
14: R by equation (23).
15: Qh+1← Qh

16: end for
17: if |Qh+1 − Qh| ≤ tol then
18: break
19: end if
20: end

In the algorithm execution (shown in Algorithm 2), each
agent has a common goal and reward function. Because
the delivery energy in each h is constant and cooperation
among agents occurs at the end of each supply period,
the agent’s communication overhead is reduced, and cooper-
ation occurs based on the exploration of the environment. For
a certain state space, the computation complexity is reduced
from O(Nmax × Ñt × J ) to O(Nmax × Ñt ) with J parallel
computing.

VI. SIMULATION AND ANALYSIS
A. MC-BASED FORECASTING SCHEME
We randomly choose one of the 366 created E-matrices to
evaluate the completion effect of one-day energy forecasting,
and the matrix size is 69 × 24. According to the formula
|�| ≥ cS1.2r logS, the lower bound of the observation is 818
(where c = 0.4, r = 3), and the four to-be-completed matri-
ces have proportions of observations of 50% (828), 60%, 70%
and 80%. Additionally, the non-sampling points are set to
NaN. Furthermore, two common criteria, relative reconstruc-
tion error (RRE) and total reconstruction error (TRE), are
adopted to evaluate the complete accuracy:

RRE =

∣∣∣Êmat − Emat ∣∣∣
Emat

(29)

TRE =

∥∥∥Êmat − Emat∥∥∥
F

‖Emat‖F
(30)

where ‖·‖F is the Frobenius norm, Êmat and Emat denote the
completed and actual matrices, respectively. The reconstruc-
tion results are shown in Fig. 7.

FIGURE 7. The CDF of the RRE for different observations.

Fig. 7 illustrates the cumulative distribution function
(CDF) of the RRE for the completed E-matrix. The recon-
struction algorithm selected in this paper is SDP-based con-
vex optimization, and a performance comparison of sev-
eral typical algorithms will be conducted later. In Fig. 7,
when the observation proportion is 50%, the reconstructed
values with the RREs less than 0.02 account for 78% of
all values. Increasing the proportion to 80%, the proportion
of reconstructed elements with the RREs less than 0.01 is
over 80%.

To highlight the superiority of our proposed, we introduce
two common metrics for load or power forecasting, the mean
absolute percentage error (MAPE) and root mean square
error (RMSE), to compare the order of magnitude of the error
with [24] and [25]. The results are shown in Table 1.
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TABLE 1. Metrics comparison.

From Table 1, at greater than 60% of the observations,
the errors of our method are less than those of the state-of-the-
art forecasting approaches based on the order of magnitude.
This result indirectly reflects the feasibility and accuracy of
the proposed method.

To compare the effects of different algorithms on E-matrix
reconstruction, we perform the reconstruction of
366 E-matrices. We choose four typical completion algo-
rithms: the SDP-based algorithm, the ADMiRA, the SVP and
the SVT. The evaluation criterion adopts the TRE, and the
results are shown in Fig. 8.

FIGURE 8. The TRE of the completion algorithms, ‘‘TC’’ is time-consuming.

In Fig. 8, the SDP-based algorithm exhibits optimal perfor-
mance, and SVT is the worst because the E-matrix does not
have an absolute low-rank property due to noise. ADMiRA’s
time-consuming is the lowest, and the accuracy is comparable
to that of SVP, but it fluctuates more. Considering that our
reconstruction is offline and the E-matrix is small in size,
we select the SDP-based method, which utilizes excessive
iterations in exchange for accuracy.

From the E-fog point of view, it requires the total output
energy from each E-microgrid in its jurisdiction at the same
time, which is the sum of the columns of the E-matrix and
is denoted in equation (6). Fig. 9 illustrates the comparison
between the sum of each column of 31 reconstructed and
actual matrices. In Fig. 9, the actual and reconstructed curves
are highly consistent because superposition can counteract
the partial effects of positive and negative errors.

FIGURE 9. Comparison of the actual and completed aggregation values.

The above numerical results suggest that our proposed
method, which reduces the workload, is effective and accu-
rate, and they validate the effective implementation of the
novel approach.

B. RL-BASED DELIVERY CONTROL APPROACH
In this section, we combine the current charging technology
and the parameters of the EV in the market and set the charg-
ing scenario as follows: E-fog has several DC fast-charging
stations, and the total number of charging piles is Nmax,
the parameters of battery are summarized in Table 2.

TABLE 2. Battery parameters.

Then, we create the following settings for the major
related parameters in the charging stage. According to [42],
the starting time of charging behavior has a Gaussian distri-
bution, and more than 90% of charging events occur between
13:00 and 23:00. The charging peak appears at approximately
18:00 during a day. In addition, combining other information,
we develop the energy delivery curve, as shown in Fig. 10 (a);
Combining our charging scenario and the mobility analysis
of the EVs in [46], we design the arrival number distribution
of the EVs over time, shown in Fig. 10 (b), which is used
to assist in calculating changes in the state space; Fig. 10 (c)
illustrates the probability density function (PDF) of the initial
battery SoC:

FSoC (s, µ, σ ) =
1

√
2πσ

exp{−
(x − µ)
2σ 2 } (31)

Equation (31) takes µ for 0.4 (0.4Bmax), and a standard
deviation of σ = 0.1 denotes that the initial SoC is mainly
concentrated within [0.3Bmax, 0.5Bmax].

Following the above scenario, we implement the proposed
RL-based charging control approach, and the effectiveness of
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FIGURE 10. Related parameters in the charging stage(Nmax = 50,
λarr = 10). (a) Energy delivery curve. (b) Distribution of arrival number of
the EVs. (c) PDF of initial battery SoC of the EVs.

FIGURE 11. Convergence and results of the RL-based approach.

the algorithm is evaluated. The parameters are set as follows:
Nmax = 50, the number of energy supply periods is set to 16
and slot t = 1/6 hour; discount factor γ = 0.9 and the
learning rate α = 0.2, the FCF 9 = [0.8 : 0.1 : 1.2] and the
convergence rate control factor ξ = 0.8. Moreover, we set
β−sur = β−sht = 1 and take advantage of the result of (18)
as the evaluation baseline. The result is shown in Fig. 11.
Moreover, tomake our charging scenariomore conform to the
real-world, we regularize the action aj when implementing
the control algorithm, as follows.

āj = 10Fix(0.1aj)+ 5Round[0.2Mod(aj, 10)] (32)

where Fix(·) indicates that the theoretical value aj is approx-
imated as an integer towards zero, Round(·) and Mod(·)
represent rounding and modulo operation, respectively. With
equation (32), the actual charging power is normalized to an
integer.

The curves in Fig. 11 illustrate the performance of the
proposed EV charging control approach. Because the price

is set to 1, the CPD 1P is used to represent the cost as a
criterion for evaluation. Furthermore, from the perspective
of evaluating the algorithm effectiveness, we normalized1P
based on the baseline value [31].

From Fig. 11, the CPD of the RL-based optimization
approach decreases with increasing number of iterations, and
the value of the CPD tends to stabilize after approximately
3200 iterations in our reference scenario. Meanwhile, the cost
of our approach is only 8% more than the offline optimal
result in the completion of 3200 explorations. Under the
premise of the number of vehicles controlled is threefold
more than [17], the equivalent result is achieved in terms
of performance and time costs. Specifically, the designed
multiagent-based collaborative exploration approach can uti-
lize more exploitation and known dynamic information to
further adjust the CDP and capture the optimal action more
rapidly in the distributed algorithm.

FIGURE 12. Implementations with different Nmax values.

The state and action space respond to variations in Nmax,
and Fig. 12 illustrates the effect of Nmax on algorithm perfor-
mance. Firstly, as Nmax increases, the optimal result that can
be initially achieved, but the result gradually worsens, and
mainly because the redundant action space causes the cumu-
lative error to increase. Secondly, the overall convergence
rate of the algorithm slows and stabilizes after approximately
4000 iterations at Nmax = 50 and 7000 iterations at Nmax =

100 due to the enlargement of the space. Finally, as the errors
are shared by more actions, the fluctuation is smallest at
Nmax = 100. Moreover, because too few actions lead to
insufficient exploration, compared to Nmax = 50, Nmax = 30
exhibits strong volatility and poor convergence.

Fig. 13 illustrates the impact of different slots on the algo-
rithm performance in the same reference scenario and for
Nmax = 50. For other conditions being equal, the different
slots have little impact on the convergence and effectiveness
of the algorithm in theory. However, at real-world charging
stations, instead of waiting for the slot to end before unplug-
ging, the EVs usually depart as soon as fully charged, and a
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FIGURE 13. Implementations with different slots.

FIGURE 14. Utilization frequency of different FCFs in a completed
learning.

larger slot value can lead to our approach to deviate from the
real scenario. Accordingly, this paper tends to set the slot to
10 minutes.

Fig. 14 illustrates the number of times different factors are
judged as optimal values, which represents their contribution
to the final result under the reference scenario, where slot
t = 10 minutes and Nmax = 50. The factor of 1.0 has the
highest frequency of participation, and 0.8 has the lowest,
which indicates that the charging power plan has a high
probability of being adopted. Moreover, the factors greater
than 1.0 also have a high rate of being selected because the
initial SoC of the EV battery is usually small, and selecting
large charging powers can match the power forecasting curve
faster.

VII. CONCLUSION
The Energy Internet and related technologies are an exciting
research filed, with important theoretical significance and
practical value. In this paper, based on the architecture of
our designed for the EI, we take the energy forecasting and
utilization as the cut-in points and carry out the theoretical
studies and the case simulations.

To effectively manage the unstable energy flow and the
energy big data for the grid connection scenario of large-scale
RES, we design an architecture of hierarchical integration for
EI and divide the EI into three layers, by which to resolve
the problems resulting from unified and centralized man-
agement.Based on the proposed EI, an efficient forecasting

scheme is proposed, where the estimation of the complete
E-matrix can be achieved from a small number of obser-
vations by leveraging the power of matrix completion.
Furthermore, taking the EVs as the load, we design a model-
free charging control approach with the objective of energy
optimal delivery, and the reinforcement learning is introduced
for the precise delivery of energy during the charging phase.
To validate the merits of our proposed scheme and approach,
a large number of simulation experiments were carried out
by leveraging the real-world traces from PJM. The numerical
results indicate that 1) the proposed MC-based forecasting
scheme can reliably estimate the E-matrix from partial obser-
vations and 2) the RL-based charging approach yields the
optimal energy delivery and a significant cost cut without the
precise mathematical model and redundant input parameters.
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