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ABSTRACT This paper introduces a novel evolutionary approach for the automated modeling of efficient
hierarchical or multilevel fuzzy systems. The proposed approach is formed by two principal learning stages:
the first stage consists of using a proposed multi-objective algorithm called the multi-objective extended
immune programming algorithm in order to evolve the architecture of the hierarchical fuzzy system. The
use of such a step aims to optimize the structure of the hierarchical fuzzy system and to generate in the
same time an accurate and an interpretable fuzzy system with a few number of fuzzy rules. In the second
stage, the parameters of beta membership function parameters and the consequent parts of rules are tuned
by applying the hybrid artificial bee colony algorithm. The proposed hybrid approach interleaves these two
learning phases for the architecture learning and the parameter tuning until a near optimum hierarchical fuzzy
system is generated. The efficiency of the methodology is evaluated through some well-known benchmark
time-series problems, a nonlinear plant identification problem, and some high-dimensional classification
data sets. Compared with other existing works, the proposed system proves its superiority in terms of reaching
high accuracy, smaller rule-base, and good convergence speed.

INDEX TERMS Beta basis function, hierarchical fuzzy system, hierarchical structure optimization, multi-

objective optimization, parameter tuning.

I. INTRODUCTION
Actually, the modelling of fuzzy models is considered as
one of the most interesting research subjects allowing the
imitation of human reasoning. In fact, fuzzy systems have
been applied to different fields, such as classification [1], [2],
pattern recognition [3], data mining problems [4], control
problems [5], [6] and time series prediction [7], [8], due to
their aptitude to handle imprecision and uncertainty.
However, when the dimensionality and the complexity of
the systems increase, the total number of fuzzy rules in a stan-
dard fuzzy system increases exponentially with the growth of
the number of input variables. This problem is better known
as “the curse of dimensionality”” problem, and it has bad
effects on the interpretability of the resulted rule base. As an
alternative to solve this problem, hierarchical or multilevel
fuzzy design was suggested by Raju and Zhou [9] to decrease
the rules number from an exponential function of system
variables to a linear one. In this case, instead of the use
of high-dimensional standard fuzzy system (flat), a number
of lower-dimensional sub-fuzzy models are hierarchically
linked. This method of hierarchical modeling allows the

construction of fuzzy systems which are more interpretable
as well as accurate and with good approximation abilities.
Recently, hierarchical fuzzy modeling has been consid-
ered as a search problem and an optimization task. Sev-
eral research works have been presented in the literature to
construct or to refine these systems. Joo and Sudkamp [10]
proposed an approach that converts a multidimensional fuzzy
system to a two-layer multilevel fuzzy system to improve the
run-time and to reduce the rules number. In [11], a method
was proposed to construct a hierarchical rule base by applying
two structure evolutionary techniques which are the Bac-
terial and the Genetic Programming Algorithms. In [12],
a Hierarchical Collaborative Structure (HCS) was proposed
by the authors where all sub-fuzzy systems improved the
overall accuracy gradually by adding their own contributions.
For this approach, three phases of learning were used: the
building of the structure, the identification of parameters and
the data division among the different levels of the hierarchy.
Lin and Lee [13] also suggested an approach based on a
genetic algorithm to tune the hierarchical architecture and the
parameters of five inputs multilevel fuzzy controller for the
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control low-speed problem. Zeng and Keane [14] examined
the representation capacity of hierarchical fuzzy systems and
proved the universal approximation ability of these systems.
In addition, Chung and Duan [15] focused on the incremental
and the aggregated type of hierarchical systems. They pro-
posed a ranking method of the input variables according to
their importance, and then the most important inputs will
be attributed to the first layer of the hierarchy, and the less
important inputs will be attributed to the second level, and
SO on.

It should be noted that, most of these hierarchi-
cal fuzzy systems proposals are focused on improv-
ing the accuracy using different optimization techniques
and machine learning. However, little works have been
done to exploit multi-objective evolutionary process and
hybrid learning approaches for evolving hierarchical fuzzy
systems. In fact, recently, Multi-Objective Evolutionary
Algorithms (MOEASs) have become one of the hottest top-
ics in EA research. Moreover, applying hybrid approaches
which combine different machine learning algorithms has
also become a promising and powerful method for fuzzy
system learning.

In the same context, we propose in this work a novel hybrid
methodology for the automated design of high-performance
Hierarchical Flexible Beta Fuzzy Systems (HFBFSs) in
a multi-objective context. For that, a tree-based encoding
scheme is used to illustrate the fuzzy system in a hierar-
chical representation, and the Beta function proposed by
Alimi [16]-[18] is used for the modeling of the mem-
bership functions (MFs). For the evolutionary process, a
Multi-Objective Extended Immune Programming (MOEIP)
algorithm is applied as a first phase to optimize the structure
of the proposed HFBFS. The aim of this phase is to evolve
the HFBFS structure with the purpose of reaching in the
same time a good balance of accuracy/interpretability. Next,
the Hybrid Artificial Bee Colony (HABC) algorithm [19] is
applied as a second phase for the tuning of the free parameters
encoded in the best architecture. These parameters are the
Beta MF parameters and the consequent parts of fuzzy rules.
We interleave the two phases of architecture and parameter
tuning until an adequate HFBFS is generated.

The rest of this article is planned as follows: In section II,
the proposed Hierarchical Flexible Beta Fuzzy System is
detailed. The initialization step using a clustering technique
is then introduced in section III. Next, the multi-objective
hierarchical structure optimization and the parameter opti-
mization processes are introduced in sections IV and V
respectively. And, the global hybrid evolving algorithm is
presented in section VI. Next, some experimental results are
given in section VII. And finally, in section VIII, we conclude
by some conclusion remarks.

Il. THE HIERARCHICAL FLEXIBLE BETA

FUZZY SYSTEM (HFBFS)

In general, the modeling of hierarchical fuzzy systems is
defined by determining the number of hierarchical levels,
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the sub-fuzzy models number in each level, defining the
different rule bases of the hierarchy, the way of arrangement
of original inputs in the different levels, and so on.

In this work, the modeling of an accurate and simple
multilevel fuzzy system is considered as a search task in
architecture and parameter spaces. For the encoding scheme,
a tree-based encoding representation is employed to illus-
trate the proposed hierarchical fuzzy system. The reason for
choosing this encoding method is that the tree has a natu-
ral flexible hierarchical representation, and by consequence,
it can provide more adjustable and modifiable structures
when the search progresses. In addition, the choice of the
membership function type plays an important role in the
improvement of the system’s performance. That’s why, in this
work, we choose to adopt the Beta function [16]—[18] instead
of using Triangular or Gaussian membership functions which
are usually employed in the specialized literature. The ini-
tiative of adopting Beta function for the modeling of fuzzy
systems was presented by Alimi and in this case the system is
called Beta Fuzzy System (BFS). The use of the Beta function
proves more efficiency than the other functions due to its high
flexibility and its universal approximation capacity [16]-[18].
Therefore, in this study, the resulted suggested model is
named the Hierarchical Flexible Beta Fuzzy System (HFBFS)
and it is characterized by this node set N:

N=BUT = (BFSj;/k € {2,.....K}.je{l,.... ]},

lel,...,(L—=D}U{xy,...,xm} )

where:
- BFs,ij(k e [2,....K},j € {l,....J},l €
{1,...., (L — 1)}) defines the non-terminal node set B.

It represents a Beta sub-Fuzzy System (BFS) of type
Sugeno formed by k& number of inputs and one esti-
mated output. K denotes the tree’s maximal degree. j
defines the index of the corresponding BFS formed by
k input variables, J represents the number of times in
which the corresponding BFS occurs with £ number of
inputs. [ denotes the index of level, and L defines the
levels number (tree’s depth);

- X1,X2,...,Xxpy present the inputs forming the terminal
node set T';

For the evaluation of the proposed HFBFS, outputs of
some BFS,I{j are regarded as inputs for other BFS,ij, and the
evaluation is done recursively by depth-first method. For
simplicity, we illustrate a simple example through Figure 1 to
show how the HFBFS can be evaluated. Figure 1 (left) shows
a possible tree structural representation (with two levels
and four inputs). The corresponding HFBFS is illustrated
in Figure 1 (right). For this example, the output of the sub-
fuzzy model BFS221 of the second level (I = 2) is firstly
evaluated. The rule base of this sub-model has the following
form:

Rf:2: If xiis A%i and xy is A%i then
2_ 2 2 2
Yo =ay +apxn +azx
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FIGURE 1. (a) A simple example of a tree structural representation,

(b) The corresponding HFBFS: B = (BFSH, BFS%I 3 T=1{Xg, Xy, X3, Xg}.

where x| and x» are the input variables and y? is the output
of the sub-fuzzy model BF'S; 2 A2 and A2 are the Beta fuzzy

sets of variables x| and x; respectlvely. aol., a%i and a%l. are
the crisp consequent part parameters.

Next, the overall output of the HFBFS is computed by
evaluating the output of the first level sub-fuzzy model BF. S311 .
It has three inputs: x4, x3 and y* (the output of BF. 8221 ). Fuzzy
rules of this sub-model have the following form:

Rj[;l s If x4 is B%j and x3 is Béj and y2 is ng then
y = bO/ + b 4 + b21x3 + b3/y

where B1 B1 and 32 are respectively the Beta fuzzy sets of

var1ables X4, x3 and y2 b1 b1 b1 and b1 are the consequent
part parameters.

It should be noted that the Beta MF parameters and the
rules consequent parameters of each BFS,ij will be tuned in
the parameter optimization stage.

IIl. INITIALIZATION STEP USING A CLUSTERING
TECHNIQUE

As a first stage of optimization, we focus on the search for
the best HFBFS in terms of structure or architecture. But, it is
important to know that optimizing the architecture of a given
HFBFS using totally random parameters and rules will not
give so good results and will slow down the optimization pro-
cess. That’s why, as a first initialization step, the subtractive
clustering (SC) algorithm is applied to extract initial mem-
bership functions (type Beta) and initial fuzzy rules from the
given data. The idea here consists of using a robust clustering
method as the basis of a powerful and fast technique in order
to initialize more lower-dimensional and accurate sub-fuzzy
models from the beginning. And later, these parameters will
be further tuned in the process of parameter optimization.

In general, the SC algorithm proposed by Chiu [20] is
exploited to select natural groups of data taken from a given
dataset. It divides a given data into meaningful and useful sub-
groups called clusters. Consequently, the generated centers
of clusters will represent the membership functions centers
of fuzzy sets, and each center of a cluster will be converted
into a fuzzy rule. Based on this concept, a mechanism of
initialization using this clustering method is applied in this
work and is illustrated by the following steps:
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After generating an initial random population of trees hav-
ing random architectures, the SC algorithm is employed in
the different levels of these trees. Each tree is examined sep-
arately, and for each level, terminal nodes formed by inputs
will be clustered to generate the different sub-models BF, S,lq..
This initialization phase will ensure an automatic creation
of fuzzy rules and of Beta MF parameters for the generated
sub-systems. Consequently, it can be said that the resultant
extracted fuzzy rules distributed in the different sub-fuzzy
models are more adjusted to the input data than they are in
sub-fuzzy models created without using clustering. Hence,
starting with sub-fuzzy systems having not totally random
parameters will facilitate and speed up the whole optimization
process. More details about the SC algorithm are presented
in [20].

IV. MULTI-OBJECTIVE HIERARCHICAL STRUCTURE
OPTIMIZATION USING MOEIP ALGORITHM

A. BASIC CONCEPTS OF EIP FOR SINGLE

OPTIMIZATION PROBLEM

Based on some results presented by [21], it has been proven
that Immune Programming IP is more efficient than Genetic
Programming GP. Indeed, successful solutions are obtained
using a smaller generation number with a smaller size of
population. Moreover, IP has a great ability to evolve archi-
tectures of trees or programs and shows a good flexibility to
create more adaptable structures. For all these reasons, in this
study, we choose to apply an adjustable version of the IP
in the phase of architecture optimization of a HFBFS. The
used algorithm is named the Extended Immune Programming
(EIP) algorithm and it is detailed by the following steps:

a) Initialization: An initial random population of
HFBFSs (antibodies) is created using random archi-
tectures (random number of levels and random nodes
for each level). The non-terminal node parameters of
each HFBFS (Beta membership functions parameters)
and the rule bases are initialized by the subtractive
clustering algorithm.

b) Evaluation: An antigen describing the problem to be
resolved is introduced. The antigen is compared to
all the antibodies (NA antibodies), and their fitness
Fit(i) (affinity) with respect to the antigen is
evaluated.

c) Cloning: Ab; is an antibody selected from the actual
population to be examined; In this step, a random num-
ber presenting the probability of cloning P, is gener-
ated. If the affinity of Ab; is heigher than P, so this
antibody is cloned and introduced in the next generated
population.

d) Mutation: if the previous chosen high-affinity Ab; has
not been cloned because of the stochastic character of
this step, so it is presented to hypermutation (Figure 2).
In this study, four operators of mutation were applied:

o Modifying one terminal node: choose randomly a
terminal node and replace it by another terminal
node;
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FIGURE 2. (a) lllustration of the EIP mutation operators: (a) Original HFBFS. (b) Modifying one terminal node.

(c) Modifying all terminal nodes. (d) Growing. (e) Pruning.

o Modifying all terminal nodes: all terminal nodes
of the antibody are selected and replaced by other
terminal nodes at random,;

o Growing: choose randomly a terminal node and
replace it by a randomly generated sub-fuzzy
system.

o Pruning: select randomly a sub-fuzzy system (non
terminal node) and replace it by another terminal
node at random.

To use those mutation operators, the method of
Chellapilla [22] was applied by the following steps:
(i) Generate a number N (presents a sample from a
Poisson variable generated at random), (ii) Choose
N operators at random from the previously defined
mutation operators, (iii) Execute the N opera-
tors consecutively on the parents and generate the
offspring.

In fact, the mutation phase is exploited in various man-
ners so that a population with a high genetic diversity
is obtained. This diversity will have good effects to
overcome local optima.

e) Replacement: if Ab; is not chosen for muta-
tion or cloning, a novel antibody is generated and
introduced in the next population (using a probability
of replacement P,). As aresult, low affinity individuals
are replaced implicitly.

f) Iteration-population: The EIP operators (steps c—¢) are
repeated until a full novel population is generated.

g) Iteration-algorithm: after the construction of the new
population, the generation counter (EIP_Itr = 0 in
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the initialization step) is incremented, EIP_Itr =
EIP_Itr 4+ 1. So, the EIP is iteratively executed
(steps b-f) until a stopping criterion is reached.

In this section, the EIP is presented as a single optimization
algorithm and the used fitness function reflects only the
accuracy of the system. The next sections will show how this
algorithm is extended to improve not only the accuracy but
also the interpretability of the generated hierarchical fuzzy
system. In this case, the problem is called multi-objective.

B. MULTI-OBJECTIVE OPTIMIZATION PROBLEM
A minimization multi-objective problem is formulated as:

Minf (x) =[fi (%), ... fx (¥)] @)
subjectto: g (x) =0 j=1,...n 3)
h(x)y=0 j=1,...m @

where x = (x1, ..., x,) € R" is a vector of solutions defined
on the space of decision variables. g; (x) and h; (x) are the
functions that represent the problem constraints. k defines
the number of fitness functions, n and m are the number of
equality and inequality constraints respectively.

Unlike single objective optimization problems where one
optimum solution is generated, multi-objective optimiza-
tion methods create a number of optimum solutions named
non-dominated or Pareto optimal solutions. The dominance
concept is presented as follows: A solution x dominates y
(expressed by x < y)if and only if x is greater than y in at least
one fitness function and x is not worse than y in any fitness
function. x is named Pareto optimal if x is not dominated by

11547



IEEE Access

Y. Jarraya et al.: Hierarchical Flexible Beta Fuzzy Design by a Multi-Objective Evolutionary Hybrid Approach

any other solution of the present population. In the objective
space, the set of all Pareto optimal solutions is called the
Pareto optimal front.

C. MULTIPLE OBJECTIVE FUNCTIONS

A multi-objective optimization problem requires the con-
sideration of more than one objective function in the opti-
mization process. In this work, both the accuracy and the
interpretability are considered in the architecture optimiza-
tion stage of the hierarchical fuzzy system. The accuracy
measure is defined based on the nature of the treated problem.
In the case of nonlinear prediction and identification systems,
the Root Mean Squared Error (RMSE) is used as an objective
function:

oo 1 K A2
Objective 1 : RMSE = \/E Zk:l (yk - yk) %)

where K defines the samples number, y; and y; are the
actual output and the calculated output respectively. For clas-
sification problems, we consider another objective function
reflecting the error in classification. This function combines
the mean square error (MSE) and the classification error as
follows:

o 1 K A2
Objective 1: Error = E(Zkzl (k= 3x)

Y (aEa) ©

where ¢ and ¢ are respecively the class and the predicted
class. Regarding the second objective function, the system’s
interpretability is designated by the number of fuzzy rules
(for all the treated problems):

Objective 2. Interpretability = NR @)

where NR defines the total number of fuzzy rules.

D. MULTI-OBJECTIVE EXTENDED IMMUNE
PROGRAMMING ALGORITHM (MOEIP)

In this section, An Elitist Strategy based on the Extended
Immune Programming operators and a dominance concept is
proposed. This Strategy makes use of an archive A (secondary
population), in which a number of non-dominated individuals
of antibodies are stored. In fact, each solution of the popula-
tion represents a HFBFS (tree), and as the search progresses,
the dominance criterion is applied to evolve this population
towards an optimal Pareto Front.

In addition, in the case of single optimization, a child is
usually selected over its parent (in the evolutionary process)
if it has a better value of fitness function. In our proposed
multi-objective algorithm, the superiority is measured as a
dominance relationship, and a child is selected over its parent
only if this latter dominates its parent. As a result, as the
search progresses, the different solutions move closer more to
the Pareto front. To additionally ensure a good diversity of the
obtained Pareto front, a pruning method using the crowding
distance value is also used (applied in Non-dominated Sorting
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Genetic Algorithm II: NSGA 1I [23]). The crowding distance
of each solution of the archive presents the distance between
this solution and its neighbors in the space of fitness function.
In each generation, the solutions of the archive A are sorted
according to their values of crowding distance. And next,
solutions having the best diversity (with the highest crowding
distance values) are maintained and the worst are discarded
from the archive.

Suppose that x; is a solution of the Pareto front. The
crowding distance cd (x;) of x; is computed by the following
steps:

i) The crowding distance of x; is initialized: cd (x;) = 0;

ii) For each objective function f; do:

e Sort the different non-dominated solutions along
the objective function fj;

o cd (x;) = cd (x;) + f; (the solution which precedes
x; in the ordered sequence) - f; (the solution which
follows x; in the ordered sequence);

To summarize, the basic ideas of the MOEIP are:

- Evolve the structure of the HFBFS and take into con-
sideration the amelioration of the accuracy and the
interpretability in the same time.

- Use of EIP operators combined with a dominance con-
cept to guide the search through an optimal Pareto-front
of non-dominated solutions.

- Keep adiverse set of non-dominated solutions using the
crowding distance measure.

- In the mutation step, the replacement of antibodies
members is done using dominating offspring.

A general pseudo code of the MOEIP is introduced by
Algorithm 1. It should be noted that the MOEIP algorithm
stops when the maximum iteration’s number is reached. As a
result to this optimization step, a Pareto front of optimal
HFBEFSs is obtained. In this case, the most suitable solution
(which has a good tradeoff between the two objective func-
tions) is chosen from the generated Pareto front to perform a
second step of parameter tuning.

V. PARAMETER OPTIMIZATION USING THE

HABC ALGORITHM

A. ARTIFICIAL BEE COLONY ALGORITHM (ABC)

Inspired by the intelligent foraging behavior of honey
bee swarm, Karaboga proposed in 2005 the Artificial Bee
Colony (ABC) algorithm [24] as a swarm intelligence-based
algorithm. ABC is considered as one of the most important
algorithms in the field of bee-inspired approaches. In general,
three types of bees exist in ABC according to the searching
manner for food: employed bees, scout bees and onlooker
bees. Employed bees have the function of exploiting the
sources of nectar. They share the knowledge about the amount
of nectar with onlooker bees that wait at the nest. Onlooker
bees establish communication with the employed bees to
locate sources of food. And Scout bees look for a new nectar
source by searching the space randomly. In this algorithm,
the food source position is considered as a solution of the
problem, while the amount of food represents the fitness of
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Algorithm 1: MOEIP Algorithm
Input: NA (size of the population)
Max_Itr: maximum iteration number
Max_Size: the archive maximum size
Output: A (archive containing non-dominated
solutions)

Begin

1: Generation of a random population Py of initial
antibodies (HFBFSs) having random architectures
and creation of an initial external empty archive
Ag = 0.

MOEIP_Itr = 0;

2: Evaluation of Py.

3: Applying dominance criterion on Py in order to
store the initial Pareto optimal solutions in the
archive Ap.

4: Pruning of Ag based on the crowding distance
value: If the archive size (solutions number) is
greater than Max_Size, then the crowding
distances of all individuals of the archive are
calculated and sorted in a descending order. The
first Max_Size antibodies are then chosen to
update the archive.

While (MOEIP_Itr < Max_Itr) do
6:  Update of the population P;: Apply EIP
operators on P;UA; to generate the new
population P, :
- Cloning (P;).
- Mutation: if an offspring dominates the
parent,
then this latter is replaced by its offspring.
- Replacement (P;).
7:  Update of A;: Applying dominance criterion on
A; U Py to create the external archive Ay 1.
8:  Pruning of A;; based on the crowding
distance measure (as in step 4).
9:  MOEIP_Itr = MOEIP_Itr + 1.
End
10: Returning the final non-dominated solutions of A;.
End

o

the solution. The employed bees number is equal to the food
sources number.

When collecting honey, each employed bee searches for a
source of nectar v; that has more amount of food in the neigh-
borhood of the present source. The employed bee memorizes
the best found position of nectar x; in the neighborhood of the
current position based on the following formula:

vi =X +@l(x; — xx) (8)

where x; is a randomly chosen solution (source of food), ¢1 is
a random number within the range [—1, 1]. v; and x; are then
compared and the employed bee memorizes the best nectar
source position.
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Next, the onlooker bees choose a food source based on the
probability associated with that source. The probability value
of being chosen as a food source is given by:

Fit;

=—p )
Zi\’:f’] Fit;

1
where Fit; presents the i solution fitness value and NP
presents the number of solutions (sources of food).

After a number of trials, if a source of food is not improved,
then this solution will be abandoned. So, the corresponding
employed bee becomes a scout bee looking for a new source
of food at random according to:

x; = aj + rand;(bj — aj;) (10)

where b; and a; are respectively the upper and the lower
bounds for decision variable j.

B. HYBRID ARTIFICIAL BEE COLONY ALGORITHM (HABC)
Although its efficiency, ABC in its original version still has
some weakness. In fact, we can remark that the global best
solution does not be directly used in this algorithm. The scout
bee can replace, at some limit, a best solution by a random
one. At the same time, ABC still suffers from insufficiency in
regard to its solution search equation, which has great explo-
ration ability but is bad at exploitation. Such disadvantages
may affect the performance of the algorithm and slow down
its convergence speed.

Considering the good exploitation ability of the
Opposite-based Particle Swarm Optimization (OPSO)
algorithm [25], [26], Bouaziz et al. [19] proposed an
ameliorated version of ABC based on OPSO search
mechanism. The new algorithm is called the Hybrid Artificial
Bee Colony algorithm (HABC). In this hybrid algorithm,
employed bees, scout bees and onlooker bees use the
OPSO mechanism to find new solutions. To realize this
hybridization, a position and an opposite-position of a par-
ticle (in OPSO) are considered as food source positions
(in HABC). Thus, the solution search equation of the
original ABC (Equation (8)) is replaced by the following
OPSO position equations:

x(t+D)=xO+A-Y@)vit+1) (11)
X+ =x@)+A-W@)vit+1) (12)
where x; and X; are respectively the position and the opposite-
position of particle i. W is a positive constant presenting the

inertia weight, and v; is the velocity of the i particle defined
as follows:

vi(t+1) =W @)vi (1) + cre1 (pi (1) — x; (1))

+a22 (pg () —xi (1) (13)
where ¢ and ¢; are random numbers in [0,1], and ¢ and ¢,
are constant factors. p; and p, are respectively the local best

position of particle i, and the global best position (found by
the swarm).
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Readers can find more details concerning this algo-
rithm in [19]. The pseudo code of HABC is given by
Algorithm 2.

Algorithm 2: HABC Algorithm
Input: NP (size of the population)
Max_Itr: maximum iteration number
limit: a limit number
Output: best solution

Begin
1: Initialize the food sources and evaluate the
population and the opposite population.

trial; =0,(i=1,...,NP)

HABC _Itr =1;

2: While (HABC_Itr < Max_Itr) do

3: Produce the solution x; according to (11) and
the opposite solution X; according to (12) for
employed bees and evaluate them.

4: Select the best solution between these two
solutions using the fitness value.

5: If a solution does not improve, trial; = trial;
+1, otherwise trial; = 0.

6: Compute the P; probability according to (9)
and use the roulette wheel selection method to
choose a source of food for onlooker bees.

7: Produce the solution x; according to (11) and
the opposite solution X; according to (12) for
onlooker bees and evaluate them.

8: Select the best solution between these two
solutions using the fitness value.

9: If solution does not improve, trial; = trial; + 1,
otherwise trail; = 0.

10: Update the local best position p; and the global

best position p,.

11: If (Max(trial;) > limit)
Replace this source of food with a new randomly
produced source of food by (10) and evaluate it.

12: Save the best solution achieved so far.

13: HABC_Itr = HABC_Itr + 1.

End

14:  Return the best solution

End

In this study, the HABC is implemented as a parame-
ter optimization phase for the optimization of the obtained
HFBFS. Indeed, the parameters of the best HFBFS (created
by the MOEIP structure optimization phase) constitute a food
source position (solution) to be evolved via the HABC. So,
each solution is represented by a NParm x Size matrix. NParm
presents the parameters number while Size illustrates the
number of the non terminal BFSs (sub-fuzzy models) of the
best HFBFS found. The free parameters encoded in the matrix
are the Beta parameters of MFs (center, spread, p and ¢) and
the linear weights of the consequent parts of fuzzy rules. The
employed objective function in this parameter optimization
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process is given by (5) or (6) (according to the nature of the
treated problem).

VI. HYBRID ALGORITHM TO EVOLVE THE HFBFS

An HFBFS is considered to be optimal or near optimal solu-

tion if it has the best hierarchical structure with the optimal

set of parameters. For that, the MOEIP and the HABC are
combined and are alternately applied in order to find an
optimum or a near-optimum HFBFS with good precision
and a minimum number of rules. The flowchart of the pro-
posed hybrid algorithm is given by Figure 3. Global_Itr and

Global_Gn present respectively, the global iteration number

and the global generation number. The main steps of the

hybrid algorithm are described as follows:

1. Generate an initial population of HFBFSs with random
structures and initialize their corresponding parameters
(by the subtractive clustering algorithm).

- Global_Gn =0;

- Global_Itr = 0;

Apply Multi-Objective Hierarchical Structure Opti-

mization using the MOEIP. If the maximum number of

MOEIP iterations is attained, then:

- Generate the final Pareto front of non-dominated
solutions. Each solution of the Pareto front corre-
sponds to a HFBEFS tree;

- Choose one near-optimal HFBFS structure
(in terms of accuracy and interpretability) to be
the output of the multi-objective structure opti-
mization phase;

- Global_Itr = Global_Itr + MOEIP_Itr;

- Goto step (3);

Otherwise return to step (2);

3. Apply Parameter Optimization using the HABC: The
parameters of the best HFBFS (found by the multi-
objective structure search) formulate a food source
position. The rest of HABC population is generated at
random in the allowable range of parameters.

4. If the maximum number of HABC iterations is
reached, or no better parameter matrix is generated
after a fixed time, then:

- Encode the matrix of best parameters found on the
fixed HFBFS structure and evaluate it;

- Global_Itr = Global_Itr + HABC _Itr;

- Goto step (5);

Otherwise return to step (3);

5. If a satisfactory HFBFS is generated or a maximum
number of global iterations is reached, then stop; Oth-
erwise, Global_Gn = Global_Gn + 1 and return to
step (2);

D

VII. EXPERIMENTAL RESULTS

The proposed HFBFS is evaluated and is applied to pre-
dict and identify nonlinear systems, including two kinds
of time series problems and one nonlinear plant identifica-
tion problem. In addition, the classification performance of
the system is also evaluated through testing two kinds of

VOLUME 6, 2018



Y. Jarraya et al.: Hierarchical Flexible Beta Fuzzy Design by a Multi-Objective Evolutionary Hybrid Approach

IEEE Access

Create a population of
initial random HFBFSs

v

Evaluate each HFBFS

Global
Global

Global_Gn =10
V _Global Itr =0

Encode parameters on HFBFS-best |

Multi-Objective Hierarchical

Structure Ontimization: MOEIP

v

Pareto Front

=~ o = = m

Number of rules

No MOEIP Max_Itr?

Global_Itr = Global_Itr

Yes

f

Best parameter matrix |

+HABC Itr T Yes

HABC Max_Itr?

Parameter
Optimization: HABC

Ll
Global_Itr = Global _Itr
+ MOEIP Itr

=l

| Generate a food source
position corresponding
to the hest HFBFS
HFBFS-best | ceccceccccecceeccaceannannns
structure

FIGURE 3. Flowchart of the hybrid algorithm.

TABLE 1. Initialization of parameters.

Algorithm Parameter Value
Size of population 20
MOEIP Probability of cloning (Pc) 0.7
Probability of replacement (Pr) 0.5
Size of population 20
HABC LimitTrial 20
cl 0.8
c2 0.8

high-dimensional classification problems. The best-suited
list of parameters employed in the simulations is shown
in Table 1. Results are generated and compared with other
neural/fuzzy learning techniques taken from the literature.
The comparison is based on the following measures of
performance:
— Accuracy or quality of solution: presented by the train-
ing and testing error values;
— Rule base complexity: presented by the number of used
fuzzy rules (interpretability);
— Time complexity or convergence speed: presented by
the number of global iterations (Global_Itr) and the
Function Evaluations number (FEs);

A. HFBFS FOR NONLINEAR PREDICTION AND
IDENTIFICATION SYSTEMS

To construct a meaningful comparison with other works from
the literature, the used datasets are divided into the same
number of training and testing samples. The experimentations
are running 10 times and results are then averaged.
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1) CHOATIC TIME-SERIES OF BOX AND JENKINS'

GAS FURNACE

The Gas Furnace Problem is a time series problem related
to a combustion procedure of a methane-air mixture. This
example is usually exploited as a benchmark problem to test
prediction approaches. The used dataset contains 296 obser-
vations derived from a laboratory furnace [27]: the initial
200 samples and the remaining 96 samples were employed
respectively for the training and for the test. The gas flow into
the furnace is considered as input u(t), and the concentration
of CO2 in outlet gas is considered as output y(¢). The goal
here is to use y(t — I) and u(t — 4) to predict y(¢).

After achieving an average number of 7 global iterations,
1 global generation and 291 number of Function Evalua-
tions (FEs), the generated RMSE values for training and
testing data are respectively 0.0049 and 0.0116. The number
of fuzzy rules of the obtained optimum HFBFS is equal to 5.
The evolved HFBFS, the desired output and the predicted
output are illustrated through Figure 4. Results prove the high
performance of the HFBFS which can attain low rates of
training and testing errors after only few hundreds of FEs and
using a few number of rules.

A performance comparison with different learning meth-
ods from the literature is shown in Table 2. The proposed
approach is principally compared with the Belief Rule
Based (BRB) system [28], the fuzzy modeling approach
using Memetic Algorithms (MAs) and Genetic Algo-
rithms (GAs) [29], the Beta Basis Function Neural Network’s
system using Hierarchical Particle Swarm Optimiza-
tion: HPSO-BBFNN [30], the Single Multiplicative Neu-
ron model designed by a Particle Swarm Optimization
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FIGURE 4. The evolved HFBFS, the real output and the computed output for the training and testing sets in the

case of Jenkins-Box problem.

TABLE 2. Results comparison in the case of Jenkins—Box problem.

TABLE 3. Results comparison in the case of sunspot number problem.

Approach Rules Training RMSE ~ Testing RMSE

FNT model [33] - 0.0257 0.0264
ANFIS [31] - 0.0374 0.0640
FBeM [32] 3 0.0421 -
COPSO-SMN [31] - 0.2151 0.3416
BRB system [28] 25 0.2939 0.4616
HPSO-BBFNN [30] - 0.2258 0.3876
Fuzzy GA [29] 8 0.2779 -
Fuzzy MA [29] 8 0.0871 -
Fuzzy_probability based - - 0.0190
clustering [34]

HFBFS 5 0.0049 0.0116

algorithm with Co-Operative sub-swarms: COPSO-SMN [31],
the Adaptive Neuro-Fuzzy Inference System ANFIS [31],
the fuzzy set based granular evolving modeling approach:
FBeM [32], the Flexible Neural Tree model: FNT [33] and the
fuzzy model with a probability based clustering method [34].
As remarked, the developed HFBFS outperforms the compet-
ing methods and attains the lowest training and testing error
using a few number of rules.

2) SUNSPOT NUMBER TIME SERIES PREDICTION

The sunspot number problem is considered as a difficult
scientific benchmark. It constitutes a non stationary and high
complex real world time series. This series presents the

yearly average relative number of sunspot observed [35]. It is
recorded for the years 1700-1979.
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Approach Training Testing 1 Testing 2
RMSE RMSE RMSE
RFNN [37] - 7.4e-02 2.1e-01
FWNN [36] 2.5¢-01 3.3e-01 5.2e-01
ABC-BBFNN [38] 1.2¢-03 1.8¢-03 4.4¢-03
FBBFNT [39] 1.9¢-10 4.1e-10 7.2e-10
HFBFS 4.8e-16 6.3e-16 8.5e-16

To make a meaningful comparison with other existing
models, we use the same partitioning of data. So, samples
between 1700 and 1920 are exploited as training data. And
for testing, two additional sets are employed: the first set is
from 1921 to 1955 and the next set is from 1956 to 1979.
Input variablesare y (t —4),y(t —3),y(t —2)andy (r — 1)
and the predicted output is y(z).

After accomplishing an average number of 15 global iter-
ations, 1 global generation and 610 number of FEs, an opti-
mized HFBFS was generated with an RMSE training value
equal to 4.856e-016. For the testing data, the testing RMSE
values for the first and the second sets are respectively
6.3350e-016 and 8.5660e-016. The number of the generated
fuzzy rules is equal to 6. Figure 5 shows the evolved HFBFS,
the desired and the predicted outputs for the training and
testing sets.

Table 3 illustrates a comparison with other existing works
such as Fuzzy Wavelet Neural Network models: FWNN [36]
and Recurrent Fuzzy Neural Networks: RFNN [37]. The
HFBFES is also compared with two other approaches which
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sunspot number dataset.

use the Beta basis function for designing Artificial Neural
Networks. These two approaches are the Beta Basis Func-
tion Neural Networks trained by the Artificial Bee Colony
algorithm: ABC-BBFNN [38], and the Flexible Beta Basis
Function Neural Tree model trained by a hybrid evolutionary
algorithm: FBBFNT [39]. As shown in Table 3, the HFBFS
proves again its superiority for the sunspot number problem.

3) NONLINEAR PLANT IDENTIFICATION
The nonlinear system [27] to be identified is described by:
Yp () [yp (t = 1) + 2] [y, (1) +2.5]
2 2
8.5+ [y O] + [t =]

+ u(t)

(14)

yp(+1)=

where yp(¢) defines the system output in the ™ time. The
input of the plant is defined by u(#) and is uniformly bounded
in [—2, 2]. The system to be identified has the following form:

Ypi 0+ 1) = [yp (1), yp (t = D] 4 u(®) (15)

The nonlinear function f [y, (t),y, (t — 1)] presents the
input to the system, and y; (f + 1) presents the output. For
the simulations, we use the first 500 data samples for training
and the other 500 data samples for the test. u(¢) constituting
the input signal is computed as follows:

2
2c0s (ZZL)  ifr <200
100

2t (16)
1.2sin|{ — if 200 <t <500
100

u(t) =
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TABLE 4. Results comparison in the case of nonlinear identification
system.

Method Training Testing Global_Itr FEs
RMSE RMSE
HMDDE [41] 1.9¢-02 1.1e-01 10000 -
ODE-NN [40] 1.9¢-02 1.1e-01 1000 -
FBBFNT [19] 1.8e-10 2.1e-10 15067 270,311
HFBFS 4.8e-16 4.7e-16 11 408

After accomplishing 11 global iterations, 1 global gener-
ation and 408 number of FEs, an optimal HFBFS having
7 rules is generated with 4.8006e-16 value for training RMSE
and 4.7210e-16 for testing RMSE. The evolved HFBFS, the
actual output and the predicted output are illustrated through
Figure 6.

Simulation results are illustrated in Table 4 and are
compared with results of other studies such as the oppo-
sition based differential evolution neural network system
ODE-NN [40], the hierarchical multi-dimensional differen-
tial evolution (HMDDE) algorithm for neural network opti-
mization [41] and the flexible beta basis function neural
tree (FBBFNT) [19]. It is remarkable from this table that the
HFEBFES gives the best results for the training and testing errors
as well as for the number of iterations and FEs.

B. HFBFS FOR HIGH-DIMENSIONAL BIOMEDICAL
CLASSIFICATION PROBLEMS

For this type of high dimensional problems, we apply
a feature selection algorithm as a first filtering step to
choose the most important inputs. Generally, the modeling of
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the nonlinear plant identification problem.

high-dimensional problems is usually anteceded by a data
preparation phase known as feature selection. The use of
such step aims to reduce the feature space instead of exploit-
ing all features of the original dataset, and consequently it
allows enhancing the prediction performance of the system.
In this study, a feature scoring technique named the Statistical
Dependency (SD) algorithm [42] is used as a data preparation
phase when the tested dataset is formed by a high input
dimension.

Moreover, to well evaluate the efficiency of the approach,
5-fold cross validation method was performed on classifica-
tion data sets as it gives an honest assessment of the true clas-
sification accuracy of the system. In general, cross-validation
is based on a random split of the dataset into disjoint training
and validation sets. This procedure is repeated and leads to
more accurate results.

In addition to the used measures of performance, the effec-
tiveness of the system is also evaluated using three other
popular metrics generally employed in binary classification
problems. These measures are the accuracy, the sensitivity
(also called the true positive rate) and the specificity (also
called the true negative rate):

Accuracy = (TP +TN) /(TP+ TN + FN + FP) (17)
Specificity = TN /(FP + TN) (18)
Sensitivity = TP/(FN + TP) (19)

where, TP (True Positive) is correctly identified, TN (True
Negative) is correctly rejected, FP (False Positive) is
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incorrectly identified and FN (False Negative) is incorrectly
rejected. In general, the specificity gives an idea about how
well the system can predict one category and the sensitivity
shows how well the system can predict the other category.
Whereas, the accuracy indicates how well the system can
predict both categories. In the context of medical tests, high
rates of sensitivity indicate that few actual cases of disease
are undetected. Whereas, high rates of specificity show that
few healthy people are labeled as sick.

1) LUNG CANCER DATASET

This dataset is a classification dataset downloaded from the
Kent Ridge Bio-medical Data Set Repository [43] and is
employed for the classification of malignant pleural mesothe-
lioma (MPM) and adenocarcinoma (ADCA) of the lung. It is
formed by 181 samples: Among them 150 tissues are ADCA
and the other 31 are MPM. Each sample is characterized by
12533 genes (features).

After executing the SD input feature selection algorithm,
the features number is reduced from 12533 to 25 features.
The results of classification accuracy in 5-fold cross vali-
dation for training and testing data are respectively 98.33%
and 97.24%. The other measures of performance including
specificity, sensitivity, the error, the number of rules and the
FEs number are summarized in Table 5. These classification
results are obtained after undergoing 12 global iterations,
1 global generation and 420 number of FEs. The rules number
of the optimum HFBFS is equal to 9. Results of Table 5 prove
the good performance of the suggested approach in terms of
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TABLE 5. Classification results for the Lung cancer dataset.

Metrics Training set  Testing set
Accuracy 98.33% 97.24%
Specificity 97.93% 97.43%
Sensitivity 96.53% 96.13%
Error 0.038 0.048
Rules 9
FEs 420
Selected features 25
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FIGURE 8. Pareto front Evolution for the Lung cancer dataset.

obtaining high rates of classification (high values for all the
three classification factors) using few rules and in a reduced
time (with a limited number of FFs). The evolved generated
HFBFS is drawn in Figure 7.

To more evaluate the effectiveness of the evolutionary
process, the evolution of the Pareto front during the learning
task is also studied. Hence, we compare in Figure 8 the gen-
erated Pareto fronts over a period of time. The figure shows
the evolution of the generated Pareto fronts during the opti-
mization process (from Global_Itr = 1 to Global_Itr = 9).
The first generated Pareto front after 1 global iteration
(Global_Itr = 1) contains the non-dominated solutions at the
beginning of the optimization phase. We can clearly remark
the significant improvement of the front’s solutions after
performing 9 global iterations. As shown in the figure,
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TABLE 6. Comparison of classification performance in the case of Lung
Cancer dataset.

Approach Rules  Classification accuracy
MOEALIF [45] 3 91.28%
Bootstrapping gene selection [44] - 91.2%
Fuzy-PCA-ACO [47] 20 98.21%
LDA-GA [46] - 97.7%~98.3%
HFBFS 9 98.33%

TABLE 7. Classification results for the Prostate cancer dataset.

Metrics Training set  Testing set
Accuracy 96.42% 95.86%
Specificity 98.33% 97.12%
Sensitivity 94.57% 94.62%
Error 0.065 0.076
Rules 8
FEs 514
Selected features 20

the front in red dominates the front in black showing a
great amelioration of non-dominated solutions. This affirms
the efficiency of the multi-objective training process and its
capacity to ameliorate the solutions quality as the search
progresses.

In order to make more meaningful analysis of results,
a comparison with other existing methods is illustrated
in Table 6. The HFBFS is mainly compared with a Boot-
strapping gene selection method [44], a Multi-Objective
Evolutionary Algorithm based Interpretable Fuzzy method:
MOEAIF [45], a wrapper approach based on a Genetic Algo-
rithm combined with Fisher’s Linear Discriminant Analy-
sis: LDA-GA [46] and a fuzzy modeling method using the
Principal Components Analysis (PCA) as a data reduction
method and the Ant Colony algorithm (ACO) for optimiza-
tion [47]. As compared with those approaches, our system
has the advantage of obtaining a good trade-off between the
classification performance and the fuzzy rules number.

2) PROSTATE CANCER DATASET

The final used dataset in this experimentation is the prostate
cancer data [43] for tumor versus normal classification. It is
formed by 12600 features and 136 samples (77 prostate
samples contain tumors and 59 do not contain tumors). The
features present normalized gene expression values taken
from the microarray image.

For this dataset, the features number is reduced by the SD
algorithm from 12600 to 20. After accomplishing 14 global
iterations, 1 global generation and 514 number of FEs,
an optimal HFBFS was generated with 8 rules. Results of
this experimentation are listed in Table 7. As seen in the
table, the average of classification rates on the training sets
is 96.42% and on the testing sets is 95.86%. In addition to
the accuracy metric, the high average values of specificity
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TABLE 8. Comparison of classification accuracyr in the case of Prostate
Cancer data set.

Approach Classification accuracy
GSVM-REFE [49] 90.18%
TSVM [48] 92%
AR-FRS-GR [48] 94.3%
HFBFS 96.42%

and sensitivity prove that tests have high credibility and the
proposed system is a well performing model. Regarding the
rule base complexity, we can see that the system succeeds to
reach a good balance between the classification rates and the
number of used rules, which is the aim of this work. The best
evolved HFBFS is shown in Figure 9.

The evolution of the Pareto front during the learning
process is also shown by Figure 10. The figure aims to
evaluate the effectiveness of the employed multi-objective
immune process for classification problems. If we compare
the generated Pareto fronts at the beginning of learning
(Global_Itr = 1) and after performing 11 global iterations
of optimization (Global_Itr = 11), we can observe the great
amelioration of non dominated solutions constituting the
Pareto fronts when the search progresses.

The proposed approach is essentially compared with a
classification method using Association Rule and an attribute
selection information Gain Ratio on Fuzzy Rough Set theory:
AR-FRS-GR [48], a Transductive Support Vector Machine:
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TSVM [48] and a Granular Support Vector Machines-
Recursive Feature Elimination: GSVM-RFE [49]. As shown
in Table 8, our system gets again higher average classification
accuracy than the other existing works.

VIil. CONCLUSION

This work presents a new hierarchical fuzzy learning
methodology based on an automated arrangement of
low-dimensional rule bases in a hierarchical architecture. The
proposed hybrid approach evolves the hierarchical structure
and the parameters of the HFBFS with the aim of attaining
the desired balance between the accuracy and the system
interpretability. To do this, two different machine learning
techniques, MOEIP and HABC, are applied iteratively until
a near optimal HFBFS is attained. In addition, a clustering
technique and an input selection method (for classification
problems) are used as two initial steps to reduce the compu-
tational effort and to obtain successful solutions in fewer iter-
ation numbers. The experimentation results are very encour-
aging in comparison with other referenced works and prove
the efficiency of this methodology for time series prediction
problems, nonlinear plant identification and classifications
problems. In fact, the obtained results are competitive not
only in regards to reaching a good accuracy rate, but also in
regards to reducing the number of rules, generating smaller
size of HFBFSs and also attaining good convergence speed.
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