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ABSTRACT Dynamic channel allocation (DCA) is the key technology to efficiently utilize the spectrum
resources and decrease the co-channel interference for multibeam satellite systems. Most works allocate
the channel on the basis of the beam traffic load or the user terminal distribution of the current moment.
These greedy-like algorithms neglect the intrinsic temporal correlation among the sequential channel
allocation decisions, resulting in the spectrum resources underutilization. To solve this problem, a novel
deep reinforcement learning (DRL)-based DCA (DRL-DCA) algorithm is proposed. Specifically, the DCA
optimization problem, which aims at minimizing the service blocking probability, is formulated in the
multibeam satellite systems. Due to the temporal correlation property, the DCA optimization problem
is modeled as the Markov decision process (MDP) which is the dominant analytical approach in DRL.
In modeled MDP, the system state is reformulated into an image-like fashion, and then, convolutional neural
network is used to extract useful features. Simulation results show that the DRL-DCA algorithm can decrease
the blocking probability and improve the carried traffic and spectrum efficiency compared with other channel
allocation algorithms.

INDEX TERMS Dynamic channel allocation (DCA), multibeam satellite systems, Markov decision pro-
cess (MDP), deep reinforcement learning (DRL), blocking probability.

I. INTRODUCTION
With the increasing demand for high quality and low cost
services, multibeam satellite systems have evolved to equip
the multibeam transmitters with flexible on-board payloads.
High Throughput Satellite (HTS) and High Capacity Satellite
(HiCapS) both characterized by a large number of beams
and flexible on-board payloads have improved the system
performance effectively [1], [2]. The flexibility provided by
multibeam satellite systems allows dynamic channel alloca-
tions to efficiently exploit the system spectrum resources.
As channel reuse technology may bring about severe co-
channel interference (CCI) thus degrading the service quality,
the appropriate and effective DCA algorithm is needed to
further improve the system performance by fully exploiting
the potential benefits from multibeam operation [3]–[6].

As an effective technique to improve the spectrum uti-
lization and the service quality, DCA has been studied in
many research works for multibeam satellite systems. In [7],

two DCA algorithms are proposed based on pre-defined cost
functions. Compared with the fixed channel allocation (FCA)
algorithm, the two DCA algorithms of [7] can achieve
lower blocking probability at the cost of higher computa-
tional overhead. Reference [8] adopts the low-complexity
DCA algorithms based on interference measurement
(IM-DCA) and user location (L-DCA) to decrease the co-
channel interference. Focusing on the service quality of beam
edge users, [9] proposes the beam cooperation based DCA
algorithm. However, it may result in new challenges on the
feed sharing and the combination methods. Recently, [10]
improves the IM-DCA with service quality threshold control
while [11] improves the L-DCA with channel segregation
using priority channels to guarantee the service quality. The
proposedDCA algorithms in [10] and [11] tend to allocate the
channel with the minimum interference level in a greedy-like
manner. However, this greedy-likemanner neglects the intrin-
sic temporal correlation during the DCA sequential decision
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making process in multibeam satellite systems, resulting in
the spectrum resources underutilization.

In multibeam satellite systems, the DCA algorithms should
consider the beam traffic, the UTs distribution and the influ-
ence on the latter channel allocation decisions. In addition,
the DCA algorithms also subject to the satellite on-board
power and co-channel interference (CCI) constraints. The dif-
ficulty lies in accurately modeling this temporal correlation
characteristic and making better channel allocations deci-
sions, in this way to maximize system performance during a
long-term period. Above all, the DCA optimization problem
of multibeam satellite systems is a sequential decision mak-
ing problem embedded in complicated environments. The
emerging DRL method shows great prospect in sequential
decision making problems [12]–[15] and has been applied
in many dynamic resource management problems [16]–[20].
By incorporating both the advantages of the perception of
deep learning (DL) and decision making of reinforcement
learning (RL), the DRL is able to output control signal
directly based on high-dimensional environments. Consider-
ing the complexity of DCA optimization problem of multi-
beam satellite systems, this paper utilizes DRL to deal with
the curse of dimensionality problem, which is intractable
in traditional RL. Based on the observation that DCA opti-
mization problem is a temporal correlated sequential decision
making problem, and the DRL is one of the effective solutions
to this problem, the DRL-DCA algorithm is proposed in
multibeam satellite systems.

In this paper, the DCA optimization problem, which aims
at minimizing the service blocking probability, is formulated
in multibeam satellite systems. Then the DCA optimization
problem is modeled as the MDP which is a dominant analyt-
ical framework for DRL. System state, action and reward are
defined in modeled MDP by characterizing the formulated
DCA optimization problem. Furthermore, the state refor-
mulation and deep convolutional neural network (CNN) are
adopted to extract the useful features. To improve the stability
of the DRL-DCA algorithm, the experience replay and target
network techniques are adopted. Simulation is conducted to
evaluate the performance of the proposed DRL-DCA algo-
rithm. Results demonstrate that the proposed DRL-DCA
algorithm can achieve lower blocking probability in various
simulation environments. Under the same blocking probabil-
ity performance, the DRL-DCA algorithm can improve the
carried traffic in about 24.4− 41.7% and 8.5%, and improve
the spectrum efficiency in about 21.7% and 5.3%, compared
with the traditional FCA and IM-DCA, respectively.

The main contributions of this paper are summarized as
follows:
• The DCA optimization problem, which aims at mini-
mizing the service blocking probability, is formulated in
multibeam satellite systems.

• The DCA optimization problem is modeled as the MDP,
where the system state, action and reward are defined.

• The state reformulation and deep convolutional neural
network are used to extract the useful features.

The rest of this paper is organized as follows: Section II
describes the multibeam satellite system model and DCA
optimization problem formulation. In Section III, the detailed
designation and implementation of the proposed DRL-DCA
algorithm are addressed. Section IV presents and analyzes the
simulation results. Section V concludes the paper.
Notations: Uppercase boldfaces, lowercase boldfaces and

normal letters denote the matrices, column vectors and
scalars, respectively, such as H, h and k . Uppercase curlycue
represents a set, such as U . CM×N and RM×N denote the
space of complex and real M × N , respectively. (·)−1, (·)T

and (·)H denote the inversion, the transpose and conjugate
transpose operation, respectively.

II. SYSTEM MODEL AND PROBLEM FORMULATION
In this section, we first present the system model on multi-
beam satellite scenario. Then the DCA optimization problem
is formulated.

A. SYSTEM MODEL
This paper considers a scenario where multibeam satel-
lite systems provide direct-to-user services for ground user
terminals (UTs). The multibeam satellite generates a geo-
graphical footprint subdivided into N beams, represented as
B = {n |n = 1, 2, . . . ,N }. Figure.1 illustrates a geographical
footprint ofN = 37multibeams. System available bandwidth
Btot is divided in M channels providing frequency granular-
ity of Bc = Btot/M , constituting the available channel set
C = {m |m = 1, 2, . . . ,M}. Number of K UTs, denoted
as U = {k |k = 1, 2, . . . ,K } are served by the multibeam
satellite system. Let the wk = [wk,1,wk,2, ...,wk,M ]T be
the channel allocation (CA) vector for UT k representing the
transmitting power on each allocated channel. Then, all UTs’
CA vectors form the satellite system CAmatrix per-UT basis,

FIGURE 1. Multibeam satellite scenario with 37 beams.
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denoted as W = [w1,w2, ...wK ] , W ∈ RM×K . Satellite on-
board maximum power is denoted as Ptot , and the maximum
power for each beam is denoted as Pb.
Let sk = [sk,1, sk,2, . . . , sk,M ]T be symbols transmitted to

UT k , assuming normalized amplitude |sk,m|2 = 1,∀k,m
without loss of generality. Signal attenuation from satel-
lite multibeam transmitter to UT receiver is represented as
H = {hi,j|1 ≤ i, j ≤ K } ∈ RK×K taking into consideration
of the channel gain, transmitting and receiving antenna gain,
etc. Specifically, let A = diag{α1, α2, · · · , αK } denote the
channel gain matrix, GB = {gbk,n|1 ≤ k ≤ K , 1 ≤
n ≤ N } denote the N multibeam transmitting antenna gain
towards K UTs, and GU = diag{gu1, g

u
2, · · · , g

u
K } denote

K UTs receiving antenna gain. UT k is served by the beam
which can provide maximum receiving signal level. Thus, the
UT-beam association matrix X is expressed as (1):

X = {xk,n|xk,n ∈ {0, 1},
N∑
n=1

xk,n = 1, ∀k, n} (1)

In eq.(1), xk,n = 1 means the UT k is associated with
beam n, and xk,n = 0 otherwise. Then the total signal
attenuation H from multibeam transmitters to UTs receivers
is expressed as eq.(2):

H = A ·GU ·GB · XT (2)

Through the eq.(1) and eq.(2), the received signal can be
expressed as the desired signal and the CCI signal plus noise
as eq.(3):

yk = hk,k · wk � sk +
K∑

i=1,i6=k

hk,i · wi � si + σk (3)

where the operator � means the Hadamard product. The
hi,j represents the channel gain from transmitting signal j to
receiving signal i, hi,j ∈ H, and σk is the noise mainly due to
the UT receiving antenna thermal noise.

To calculate the CCI, we define the V as the CA matrix
per-channel basis, where V = WT , V ∈ RK×M . Each
vector vm = [vm,1, vm,2, · · · , vm,K ]T represents the trans-
mitting power for each UT on the channel m. From the
eq.(3), the desired signal power Dk and CCI power Ik for
UT k on each channel can be calculated as eq.(4) and eq.(5),
respectively.

Dk = |hk,k |2 · diag{wk} · [diag{wk}]H (4)

Ik = diag{[gk · vm · vHm · g
H
k ]m=1,2,··· ,M } (5)

where gk = [hk,1, hk,2, · · · , hk,K ]|(hk,k=0).
Through the eq.(3) and eq.(5), the interference plus the

noise Uk for UT k is expressed as (6):

Uk = Ik + |σk |2 · EM (6)

where EM is the M-order identity matrix.
Based on the desired signal Dk calculated through eq.(4)

and the interference plus noise Uk calculated through eq.(6),
the service quality for UT k in terms of Shannon capacity can

be given as eq.(7).

Ck = Bc · det[log2(EM + 0k )] (7)

where 0k = Dk ·U−1k is the signal and interference plus noise
ratio (SINR) of UT k receiving signal.
To guarantee the service quality of UT k , a minimum

capacity CTh is required, namely Ck ≥ CTh. Otherwise,
the service is dropped or blocked.

B. PROBLEM FORMULATION
The channel allocation problem in multibeam satellite sys-
tems can be viewed as the sequential decision making prob-
lems. From this aspect, the multibeam satellite system is
modeled as a discrete-time event system, driven by the new
service arrival events. At each time step t , denote the ut as the
event UT and the bt as the event beam where the new service
arrives. From the eq.(1), we know the bt = argmaxn xut ,n.
Once new arrival service event occurs, the satellite system
checks whether if there exist available channels for the new
arrival ut to provide the required service quality satisfying the
satellite on-board power constraints meanwhile not degrad-
ing other existing services quality. If there exist available
channels, the system makes decisions on the CA vector wut

for the new arrival UT ut . Otherwise, the service is blocked.
An performance indicator 8t representing whether the new
service is blocked or not is defined as eq.(8):

8t
=

{
1, new arrival UT ut is blocked
0, otherwise

(8)

Considering the CA decisions should satisfy the satellite
on-board power constraints, we define the CA matrix per-
beam basis F = [f1, f2, · · · , fN ] ∈ RM×N , where the
vector fn represents the transmitting power on each channel
for beam n. Given the UT-beam association matrixX through
eq.(1) and the CAmatrix per-UT basisW, the CAmatrix per-
beam basis F can be calculated as eq.(9).

F =W · X (9)

Focusing on minimizing the service blocking probability,
this paper aims at finding the optimal DCA algorithm so that
the number of blocked service is minimized during a long-
term period T . To further decrease the optimization problem
complexity, we assume the equal transmitting power on each
channel and the maximum number of one channel is allowed
for each UT. Then, the DCA optimization problem can be
modeled as eq.(10) subject to eq.(11)-(14).

opt. P(U t ,Wt , ut ) = min
wut

T∑
t=1

8t (10)

s.t.
N∑
n=1

ftn · (f
t
n)
H
≤ Ptot , ∀t (11)

ftn · (f
t
n)
H
≤ Pb, ∀n, t (12)

Ck ≥ CTh, ∀k ∈ U t (13)
M∑
m=1

|wut ,m|
2
≤ Pc, |wut ,m|

2
∈ {0,Pc}, ∀m (14)
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where Wt , ftn and U t represent the CA matrix per-UT basis,
the CA vector per-beam basis for beam n and the serving UTs
set at the time step t , respectively.
For the optimization problem P in eq.(10), constraint in

eq.(11) means the total transmitting power should not exceed
total satellite on-board power, and constraint in eq.(12) means
that any beam power should not exceed the beam power
limitation. Constraint in eq.(13) means current CA decision
should not degrade the existing service quality. Constraint
in eq.(14) means the equal power on each channel and the
maximum number of one channel is allowed for each UT.
From the aforementioned description, we can know that the
formulated problemP can be viewed as a temporal correlated
sequential decision making optimization problem with com-
plex constraints. While the DRL method is one of the effec-
tive ways to solve this problem, the DRL-DCA algorithm is
proposed which will be further described in detail in the next
section.
Notes: The notations and corresponding descriptions in

this section are summarized in Table 1.

TABLE 1. Notations and corresponding descriptions.

III. PROPOSED DRL-DCA ALGORITHM
In this section, we describe the proposed DRL-DCA
algorithm in multibeam satellite systems. We first illustrate
the DRL-DCA architecture. Then, the optimization prob-
lem P is modeled as the MDP, where the state, action and
reward are defined. Then, the state is reformulated into an
image-like fashion. At last, the detailed implementation of the
DRL-DCA algorithm is illustrated.

A. DRL-DCA ARCHITECTURE
The main idea of the DRL-DCA algorithm is to model the
multibeam satellite system as the agent and the service event
as the environment. The architecture of the DRL-DCA algo-
rithm is shown in Figure.2.

FIGURE 2. DRL-DCA Architecture.

For the DRL-DCA architecture, the state s, action a and
reward r are defined in the modeled MDP. Then the state s is
reformulated into an image tensor φ(s) to take full advantage
of the CNN. The Q-Network Q(φ(s), a; θ ) with parameters θ
is the action-value function in charge of mapping the input
environments to output CA decisions. During each mapping,
Q-Network generates an history result consisting of current
state φ(sj), current action aj, instant reward rj+1, the next
state φ(sj+1) and stores them into the replay memory D.
The target network Q̂ with parameter θ− is copied from the
Q-Network every G steps. At each time step, a minibatch
randomly sampled from the replay memory D together with
the target network Q̂ is used to calculate the loss and train the
Q-Network. A detailed description on the MDP model,
the state reformulation and the implementation of the pro-
posed DRL-DCA algorithm will be given in the following
subsections.

B. MDP MODEL
The MDP is set of sequential decision making process with
Markov property. The MDP contains a set of states s ∈ S,
a set of actions a ∈ A, a reward function r ∈ R, and a
series of transition probabilities p(st+1|st , at ) of moving from
the current state st to the next state st+1 given an action at .
The goal of an MDP is to find a policy that maximizes the
expected accumulated rewardsRt =

∑
∞

i=0 γ
i
·rt+i, where rt+i

is the immediate reward at the t+ i time stamp and γ ∈ [0, 1]
is the discount factor.

We adopt the model-free method meaning that there is no
knowledge of the transition probabilities p(st+1|st , at ). Based
on the formulated DCA optimization problem P as eq.(10),
we define the state, action and reward in the modeled MDP
as following. An illustration of the modeled MDP is showed
in Figure.3.

1) STATE
The state is an abstraction of the environment based on which
the agent makes the action decisions. From the optimization
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FIGURE 3. MDP Model.

problem P , CA vector wut decision depends on the current
UTs set U t , the CA matrix per-UT basis Wt and the new
arrival UT ut . Based on this observation, we define the system
state as eq.(15).

st = (U t ,Wt , ut ) (15)

2) ACTION
In modeled MDP, the agent should make decisions to take
actions based on the system state st defined in eq.(15). For
DCA optimization problem P , the decision is to determine
the CA vector wut for the new arrival UT ut while satisfying
the constraints (11)-(14). From the eq.(14), we can know that
at most one element in wut is nonzero. In the case that there
is available channels which can provide required service for
ut while satisfying (11)-(14), we denote such channels set as
A(st ), whereA(st ) ⊂ C. Otherwise, the new arrival service is
blocked,A(st ) = ∅. Based on this observation, we define the
action at as an index indicating which channel is allocated at
this time step t as eq.(16).

at = {m |m ∈ A(st )} (16)

3) REWARD
InmodeledMDP, the agent tries tomaximize the accumulated
rewards. In the optimization problem P , the goal is to mini-
mize the number of the blocked services. Thus, we can define
the reward in the principle that a positive reward rSF is set
when the new service is satisfied while a negative reward rBL
is set when the service is blocked. Based on this observation,
the reward is defined as eq.(17).

rt =

{
rBL , 8t

= 1
rSF , otherwise

(17)

C. STATE REFORMULATION
In this section, we propose a state reformulation allowing the
system state st to be represented in an image-like fashion,
here we call it image tensor, φ(st ). The reason for reformulat-
ing the state into an image-like fashion lies in the following
three aspects.
• Constructing the input data into a certain structured for-
mat. As the deep neural network (DNN) has many layers
and each layer has the specific input and output format,
the input data for DNN should be regular-structured.

• Extracting the spatial features of the DCA optimization
problem. In multibeam satellite systems, the defined
system state st has the spatial correlation features mainly
due to the co-channel interference (CCI) mechanism.
This is because the CCI depends on the geographical rel-
ative location of UTs which occupied the same channels.

• Pre-processing the state to decrease the computational
complexity. In multibeam satellite systems, the num-
ber of beams can be hundreds to thousands. In fact,
the useful features of state st for decision making mainly
depend on the new arrival ut ’s surrounding beams.

Based on the aforementioned factors, we reformulate the
state into an image-like fashion through two steps. The first
step can be done by extracting the partial useful beams Bφ
information from all beams B as eq.(18).

Bφ = {n|θn,bt ≤ θTh, n ∈ B} (18)

where bt is the event beam, θi,j means the angle isolation
between beam i and beam j. Here, we set the θTh =

√
3θBW

meaning the neighboring two layers of beams is remained.
Through the extracted beam information in eq.(18),

the corresponding UTs set in the Bφ can be denoted as
eq.(19).

Uφ = {k|xk,n = 1, k ∈ U , n ∈ Bφ} (19)

Second step is to reformulate the extracted information as
the image tensor φ(st ) so that we can take advantage of CNN
to deal with the reformulated image. The image tensor is of
size Lw×Lh×(M+1), where theM+1 represents the number
of images while the Lw and Lh are the width and height of
each image. The useful information on beams and UTs are
broken down into M + 1 images, where each image of m ∈
[1,M ] represents the CA matrix consisting of the beams Bφ
and serving UTs Uφ for the channelm, while the imageM+1
represents the arrival UT. The pixel value of each image is in
range of {0, 1}, where value 1 means there is an existing(/new
arrival) UT for an image m ∈ {1, · · · ,M}(/m = M + 1).
Then the reformulated image tensor φ(st ) can be represented
as φ(st ) ∈ {0, 1}Lw×Lh×(M+1).
The state reformulation process is illustrated in Figure.4,

where themarker ‘‘◦’’ represents the new arrival UTwhile the
marker ‘‘×’’ represents the existing UTs. For existing UTs,
different colors represent the different allocated channels. For
example, the red colormeans the channelm = 1 and the green
colormeans the channelm = M . In the DRL-DCA algorithm,
we set the Lw = Lh = 10.

FIGURE 4. Illustration of state reformulation process.

D. DRL-DCA IMPLEMENTATION
The DRL-DCA algorithm implementation mainly refers
the Deep Q-Network (DQN) algorithm proposed in [13].
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Three main aspects about the Q-Network architecture, the
Q-Network update and the action selection policy are
addressed in the following.

1) Q-NETWORK ARCHITECTURE
The Q-Network acts as the decision making functionality
mapping the input φ(st ) to the output action value, Q :
φ(st )→ Q(φ(st ), at ; θ ), which represents the expected accu-
mulated rewards for taking action at under the situation φ(st ).

In the DRL-DCA algorithm, the Q-Network adopts the
CNN as the non-linear function approximator, which con-
sists of two convolutional (Conv) layers and two fully-
connected (FC) layers. The first convolutional layer, Conv1,
consists of 16 kernel each size is 5 × 5, with ’sigmoid’
activation function. The second convolutional layer, Conv2,
consists of 32 kernel each size is 3 × 3, with a same nonlin-
ear activation function. The first fully-connected layer, FC1,
reshapes the Conv2 output and takes as the input. The sec-
ond layer is backward connected to M possible actions. The
Q-Network architecture is illustrated in Table.2.

TABLE 2. Architecture of the Q-Network.

2) Q-NETWORK UPDATE
Traditional RL is known to be unstable or even to diverge
when a nonlinear function approximator such as a neural
network is used to represent the action-value function [21].
This instability has several causes: the correlations present
in the sequence of observations, the fact that small updates
to action-value functions may significantly change the policy
and therefore change the data distribution, and the correla-
tions between the action-values and the target values. To solve
this problem, we adopt the experience replay and target net-
work to improve the Q-Network stability.

In the DRL-DCA algorithm, the replay memory D with
capacityNep is emptied in the initialization stage. Then during
the training and operating process, new generated experience
tuple (φ(st ), at , rt+1, φ(st+1) is stacked into the D. Once the
size of stored experiences achieves the number Nst , the DRL-
DCA algorithm starts training the Q-Network. During the
training, a minibatch data with size of Nmb is randomly
sampled from the D. For each experience tuple of the Nmb
sampled minibatch, the target network Q̂(φ(s), a; θ−) is used
to calculate the loss as eq.(20).

L(θ ) = E[(yj − Q(φ(s), a; θj))2] (20)

where yj is the target value and calculated as eq.(21).

yj =

rj+1, if A(sj+1) = ∅
rj+1 + γ max

a∈A(sj+1)
Q̂(φ(sj+1), a; θ−), else (21)

Through the calculated loss L(θ ), the stochastic gra-
dient descent (SGD) method is adopted to train the
Q-Network [23]. During the training process, batch normal-
ization (BN) technology is adopted to accelerate the training
by reducing internal covariate shift effect [24].

3) ACTION SELECTION
On the action selection strategy, the ε − greedy policy is
adopted to balance the exploration and exploitation, i.e. to
balance the reward maximization based on the knowledge
already known with trying new actions to obtain knowl-
edge unknown. In the DRL-DCA algorithm implementation,
we linearly decrease the exploration rate ε from initial value
εi to final value εf during the training.

The DRL-DCA algorithm process is illustrated in Table.3.

TABLE 3. The DRL-DCA Algorithm.

IV. SIMULATION RESULTS AND ANALYSIS
In this section, we use computer simulations to show the per-
formance of the proposed DRL-DCA algorithm in multibeam
satellite systems. We first present the simulation parameters.
Then, the performance under different traffic distribution
and system bandwidth are simulated and analyzed. At last,
the convergence performance of the proposed DRL-DCA
algorithm is illustrated.

A. SIMULATION PARAMETERS
For simulation parameters, we consider the typical L-band
with downlink frequency of 1542 MHz multibeam satellite
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system as present simulation scenario. Simulation parameters
mainly refer to the GEO-Mobile Radio (GMR) Interface
Specifications [22] which is adopted in the Thuraya systems.
Channel gain mainly considers the free space propagation
loss, and multibeam transmitting antenna gain depends on
the antenna radiation pattern with beamwidth θBW = 1◦ and
maximum gain 41.6 dBi. The G/T value of UTs receiving
antenna is G/T = −22 dB/K. Service arrival is supposed
to obey poisson distribution with arrival rate λ, and the ser-
vice duration obeys an exponential distribution with mean
duration µ. Service quality with required minimum capacity
CTh = 500 kbps is supposed. Simulation is conducted based
on Matlab 2017 platform and a MATLAB toolbox named
DeepLearnToolbox [23] is selected to implement the CNN.

The simulation parameters are summarized in Table 4.

TABLE 4. Simulation Parameters.

We compared the proposed DRL-DCA algorithm with the
following two algorithms:
• FCA: fixed channel allocation algorithm where a set of
channels is permanently allocated to each beam with the
frequency reuse factor FR = 4.

• IM-DCA: interference measurement based dynamic
channel allocation algorithm with threshold proposed
in [10], where the channel with minimum CCI is allo-
cated.

The blocking probability, carried traffic and spectrum effi-
ciency are used as the performance metrics. In this paper,
these three metrics are defined as follows:
• Blocking probability: defined as the ratio of blocked
service numbers and the arrived service numbers,
pbl = Nblock/Narrival .

• Carried traffic: defined as the maximum traffic (in terms
of traffic arrival rate λ) that the system can carry subject
to a given blocking probability pbl = 0.10.

• Spectrum efficiency: defined as a variable inversely pro-
portional to the required bandwidth (in terms of the
number of channels M ) so that the system can achieve
the carried traffic subject to a given blocking probability
pbl = 0.10.

B. PERFORMANCE UNDER DIFFERENT TRAFFIC
DISTRIBUTION
1) UNIFORM TRAFFIC DISTRIBUTION
In this case, the traffic of each beam follows the uniform
distribution with traffic duration µ = 3 with unit minutes.
We evaluate the performance under different beam traffic
in terms of poisson arrival rate λ with unit times per hour.
Simulation result is illustrated in Figure.5.

FIGURE 5. Blocking probability versus beam traffic arrival rate λ under
uniform traffic distribution.

It can be seen from Figure.5 that the blocking probability
of the three algorithms increases as the traffic arrival rate
increases. The proposed DRL-DCA algorithm achieves lower
blocking probability compared with the FCA and IM-DCA.
For example, under the scenario of traffic arrival rate λ = 80,
the blocking probability of the FCA, IM-DCA and DRL-
DCA algorithm is pbl = 0.31, pbl = 0.28 and pbl = 0.26,
respectively. For the interesting range of blocking probability
pbl = 0.10, the FCA, IM-DCA and DRL-DCA algorithm
can carry the traffic with arrival rate λ = 41, λ = 47,
λ = 51, respectively. In other words, the DRL-DCA algo-
rithm can improve the carried traffic in about 24.4% and
8.5%, compared to the FCA and IM-DCA, respectively.

From Figure.5, we can see when the traffic load is light
to moderate, λ ∈ [10, 50], the performance of DCA (the
IM-DCA and DRL-DCA) algorithms shows great advantages
over FCA algorithm. That is mainly because the DCA can
achieve more efficient utilization by dynamic scheduling the
available channels. While when the traffic is very heavy,
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λ ≥ 80, the performance advantage of DCA algorithms over
FCA becomes less obvious. This can be explained by the fact
that relatively small number of channels are available under
the heavy traffic load and thus optimal channel allocation
decision becomes meaningless. We can also observe that
the DRL-DCA algorithm performs more prominently than
IM-DCA, it can be explained that the DRL-DCA algorithm
focuses on the performance optimization during a long-term
period while the IM-DCA makes the channel allocation with
only current situation considered.

2) NON-UNIFORM TRAFFIC DISTRIBUTION
In this case, the traffic of each beam follows non-uniform
distribution with traffic duration µ = 3 with unit minutes.
We evaluate the performance under different beam traffic
in terms of average arrival rate λ with unit times per hour.
Figure.6 illustrates the blocking probability performance.

FIGURE 6. Blocking probability versus average beam traffic arrival rate λ

under non-uniform traffic distribution.

Figure.6 clearly shows that the blocking probability of the
three algorithms increases as the traffic arrival rate increases.
The proposed DRL-DCA algorithm achieves lower blocking
probability compared with the FCA and IM-DCA. From
Figure.5 and Figure.6, we observe that the blocking proba-
bility of FCA becomes larger in the non-uniform distribution
(pbl = 0.34) compared with that in uniform distribution case
(pbl = 0.31) under the same beam traffic (λ/λ = 80). While
the DCA algorithms show almost the same performance in
the uniform and non-uniform distribution, and the DRL-DCA
algorithm performs better than IM-DCA. For the interesting
range of blocking probability pbl = 0.10, the FCA, IM-
DCA and DRL-DCA algorithm can carry the traffic with
arrival rate λ = 36, λ = 47, λ = 51, respectively. In other
words, the DRL-DCA algorithm can achieve the performance
improvement in carried traffic of 41.7% and 8.5%, compared
to the FCA and IM-DCA, respectively.

3) DIFFERENT TRAFFIC DURATION
In this case, the traffic of each beam follows non-uniform
distribution with average arrival rate λ = 40. We evaluate
the performance under different traffic duration in terms
of exponential duration parameter µ with unit minutes.
Figure.7 illustrates the blocking probability performance.

FIGURE 7. Blocking probability versus beam traffic duration µ under
non-uniform traffic distribution.

It can be seen from Figure.7 that the blocking proba-
bility of the three algorithms increases as the traffic dura-
tion increases. The proposed DRL-DCA algorithm achieves
lower blocking probability compared with the FCA and IM-
DCA algorithms. For example, under the scenario of traffic
duration µ = 5, the blocking probability of the FCA, IM-
DCA and DRL-DCA algorithm is pbl = 0.27, pbl = 0.21
and pbl = 0.18, respectively. From Figure.7, the proposed
DRL-DCA algorithm is effective under different traffic dura-
tion scenarios.

C. PERFORMANCE UNDER DIFFERENT SYSTEM
BANDWIDTH
In this case, the system bandwidth, Btot = Bc × M , is rep-
resented by the number of channels M with fixed channel
bandwidth Bc = 312.5 kHz. Figure.8 shows the blocking
probability with different number of channelsM and average
arrival rate λ under non-uniform traffic distribution scenario.
It can be seen from Figure.8 that the blocking probability

decreases with the increase of channel numbers M and the
decrease of traffic average arrival rate λ. Under the same
beam traffic and blocking probability performance, the DRL-
DCA algorithm needs the smaller bandwidth, i.e. it can
achieve a higher spectrum efficiency. From Figure.8, under
the scenario of traffic arrival rate λ = 60, the needed number
of channels is M = 23, M = 19 and M = 18 for the
FCA, IM-DCA and DRL-DCA algorithm, respectively. That
is to say, the DRL-DCA algorithm can achieve the spectrum
efficiency improvement of about 21.7% and 5.3%, compared
to the FCA and IM-DCA.
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FIGURE 8. Blocking probability versus number of channels M and
average beam traffic arrival rate λ under non-uniform traffic distribution.

FIGURE 9. Blocking probability performance during the training and
operating time steps.

D. PERFORMANCE OF CONVERGENCE
To show the convergence of the DRL-DCA algorithm,
we take a deeper look into one specific data-point of
Figure.5 under λ = 80. The blocking probability perfor-
mance is illustrated as Figure.9. From Figure.9, the perfor-
mance of the DRL-DCA algorithm keeps constant during the
first 0.5 × 104 time steps. This is mainly because the Q-
Network parameters θ starts updating only when the replay
memory achieves the Nst experience tuples. Furthermore,
we can see the DRL-DCA algorithm converged after about
6 × 104 time steps. From a practical point of view, CA
decisions made by multibeam satellite systems are often
highly repetitive, thus generating an abundance of training
data available for implementing the DRL-DCA algorithm.

V. CONCLUSION
In this paper, a novel deep reinforcement learning based
dynamic channel allocation (DRL-DCA) algorithm is

proposed in multibeam satellite systems. Simulation result
demonstrates that the proposed DRL-DCA algorithm can
achieve lower blocking probability, compared with the tra-
ditional FCA and IM-DCA algorithms. The proposed DRL-
DCA algorithm can also improve the carried traffic and the
spectrum efficiency. Joint channel and power allocation algo-
rithm based on DRL method remains to be further studied.
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