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ABSTRACT The task of protecting healthcare information systems (HIS) from immediate cyber security
risks has been intertwined with cloud computing adoption. The data and resources of HISs are inherently
shared with other systems for remote access, decision making, emergency, and other healthcare related
perspectives. In the case of a multitude of requirements by multiple stakeholders, various, and diverse cloud
models are being adopted across the healthcare and public health industry, which defies the real essence of
sharing and using cloud computing in this domain. The misconception of security is one of the key hurdles
in the adoption of cloud as a de facto standard in the healthcare and public health sector. In this paper,
we demonstrate the similarity of the security aspects of the cloud computing models, by identifying the
critical assets in the HIS, and by assessing their impact on the HIS. We also evaluate the risk exposure of
the cloud computing models by performing a critical analysis. To the best of our knowledge, this is the first
study of its kind for risk analysis of cloud computing models in order to demonstrate their suitability for
the HIS.

INDEX TERMS Clouds, cyberspace, public healthcare, risk analysis, security.

I. INTRODUCTION
There has been a tremendous growth in the online availability
of digital patient records due to the technological advances in
communications. The patient records may contain: 1) patient
personal data, such as name, age, address and date of birth;
2) historical health data such as the persistent health risks,
diseases in the past, the current health condition; 3) finan-
cial data such as bank account information; 4) government
concessions; 5) Friend of a Friend (FoaF) information such
as related-to, lives close-to; 6) future plans; and 7) mis-
cellaneous information such as the details of the assistance
required, parking status, vehicle information and emergency
contact details. There are incentives for the reduction of costs
and the optimization of process flow in the digitization of
records. The historical records of patients are further shared
around when they are transferred from one healthcare facility

to the next or in future examinations. From the growth in
technology, the digitization of patients’ records and work
flows has reached a record high. However, patient data is
in high demand by cyber criminals and the most of the
attacks were aimed at the healthcare infrastructure [1]–[4].
With patients’ lives often depending on connected systems,
it is critical that immediate solutions are found. Recently,
the incidents reported in the month of September 2017 by
HIPAA Journal [5] shows that 76.81% of health information
with the number of 363,364 records were exposed. In fact,
since its infancy, the digital healthcare industry has faced
crippling threats in the form of ransomware, information
theft, and records compromise.

In the medical healthcare sector, cloud computing is con-
sidered to be an immediate remedy, because it is scalable as
well as economical. This sector demands the infrastructure
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FIGURE 1. Cloud service models.

of computing by the means of quality service levels, but if
the infrastructure is not configured and maintained properly,
it is highly vulnerable to data breaches [6]. The main tenet
in the adoption of cloud computing is the sharing of the risk
with the client, which is opposite to the customer managed
risk [7]. In addition to risk management, the medical sector
is attracted towards cloud computing due to the absence of
any other definitive solution that can provide the level of ser-
vices required and is capable enough to counter the frequent
data breaches. Several budding companies have offered cloud
computing services products that have not been adequately
qualified for or mapped to the needs of the customers (in this
case, the healthcare industry) such as open flow capability,
the needs of connected data, and support for multi-format
data in a mutual, and virtualized milieu. Cloud computing
is categorized into three service models [8] as illustrated
in Figure 1.

One of the cloud computing models known as Infrastruc-
ture as a Service (IaaS) suits both the service providers and
the service customers better as it shares the risks equally
among all the parties [9]. The incentives that are envisioned
from cloud adoption are, 1) Workflow Optimization, 2) Data
Security, 3) Infrastructure as a Service, and lastly 4) Passive
supervision of connected medical devices. The optimization
of workflow is essential for the people who are dealing with
the public, especially with healthcare organizations because
of the high probability of the use of distributed data update
models. The host organizations must ensure the availabil-
ity and governance of the data to enable dynamic work-
flows [10]. The sharing of the data increases the attack space,
and the exposure to a wider audience creates difficulties to
solve data security problems.When the data is stored in a cen-
tralized location, and is transmitted by applying symmetric
data encryption techniques, the deployment and maintenance
costs will go beyond cost tolerance thresholds [11].

One of the essences of cloud computing models is the cost
sharing model in the technological infrastructure. Different
models of infrastructure are compared in [12] and the authors
have come to the conclusion that cloud computing models
share the cost of operations as well as the cost of the risks. The
passive supervision models, although not widely practiced,
are a paradigm that we envisage will prevail in the administra-
tion of futuremedical devices. This remote supervisionmodel

requires the least cost [13] if applied using cloud computing
models.

Therefore, cloud computing exhibits numerous advan-
tages, but also presents various issues that cannot be ignored.
Most noteworthy hurdle in the adoption of cloud computing
is the security followed by such other matters as isolation.
Since, cloud computing signifies a comparatively novel com-
puting representation at every level, like applications, hosts,
network, and data, that in turn raises the issue of the appli-
cation safety to shift towards Cloud Computing [11], [14].
The indecisions and pressures could cause the adoption of
solutions that are without the required level of safety that is
still a concern with cloud computing. Issues related to cloud
security could cause serious threats, for example, exterior
data storage space, reliance on public Internet, multi-tenancy,
power issues, and the interior safety. In contrast to customary
technology, cloud computing has many distinct characteris-
tics, as the range of assets that belong to the cloud contributors
are completely disseminated, diverse and entirely virtual-
ized. Conventional safety measures such as distinctiveness,
verification, and endorsement are no longer adequate when
intended for cloud computing architectures [15], [16].

Since there are many cloud representations that are
adopted, with different types and levels of expertise utilized
to facilitate numerous cloud services, cloud computing rep-
resents diverse hazards to businesses besides conventional
Information Technology (IT) solutions [17]. The architecture
of cloud computing systems involves numerous cloud com-
ponents that interrelate with each other ultimately to help the
client in acquiring the required datamore quickly. The user on
the front end only needs to be served, whereas on the backend
there are massive data storage devices, with servers working
in a distributed manner that makes the cloud.

In this paper, we demonstrate the similarity of the security
aspects of cloud computingmodels, by identifying the critical
assets in the HIS, the threats, and by assessing the impact
on the HIS. We present the review of the related literature in
section 2. The research methodology is presented in section 3
and the risk determination techniques in section 4. The results
and their analysis are presented in section 5 and we conclude
the paper in section 6 with a summary of our contributions
and a discussion of future research directions.

II. LITERATURE REVIEW
A typical healthcare information system is shown in
Figure 2 where the physical and the logical sections of the
network are divided into different subnets as per requirements
of a healthcare enterprise. A healthcare enterprise is well con-
nected to medical research backbones, Medicare Advantage
Plan (MAP)/MAP Remittance Advice Notice (MRAN), and
other healthcare enterprises on high speed data links. AMan-
agement Information System in HIS provides support to the
administrative tasks and is normally kept on a separate subnet.
The other legacy systems, i.e., public switched telephone
network (PSTN), are also connected to the edge routers in a
HIS in a separate section of the network. In cloud computing,

VOLUME 6, 2018 19141



H. Abrar et al.: Risk Analysis of Cloud Sourcing in Healthcare and Public Health Industry

FIGURE 2. Healthcare Information System (HIS) with cloud service support.

FIGURE 3. Cloud deployment models.

platforms of networking, software infrastructure plus storage
is provided as services to level up or level down depending
on claim. Typically, cloud infrastructures are classified into
three deployment models as presented in Figure 3.

A. PRIVATE CLOUD MODEL
The term ‘‘private clouds’’ is coined by cloud services ven-
dors that is used for cloud computing for confidential net-
works. In other words, the cloud infrastructure is not shared
with the others and is reserved for only one client. The cloud
purveyor provides virtual applications and scalable resources
that are joined collectively and are available to cloud con-
sumers for using and sharing through their own outbound
channels. Private cloud is different from public cloud in the
sense that the organization itself supervises all applications
and sources of the cloud that is like functionality

of an Intranet. It is a common conception that the operation
on a private cloud is more secured than a public cloud due to
its limited exposure [18].

B. PUBLIC CLOUD MODEL
Public cloud is based on a customized conventional logic
whereby methods and techniques assume a self-serviced and
fine-grained foundation on the Internet, by means of web ser-
vices/applications, from third-party contributors. It is based
on a pay-as-you-go model that is adjustable enough for cater-
ing spikes in demand [19]. Other cloud models are more
secure than public cloud since this model of cloud puts an
extra load to ensure that every data item accessed and appli-
cation on public cloud is never manipulated by malevolent
attacks.

C. HYBRID CLOUD MODEL
Portion of private cloud that relates to one ormany outsourced
services of cloud is called hybrid cloud, that is supervised
centrally, operates as an independent unit, and is restricted by
a network that is secure [20]. It offers effective information
technology and resource utilization of both private and public
clouds. Application and data are more secure in a hybrid
cloud and hence it permits a variety of parties for accessing
information on the Internet. The hybrid cloud model also
possesses a public architecture to integrate with further sys-
tems of management. This model explains configuration that
combines local devices like plugged in computers with the
services of the cloud. The hybrid cloud model also encom-
passes configurations that combine physical and the virtual
associated assets. For example, the virtual machines deployed
on the cloud consume physical resources of routers, physical
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servers or further hardware like network devices that act like
a spam filter or firewall.

In addition to the cloud computing models, the cloud com-
puting services may be delivered atomically. Three major
delivery models of cloud services are: Software-as-a-Service
(SaaS), Infrastructure as a Service (IaaS), and Platform as
a Service (PaaS) [21] as illustrated in Figure 1. The SaaS
can further be divided into application-SaaS, Security-SaaS,
and network-SaaS. The SaaS is a ‘pay-as-you-go’ model,
offered as a low-cost alternative to software usage as software
licenses are time shared among different users. It allows
the clients of the cloud services to cut the software acqui-
sition and maintenance costs. The SaaS-based applications
are designed for providing support to multiple concurrent
users (multi tenancy) at a time. The security of web browsers
is very important because SaaS applications are accessed
over the Internet through web browsers. So, various meth-
ods for making SaaS applications secure should be con-
sidered by Information security officers. Data protection
methods like Extendable Markup Language (XML) encryp-
tion, Web Services (WS) security and Secure Socket Layer
(SSL), can be utilized for effective protection of data over
the Internet [22]. The value-added services provided by the
provider of cloud computing services are divided among
customers that are contracted based on a pay-as-you-go fee.
The IaaS significantly minimizes need for enormous ini-
tial asset and computing hardware like networking devices,
servers, as well as processing power. It also permits a degree
of functional and financial flexibility that is not found in
datacenters that are internal. Since resources of computing
may be released or added relatively much faster and cost-
efficiently with collocation services, IaaS is a likeable choice
for many clients [23]. IaaS as well as other services that
are associated enable easy startups. Many industries focus
on their internal competencies but does not put much efforts
in managing and provisioning the infrastructure. IaaS com-
pletely abstracts hardware underneath it and allows users
for consuming infrastructure as service transparently. Cloud
possesses a persuasive value in provisions of expenditure,
however, when adopted ‘‘out of the box’’, it only offers
essential security (e.g., load balancing, perimeter firewall)
and those applications that are moving inside the cloud would
require superior security levels that the host provides. Relying
on the provider’s servers, the model in which software and
tools related to development are being hosted is called PaaS.
Instead of having any information regarding the backend ser-
vices, this tends incorporation on an atmosphere of developer
where a developer wants to establish own applications. While
looking at the stack, it is one layer over IaaS and above
OS (Operating System). It presents developers with complete
overdo the development process that offers a whole SDLC
(Systems/Software Development Life Cycle) management,
from gathering requirements, design coding than exploitation
to testing than continuance.

From the software development perspective, the PaaS layer
of cloud offers ‘‘rented’’ utility of compliance level [20].

FIGURE 4. Risk management process.

In Cloud computing, the utilization of known equipment
provide efficiency in the Platform as a Service layer. Such
as cloud malware, the virtual machines must be protected
from being compromised. Hence preserving the applications
accuracy and to enforce precise confirmation tests by data
transfer between channels that are elementary. The services
provided by the clouds include virtualized infrastructure,
physical resources and middleware platforms with various
applications related to business [24]. The security of cloud
computing interfaces should be effectively maintained by the
cloud vendors and clients [25].

III. RESEARCH METHODOLOGY
The risk management process addresses the possibilities, that
in future, may occur and cause disruption to the normal course
of business continuity [26]. However, this definition is not
accurate in the sense that, if the normal operation is suscep-
tible to eavesdropping, in this case, the normal operation of
the organization must be restricted [11]. Figure 4 describes
the stages in a risk management cycle. The most important
concepts in risk management are risk analysis, assets identi-
fication and evaluation, and threat identification.

A. RISK ANALYSIS
In this paper, we use the Operationally Critical Assets Vul-
nerability Evaluation (OCTAVE) method to identify the risk
factors to the normal operating of a task. The OCTAVEmodel
is well studied in the literature [27] however some parts of this
method are not used in this study.

At the beginning stage of the risk management process,
we identify the critical assets, imminent threats, and possible
vulnerabilities. In addition to the OCTAVEmethod, this study
also uses the Cloud Security Alliance guidelines [28] to carry
out the risk management process. We divide our analysis task
into following steps (subsections B to E):

B. ASSETS IDENTIFICATION AND EVALUATION
In this paper, we use the ENISA guidelines [29] to identify
the critical assets in a Healthcare Information System (HIS)
as given in Table 1. According to the guidelines, the first step
is to build threat-based asset profiles by identifying and exam-
ining the critical assets. According to the rules ironed out in
the literature [30], [31] the assets are assigned a Perceived
Value (PV) to distinguish them from each other.
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TABLE 1. List of assets.

TABLE 2. Nine notorious threats identified by CSA.

C. THREAT IDENTIFICATION
Table 2 is constructed from the threats register maintained by
the Cloud Security Alliance (CSA) [28].

We discuss these threats as follows:

1) DATA BREACHES
A data breach is the intentional or unintentional release of
secure or private/confidential information to an untrusted
environment [18]. When patient data is accessed, viewed,
shared, or utilized/ processed without authorization or the
patient or the data holder, i.e., the HIS administrator, the
process is called a health data breach. An accidental expo-
sure is highly likely when records like patient data is shared
among HIS with varying security standards. Often this risk is

acknowledged by the patient through information disclosure
forms. The patient data breach risksmay be increased because
of outsourced services which evade the personnel, logical and
physical controls.

2) DATA LOSS
Any event or process with consequences in data being
deleted, corrupted or made illegible by a software, user or
application is called data loss. This includes ransomware
attacks on the HIS, accidental losses, and deliberate attacks
on patient data in recent times. Data loss is also known as data
leakage. It happens when the data owner or the requesting
application can no longer utilize data elements. Data loss can
take place while data is either in storage or transmitted over
network.

3) ACCOUNT HIJACKING
A process by which the access controls associated with the
user are taken away and are used for malicious purposes by
an advisory, is called account hijacking. Account hijacking
could be performed on an email, computer, or any other
account associated with a computing device or service. It is
a kind of identity theft in which an unauthorized or mali-
cious activity is carried out by the use of stolen account
information.

4) INSECURE INTERFACES AND APIs
A typical cloud customer configures, interacts and man-
ages his/her cloud infrastructure by a set of software inter-
faces or APIs. The accessibility and security of cloud services
is dependent upon the security of these basic APIs. These
configurations are shipped along with the typical security
controls. If those controls are not enabled, the configurations
of the APIs can be altered and the whole infrastructure may
be compromised, e.g., this could happen if secure connections
are not enabled or utilized, etc.

5) DENIAL-OF-SERVICE ATTACK (DoS)
When the attackers or hackers try to prevent valid customers
from accessing an application or a service is called Denial-
of-Service attack (DoS). In a DoS attack, excessive mes-
sages are sent by the attacker asking the server or network
to authenticate requests having incorrect return addresses.
When the server or network attempts to send the authentica-
tion approval, it will not be able to discover the return address
of the hacker. This situation will cause the server to wait
before terminating the connection. When the server termi-
nates the connection, more authentication messages will be
sent by the hacker with incorrect return addresses. Therefore,
the process of sending authentication approvals and server
waiting will restart, keeping the server or the network busy
and the legitimate users will be denied of their services.

6) MALICIOUS INSIDERS
This refers to the case where there is a deliberately mis-
used or unauthorized access to an organization’s data,
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network, or system by its former or current employee, busi-
ness partner or contractor. It is done in a manner that neg-
atively affects the availability, integrity or confidentiality of
the organization’s assets or information systems.

7) ABUSE OF CLOUD RESOURCES
An unauthorized use of cloud capabilities is classified as
an abuse of cloud computing. Sometimes cloud service
providers cannot maintain control over their infrastructure,
which allows an attacker to abuse cloud services, e.g.,
by requesting repetitive free limited trials [32].

8) INSUFFICIENT DUE DILIGENCE
Sometimes organizations may be unaware of cloud service
provider’s environment, general nature of cloud technology
and related security threats and therefore exhibit insufficient
due diligence. HIS administrators should have cloud and
security experts in their teams so that the organization can
avail their skills and avoid unexpected behaviours from the
infrastructure. Without expert knowledge, the adoption to
cloud which may lead to more troubles than benefits.

9) SHARED TECHNOLOGY ISSUES
One of the key features of cloud computing is multi-tenancy.
In this type of an architecture, shared resources are provided
to multiple users, to accomplish scalability. Cloud providers
deliver their services to multiple customers to share the same
application, platform and infrastructure. This joint nature
may result in the disclosure of data to other users, and also
due to a single fault, a hacker could possibly observe all the
other data.

D. VULNERABILITY IDENTIFICATION
Vulnerability is a flaw or weakness in system security pro-
cedures, design, implementation, or internal controls that
could be exercised (accidentally triggered or intentionally
exploited) and result in a security breach or a violation of
the system’s security policy [27], [33]. It is essential in a risk
assessment process to identify the known vulnerabilities to
protect the data and infrastructure from attacks caused by the
known vulnerabilities as listed in Table 3.

Grobauer et al. [34] define vulnerability as ‘‘the probability
that an asset will be unable to resist the action of a threat
agent’’. The research by Grobauer et al. determines the risks
and identifies cloud-specific vulnerabilities that could affect
any cloud environment.

E. RISK ASSESSMENT
In the literature [33], [35], [36], a risk assessment framework
is proposed which is a three-step process. The details of the
three steps are provided in the following sections:

1) LIKELIHOOD DETERMINATION
In [33], the threat likelihood is defined as ‘‘to derive an
overall likelihood rating that indicates the probability that

TABLE 3. List of vulnerabilities in cloud adoption.

a potential vulnerability may be exercised within the con-
struct of the associated threat environment’’. We aim at deter-
mining the breach likelihood to the critical assets identified
in Table 1. We consider the results from the vulnerability
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TABLE 4. Relationship of threat and vulnerabilities.

TABLE 5. Perceived value of Impact and its corresponding numeric scale.

identification where each vulnerability is evaluated and
assigned a numeric value and a likelihood level. The numeric
value ranges from 0.1 to 1.0. A value of 0.1 means that the
probability of a vulnerability being exploited is very low
while a value of 1.0 means that the probability of a vulnerabil-
ity being exploited is very high. The vulnerability likelihood
levels are defined as very high, high, medium, low and very
low. Here, a high level means the threat source has high
motivations or capabilities to exploit a certain vulnerability
while a low level indicates the lack of required skills and
incentives to exploit the given vulnerability. Table 4 shows
the mapping of each vulnerability and its likelihood level and
rate.

2) IMPACT ANALYSIS
During impact analysis, we assess the loss impact of each
asset based on its value. Similarly, the impact level is divided
into five levels or severity: very high, high, medium, low
and very low. These values represent educated guesses over
a wide range of common cloud deployments and do not have
a precise semantics. In practice, the risk levels are related to
the values of assets where a high value asset may have a high
impact to a particular scenario while a low level asset may
have a low impact. Each asset is given an impact value that
ranges from 1 to 5 as shown in Table 5.

Table 5 shows the impact of threats (ti) in non-security con-
figured public clouds. From Table 5, this research estimates
the value of an asset based on how a threat impacts given
assets. Then, it calculates the total value of each asset and
finds the average as follows:

TABLE 6. Impact of Threats in non-security configured cloud.

The impact factor of a threat event (Impe) is calculated by
dividing the total of the impact factors of affected assets (Asti)
by the number of affected assets (n).

Impe =
1
n

(
n∑

i=1

Ast i

)
(1)

Assuming that the breaches in HIS have a Bayesian dis-
tribution, from [37] the reparative breaches can be modelled
as:

Sn ∼ Lognormal (µ, τ) (2)

where,

µ = β0 + β1 + t1 + β2t2 + β3t3 + . . . .+ βntn (3)

β0 ∼ N(log(Sn), 1) (4)

βi ∼ N
(
0,

1
Var[ti]

)
(5)

τ ∼ Gamma (1,1) as randomize the variable (6)

If follow the Operationally Critical Assets Vulnerability
Evaluation (OCTAVE) method from [27], we may estimate
the risk exposure as follows:

Sn ∼ Lognormal

(
i=n∑
i=1

(µi, τ )

)
(7)

We propose the Impact factor of a threat event as the sum of
the impact of all the assets that affect the given threat, then
divide it by number of affected assets as shown in Table 6 as
graphically represented in Figure 5. From Table 6, impact
factor which is also known as risk exposure can be used
as, for instance, a threat having an impact factor greater
than 4 will be considered as having a severe or catastrophic
adverse effect on organizational operations, organizational
assets, or individuals. A threat with an impact factor between
two and four is considered as having a serious adverse effect
on organizational operations, organizational assets, or indi-
viduals. A threat with an impact factor of less than two will
have a limited adverse effect on organizational operations,
organizational assets, or individuals.
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TABLE 7. Security Threat along with its counter measurements.

FIGURE 5. Risk exposure of the identified threats to health information
systems.

3) RISK DETERMINATION
In Table 7, we map the countermeasures for each threat,
which we identified for each asset in Table 6. This
helps narrow down the threats space. However, the

TABLE 8. Impact of Threats in security configured cloud.

countermeasures against each threat are the ones that are
reported in the literature [3], [38]–[40]. It is highly likely that
more effective countermeasures may exist for each threat that
has been highlighted in this research. We aim at investigating
the best suited set of countermeasures in future work. A mea-
sure of risk exposure is provided in Table 8.

In Table 9, we provide a comparison between non-security
configured and security configured public clouds. From
Table 9, we see that impact factors are significantly reduced
by applying counter measurements. In Figure 6, we present
our findings from an empirical analysis of security configured
cloud infrastructures and non-security configured infrastruc-
tures. The figure shows that the overall impact of threats is
lower than the impact of threats in non-security configured
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TABLE 9. Comparison of Impacts between non-security configured and
security configured cloud.

FIGURE 6. A Comparison between non-security configured and security
configured clouds.

clouds. By non-security configured clouds, we refer to hybrid
clouds, the cloud computing environments where security
practices are not considered as a primary concern.

The results are contrary to the common misconception that
a private cloud infrastructure may be more secure than a
public cloud infrastructure, in general. An important aspect
in both of the paradigms, that is public and private clouds,
is the presence of key security countermeasures.

We plan to present a further account of those key security
countermeasures in our future work. Those countermeasures
do not necessarily make a public cloud infrastructure an
outright choice for the healthcare enterprises.

The emphasis is increased on authentication, authorization,
and accounting (AAA) control, so the right people may be
able to access information. The data ownership and rendering
issues are also of considerable importance. Another chal-
lenge of public clouds is the juristic and cyber law about the
‘‘hosting’’ of data in public clouds.

IV. CONCLUDING REMARKS AND FUTURE WORK
An increasing range of risks to digital healthcare industry
due to the persistent threats, stimulates the acquisition and
development of new technology. Cloud computing is seen as
a quick fix to many security vulnerabilities in the healthcare
and public health sector that are discussed in this paper.
Despite their benefits, this paper presents the findings that
highlight the hurdles in the adoption of cloud computing
solutions. Furthermore, relevant risk factors are identified and
classified, which ultimately slow down the adoption of cloud
computing in the medical sector. In addition, the assets in a
healthcare system and their criticality that effects the overall
integrity of the HIS are identified, and the vulnerabilities are
tabled. Such details help us determine the impact of a breach
and risk exposure of the components. The presented analysis
demonstrates that the use of cloud computing environments
can reduce the said vulnerabilities and alleviate the threats to
the integrity of the HIS.

We plan to present a more detailed account of the listed
key security countermeasures in our future work. Another
challenge of public clouds is the juristic and cyber law about
the ‘‘hosting’’ of data in public clouds, which we will also
address in our future research.
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