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ABSTRACT Wireless control systems for industrial automation have been gaining popularity in recent
years owing to the low cost of their components and their ease of deployment. Wireless local area
network (WLAN) is a good candidate for industrial wireless applications, especially for soft real-time
control systems. However, unbalanced traffic loads in areas that are covered by several access points (APs)
could cause significant performance degradation, and the problem would be more serious in industrial
contexts that have high requirements for timeliness and reliability. In this paper, we propose a deterministic
load balancing algorithm (Det-LB) for WLAN, which is based on game theory, mainly intended for soft
real-time control systems. The procedure of the proposed algorithm is described and analysed in detail.
To validate the goodness of the proposed approach, we compare Det-LB with three other load balancing
strategies (RLF, MMF, and DLBA) in a simulation. The results show that Det-LB can achieve better load
balancing performance and improve network performance significantly. For instance, in a common scenario
in which five APs are deployed, the RLF scheme has terrible performance and cannot be applied to industrial
applications at all; Det-LB has 35% and 26% performance improvements over MMF in 500- and 250-byte
payload size conditions, respectively, and has a 5% deadline miss performance boost and better packet loss
performance compared with DLBA when the APs tend to be overloaded.

INDEX TERMS IEEE 802.11, load balancing, real-time networks, industrial wireless applications.

I. INTRODUCTION
In recent years, wireless communication has been widely
adopted in the field of industrial automation [1], [2]. Due
to the ease of deployment and the low cost of components,
a large number of industrial applications have started to
deploy wireless network control systems instead of wired
control systems. As one of the most widely deployed net-
work technologies, IEEE 802.11 wireless local area net-
works (WLAN) are a good candidate for industrial wireless
applications, especially for soft real-time network control
systems (NCS) [3], [4]. In practice, real-time control systems
can be divided into two categories: hard and soft real-time
systems. In hard real-time control systems, each of the tasks
must be completed before a fixed deadline, and service within
this span of time must be guaranteed. Missing a deadline
can have catastrophic consequences. By contrast, although
deadline misses degrade the quality of service (QoS) of the

system in soft real-time control, slight deadline misses are
tolerable as long as theQoS of the system does not fall beyond
a threshold. The tolerance level depends on the specific
requirements of underlying industrial applications. Thus, it is
important to take the deadline constraint into consideration
and keep it below the threshold when designing soft real-time
control systems based on WLAN.

However, in a typical IEEE 802.11 network, if there ismore
than one AP covering the same area, the load of these APs
is usually not balanced because the stations always associate
with the AP that has the maximum received signal strength
indicator (RSSI) in the default 802.11 standard mechanism
(Fig. 1). The crowded and overloaded APs will experience
severe QoS degradation, while the light load APs have plenty
of idle communication resources. This problem may be more
critical when adopting an 802.11 network in a soft-real time
control system due to its relatively stringent QoS requirement
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FIGURE 1. Stations in an overlapping area of multiple APs.

and will cause a considerable number of deadline misses
beyond the threshold. Thus, an appropriate load balancing
algorithmmust be employed to prevent the network workload
from being unbalanced in 802.11-based soft real-time control
systems.

Load balancing is a technique that improves the distribu-
tion of workloads across multiple access points (APs) [5], [6].
It aims to optimize resource usage and avoid the overload
of communication resources when different APs cover the
same area or there is an overlapping area to which the stations
can choose to connect. Based on the required performance
parameters, the load balancing algorithm should decide to
choose amore suitable AP for a designated station. Generally,
a load balancing procedure is composed of two basic steps.
First, the station that is overloaded or has downgraded perfor-
mance should be removed from the currently connected AP.
Second, the disconnected stations should associate with
another appropriate AP, which has a lighter traffic load or bet-
ter QoS performance. The two steps in the load balancing
mechanism can be called a metric check and a load distri-
bution procedure.

In this paper, we propose a deterministic load balancing
algorithm (Det-LB) for WLAN, which is mainly intended for
soft real-time control systems. The main contributions of this
paper can be summarized as follows:

1) For the metric check procedure, most of the existing
literature only takes signal strength, the number of
associated stations or the bandwidth utilization into
consideration, which may not satisfy the stringent QoS
requirements very well in the deadline-aware NCS.
Instead, this paper adopts the number of packet dead-
lines missed and packet loss ratio as two metrics to
estimate whether a station should be removed from the
current AP. Ametric check algorithm is proposed based
on the two real-time metrics.

2) In the load distribution procedure, a novel algorithm is
presented to ensure the stations are able to select the
optimal AP. The load distribution algorithm is based on
an auction model in game theory, namely, a first-price
sealed-bid auction game. To the best of our knowledge,

this is the first study to model the load distribution
process as an auction game.

3) To validate the performance of Det-LB, we com-
pare Det-LB with three other general load balancing
schemes (RLF, MMF and DLBA) with an NS-3 simu-
lator. RLF is the default 802.11 associationmechanism;
MMF andDLBA are two representative works [7], [8].
We try our best to emulate industrial scenarios with
particular simulation parameters, and the massive sim-
ulation results show better performance for Det-LB
compared with the other three.

The rest of the paper is organized as follows. Section II
reviews related work and motivates this research. Section III
presents the proposed load balancing algorithm in detail.
Section IV shows and analyses the simulation results of the
proposed algorithm in detail. Finally, conclusions are given
in Section V.

II. BACKGROUND
A. REVIEW OF STATE OF THE ART
The IEEE 802.11 standard does not define any mechanism
for load balancing. Thus, there are a considerable number
of works on this issue over the years. As a key part of the
load balancing technique, load metrics should be specified
in terms of the requirements of the network. Almost all
existing IEEE 802.11 adaptors associate with the AP that has
the strongest received signal strength. Based on the signal
strength selection method, networks are prone to the prob-
lem [9] of uneven distribution of resources, which means
some of the APs exceed or approach the load capacity while
the load of the rest is relatively low. Balachandran et al. [10]
propose a mechanism called Explicit Channel Switching.
In this approach, the association procedure of stations is not
merely based on signal strength, but it is also based on the
workload of the correspondingAPs. The algorithm provides a
trade-off between signal strength and workload by switching
stations from an overloaded AP with a stronger signal to a
neighbouring lightly loaded APwhere the signal to the access
point may be weaker. However, timeliness and reliability are
the most important features in industrial WLAN. These char-
acteristics of the network cannot be reflected very well by the
size ofworkload. Collotta et al. [8] use the number of deadline
misses as an important load metric to reflect the network
performance for industrial applications. There are two situa-
tions where a station should disconnect from the current AP:
the signal strength is below the threshold, or the number of
deadline missed packets is over a specified amount. Real-
time requirements in industrial WLAN are fully taken into
consideration in the algorithm. Collotta [11] describe a QoS
concerned algorithm based on fuzzy logic. The load metric
is provided by a specific fuzzy logic controller according to
the combination of signal quality, deadline misses and packet
loss.

On the other hand, Yen et al. [12] classify the
existing load distribution schemes into two categories:
wireless-station-based load distribution and network-based
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load distribution. In the wireless-station-based approach,
wireless stations select an AP that maximizes their potential
benefits all by themselves. Although this approach is easy
to implement on both sides of stations and APs, it is hard to
achieve network-wide load balance due to the lack of global
administrators. On the other hand, network-based approaches
adopt a centre network entity to control the load distribu-
tion of APs. Because the load distribution scheme in this
paper adopts the network-based approach, the network-based
approaches are quickly reviewed in the following paragraph.

Three basic techniques are usually adopted in network-
based approaches to control the load of AP, including
coverage adjustment, admission control, and association
management. In the coverage adjustment technique [13],
crowded APs reduce their transmission power of the beacon
frame, so that newwireless stations are out of communication
range and cannot associate with the crowded APs. Admission
control mechanisms [14] allow an AP to reject the association
of a new client if the load of the AP is beyond a certain thresh-
old, and the mechanisms eliminate the overload risk of the
AP. In the association management technique [15], a crowded
AP can send a disassociation frame to an associated wireless
stations according to some QoS requirements, and the tar-
geted wireless stations reassociate with other lightly loaded
APs. In addition, Bejerano et al. [7] model the load balancing
problem as a max-min fair bandwidth allocation problem.
The core idea of max-min fair bandwidth allocation is to
achieve such a situation, that is, there is no way to give
more bandwidth to any user without decreasing the alloca-
tion of a user with less or equal bandwidth. Xu et al. [16]
propose a game theoretical approach, and the centralized
and localized algorithms are designed for achieving the load
balancing Nash equilibrium. In this way, the network can
achieve an optimal load balancing state under the Nash equi-
librium condition. However, these proposed load balancing
algorithms hardly take timeliness and reliability into con-
sideration when designed, and they may not be feasible for
industrial WLAN.

B. AUCTION APPROACHES FOR WIRELESS
LOAD BALANCING
With the fast development of wireless systems, the complex-
ity of the wireless environment substantially increases due to
the dynamic topology, heterogeneous architecture and grow-
ing network scale. Traditional static methods are sometimes
inefficient or have difficulties addressing the problems in
wireless systems, such as resource management. Therefore,
researchers have begun to seek help from economics and
business management approaches due to the similarity of
their problem with, for instance, multiple participants trans-
acting for resources under certain constraints. As one of the
common models in economics, auctions are an interdisci-
plinary method used to solve these issues, especially for
resource allocation in wireless systems [17], [18].

An auction is a process in which participants intend to
buy or sell commodities. Generally, the basic roles in the

auction process include bidder, seller, auctioneer and com-
modity [19]. In a typical auction process, bidders intend to
buy a commodity from sellers with a specific set of rules
hosted by an auctioneer. In the wireless context, the com-
modities are usually communication resources, such as band-
width, licenses of spectrum, and time slots. The bidders
and sellers are resource demanders and resource providers,
respectively, and the auctioneer can be a centralized network
coordinator to control the resource allocation procedure.
More specifically, load balancing in wireless systems is also
a resource allocation problem in a broad sense. Thus, it is
feasible to adopt auction theory to model and analyse load
balancing procedure in WLAN.

On the other hand, there are many kinds of auction types
theoretically and practically. Here, we focus on sealed-bid
auctions, which are often used to analyse wireless systems.
In a sealed-bid auction, bidders put their bid in a sealed
envelope and simultaneously give them to the auctioneer
(seller), which means each bidder knows nothing about bid-
ding strategies of others. A first-price sealed-bid auction is
one of the most important sealed-bid auctions. In a first-
price auction, the bidder who offers the highest bid will
win the auction and get the commodity, and he must pay
that price as payment. In a network-based load balancing
scheme, the load information is sent to centralized network
coordinator, and the APs do not know the load information
of each other. In addition, it is reasonable to allocate the
resource to the AP that intends to pay the highest price. Thus
in Sec. III, we adopt a game theoretical first-price sealed-bid
auction tomodel the load distribution process and analyse it in
detail.

III. PROPOSED LOAD BALANCING ALGORITHM
FOR INDUSTRIAL WLAN
The load balancing procedure is composed of the metrics
check and the load distribution procedures. As we discussed
in Sec. II, most of the existing load balancing mechanisms are
based on loadmetrics such as signal strength, throughput, and
the number of connected stations. Though these metrics may
work well in a general IEEE 802.11 based wireless network,
it can hardly meet the real-time requirements even in soft
real-time industrial applications. Choosing appropriate load
metrics to reflect the load information is the key to solving
the load balancing problem in industrial WLAN. On the
other hand, a good load distribution algorithm is also vital
in the load balancing procedure. In this section, we present
the design details of the metric check and load distribution
algorithms of Det-LB.

A. SYSTEM MODEL
In a network-based load balancing approach, a centre network
entity called a network controller is used to manage the load
balancing of APs. The network controller could be an access
point simply or an independent entity directly connected to
a wired backbone. Each AP sends its information to the
controller, and the controller knows the basic global condition
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of the network. The hierarchical network architecture of the
approach is shown in Fig. 2.

FIGURE 2. Typical hierarchical WLAN architecture.

Aswementioned before, the proposed load balancing algo-
rithm is composed of a metric check and a load distribution
process. Take the topology in Fig. 2 as an example, where
there are more stations connected to AP2 and AP3 compared
with the load situation of AP1 and AP4. Thus, the load of the
network is relatively unbalanced if the traffic characteristics
of each station are similar, and the network requires a specific
load balancing algorithm. The metric check algorithm starts
when a station (STA1) is aware of the potential unbalanced
load situation. It checks the designated metrics and judges
whether the current node is crowded or overloaded. If the
metric is beyond a certain threshold, STA1 should decide to
leave the current AP (AP2) and send a disassociation request
to the controller; otherwise it stays still. If STA1 decides
to leave, then the controller executes the load distribution
algorithm and distributes the station to another AP in the
overlapping area that has a lighter load, such as AP1. After
the load distribution algorithm finishes, STA1 can get better
performance as well as the stations that still associate with
AP2. The detailed design of the two algorithms are described
in Sec. III-B and Sec. III-C.

B. METRIC CHECK ALGORITHM
When deploying WLAN in an industrial scenario, the timeli-
ness and reliability are two critical factors that should be con-
sidered. Thus, it is necessary to evaluate QoS performances
in terms of the deadline miss ratio (here we define deadline
miss as the packet delay being beyond the delay threshold pre-
determined by the underlying industrial applications, yet the
packet is not lost) and packet loss for each station in a fixed
interval, which are enough to show the deterministic feature
in soft real-time applications. In addition, signal strength also
needs to be considered when designing to ensure network
performance.

In a metric check algorithm, a station should decide
whether to keep associating or disassociate with an AP. The
decision is based on whether the network performance, which

is reflected by the load metrics, meets the specified QoS
requirements. When the stations communicate with the APs,
these basic load metrics are recorded locally. The proposed
metric check algorithm begins to work at this time.

Let As denote the set of stations associated with AP s; then
for a station i in As, we consider a fixed time interval ti. The
transmission packet number in this interval is denoted by ni,
and the set of transmission packets in this interval is denoted
by Ni. The deadline miss ratio Di, packet loss rate Li and
minimal signal strength Si are denoted as follows:

Di =
N i
d

ni
, i ∈ As (1)

Li =
N i
loss

ni
, i ∈ As (2)

Si = min
k∈Ni
{sik}, i ∈ As (3)

where N i
d is the number of deadline miss packets in inter-

val ti, N i
loss is the packet loss in ti, and s

i
k is the received signal

strength of packet k . Based on the three basic load metrics
above, station i has the capability to assess the performance
and decide whether to stay or disassociate with the current
AP in interval ti. First, we take the signal strength into con-
sideration, if

Si ≤ Sthresh, (4)

it proves that the signal strength of station i is weak or that
station i is out of the communication range of the current
AP; it needs to disassociate with the current AP, where Sthresh
is the predetermined signal strength threshold. Otherwise,
the signal strength is sufficient to maintain normal communi-
cation, and then station i should take Di and Li into account.
The probability of disassociation for station i is shown as
following:

PDi =

αDi , Di ≥ Dthresh

0, Di < Dthresh
i ∈ As, (5)

PLi =

αLi , Li ≥ Lthresh

0, Li < Lthresh
i ∈ As, (6)

where PDi and PLi are the disassociation probabilities
fordeadline miss and packet loss respectively. Dthresh is the
delay tolerance threshold, and Lthresh is the packet loss rate
tolerance threshold. αDi and αLi are the predetermined possi-
bilities to disassociate with the current AP, and the values of
the possibilities are between zero and one. When the average
delay Di and packet loss rate Li are below the threshold,
the corresponding disassociation probabilitiesPDi andPLi are
zero, which means station i remains associated with the AP.
However, when Di and Li are beyond the threshold, the dis-
association probabilities are αDi and αLi respectively. The
reason why we adopt αDi and αLi which are between zero
and one rather than absolute one is to avoid burst transmission
over a short period of time changes to the association state of
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station i, and the values of the two can be adjusted according
to the different real-time requirements in various industrial
applications. Once station i decides to disassociate with the
current AP, a disassociation frame will be sent to the network
controller through the AP. We define P as the disassociation
probability of station i, and the proposed metric check algo-
rithm is shown in Algorithm 1.

Algorithm 1 Metric Check Algorithm
Input: Di,Li,Si,Dthresh,Lthresh,Sthresh
Output: P
1: if Si < Sthresh then
2: P← 1
3: return P
4: else
5: P← 0
6: end if
7: if Di ≥ Dthresh then
8: if Li ≥ Lthresh then
9: P← (αDi + αLi − αDiαLi )
10: return P
11: else
12: P← αDi
13: return P
14: end if
15: else
16: if Li ≤ Lthresh then
17: P← αLi
18: return P
19: else
20: P← 0
21: return P
22: end if
23: end if

C. LOAD DISTRIBUTION ALGORITHM
After a station is ready to disassociate with the AP that cannot
meet its requirements, the controller should choose a better
AP that has a lighter load and greater real-time performance
for the station. To select the optimal AP for the station,
we model the problem as a first-price sealed-bid auction
based on game theory. The roles of different network entities
in the auction model are as follows:
• Seller: the overloaded AP that cannot meet real-time
requirements of some stations.

• Bidder: one of the surrounding APs that is in the com-
munication range of the unsatisfied stations.

• Commodity: one of the stations that has already sent a
disassociation frame to the overloaded AP.

The auction starts when station i decides to choose a better
AP and sends a disassociation frame to the current AP. Let
there be k lighter load APs (M = {AP1,AP2, ...,APk}); the
bid of each bidder is bk and vk is the value of the commodity
to each bidder. It is obvious that the value of vk depends on the
load size and real-time performance of each bidder. If a bidder

has more spare communication resources, the commodity has
a higher value to the bidder, and the bidder may intend to
bid higher; eventually the bidder has more chances to win the
auction and own the commodity. On the other hand, if a bidder
is crowded or even overloaded, the commodity has less value
to the bidder, and the bidder may intend to bid a lower price,
and eventually the bidder has less chance to win the auction.
Thus, the commodity value vk can be defined as follows:

vk = λXk (7)

where λ is a correlation coefficient between 0 and 1, and
Xk is a parameter that reflects the current performance of the
bidders; the simplest setting method is to set the parameter to
the load idleness ratio ρk of APk . According to the derivation
from the first-price sealed-bid auction game theoretic model,
it is an equilibrium bidding strategy for each bidder to bid as
shown in Equ. 8.

bk (vk ) =
k − 1
k

vk . (8)

In addition, we set a threshold for the load idleness ratio
ρmin of APk to avoid overcrowded APs. If the load idleness
ratio of APk is below ρmin, APk will refuse the association
request from the unsatisfied stations. Thus, the bid function
for each bidder is

bk (vk ) =


bk (vk ) =

k − 1
k

vk , ρmin ≤ Xk ≤ 1

0, 0 ≤ Xk < ρmin

(9)

Since all bidders give their bids (B = {b1, b2, ..., bk}),
the bidder who bids highest will win the auction and get
the commodity according to the regulations in the first-price
sealed-bid auction, and then the load distribution algorithm is
finished. The detailed load distribution algorithm is shown in
Algorithm 2.

Algorithm 2 Load Distribution Algorithm
Input: X1,X2, ...,Xk , ρmin
Output: Auction Winner APa
1: for each i ∈ [1, k] do
2: if Xi < ρmin then
3: bi← 0
4: else
5: bi← k−1

k λXi
6: end if
7: end for
8: a = argmax

i∈[1,k]
{b1, b2, ..., bi}

9: return a

Another possible problem is the ping-pong effect between
adjacent APs. Considering two adjacent APs that have rela-
tively high load yet can just meet the predetermined deadline
miss requirement, if a new station, whose load will make any
of the two APs overload, connects to the network, a ping-
pong effect will appear. The station will disconnect from the
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FIGURE 3. Example simulation topologies. (a) Simulation topology with 4 APs. (b) Simulation topology with 5 APs. (c) Simulation
topology with 7 APs.

current AP and associate with the other repeatedly. To avoid
this effect, stations are limited in their ability to connect to
the same AP repeatedly if the load condition of the AP stays
unchanged.

IV. PERFORMANCE EVALUATION
To demonstrate the advantage of the proposed load balancing
algorithm, we present our simulation results and analysis in
this section.

A. SYSTEM SETUP
The proposed scheme is implemented in a ns-3 simulator
with WiFi modules. The simulation process is based on a
multi-cell WLAN scenario, where one AP is located on the
central dense area, and most stations are distributed in this
area, while multiple other APs surround the central AP. The
test topology examples are given in Fig. 3, and i stands for
the index of APs, r stands for AP’s coverage and d stands for
the distance between the central AP and surrounding APs.
In the simulation, we adopt a log-distance path loss model
(Equ.10) described in [20]. The path loss exponent is set
to 3.3, which is for the indoor environment. In addition, d is
the distance between an AP and an STA.

PL(d) = 40+ 3.3× 10× log d . (10)

We can also derive the transmission range dmax of each AP
from Equ.11

Pt − PL(dmax) = Rthresh (11)

where Pt is the transmission power, PL(dmax) is the
path loss when the distance of the AP and a station is at
dmax , and Rthresh is the reception energy detection threshold.
Pt and Rthresh are set to 16dbm and -96dbm according to [21]
during the simulations respectively, and we can figure out
the communication range of each AP (dmax) to be 151 m.
In addition, we set the distance between the central AP and
the surrounding APs to 100 m. The other main parameters
of the simulated system are listed in Tab.1 in detail. To avoid
co-channel interference among neighbouringAPs, we assume
different orthogonal channels are set. The implementation

TABLE 1. Main simulation parameters.

of all the stations and APs is based on the IEEE 802.11b
protocol, and the transmission rate of all the stations and APs
is a step function of the SINR of the link following the IEEE
802.11b protocol.

Because the proposed load balancing algorithm is mainly
intended for industrial soft real-time NCS, we adjust the
wireless environment in the simulation, and make it similar
to the wireless conditions in industrial scenarios as much as
possible. In fact, high external interference exists in harsh and
unstable industrial environments, which brings high bit error
rates (BER = 10−2 - 10−6) [22] in device communication,
and the packet loss ratio is up to 10% when there is no harsh
industrial interference (e.g., A working portal crane [23])
nearby. Thus, we set an interference source that introduces
packet loss ratio at approximately 1%. In addition, periodic
network traffic is another important feature for soft real-time
NCS. To emulate the soft real-time NCS network traffic,
stations are installed with two kinds of UDP applications that
generate periodic traffic every 10 ms and 20 ms.

We also implement three existing load balancing algo-
rithms as a comparison, namely, the RSSI-largest-first (RLF)
scheme, the max-min fairness (MMF) method [7] and the
dynamic load balancing approach (DLBA) proposed in [8].
The RLF scheme is the default association scheme in the
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FIGURE 4. Simulation results when varying the number of AP. (a) Deadline miss ratio with 500B payload size.
(b) Deadline miss ratio with 250B payload size. (c) Packet loss ratio with 500B payload size. (d) Packet loss ratio with
250B payload size.

IEEE 802.11 protocol, and stations associate with APs only
according to the RSSI value. The basic idea of MMF is that
a station selects APs not only based on RSSI values but
also based on the number of stations already associated with
an AP. It aims to achieve max-min fairness network-wide.
DLBA is a distributed load balancing algorithm for industrial
WLAN.

In the simulation, we mainly focus on the performance
improvement that the proposed load balancing algorithm
can bring for industrial WLAN. Thus, we choose the ratio
of transmission deadline misses, which is set to 10 ms
and 20 ms depending on the applications, and packet loss
ratio to test the network performance, as the two metrics
are the most significant in industrial scenario. To ensure
the reliability of the simulation results, each simulation
is conducted five times, and the results are the aver-
age of the five. The results are obtained from the worst
20% performance stations to make the results more dis-
tinct as the worst case is the most significant in industrial
context.

B. SIMULATION RESULTS
To validate the characteristics of different algorithms more
precisely, we implement a variety of simulation scenarios,
including varying the number of APs with fixed number of
stations and varying the number of stations with fixed number
of APs.

1) VARYING THE NUMBER OF APS
In this scenario, 60 stations are deployed in the simulation,
and 90% of the stations are located in the central dense area.
The stations send periodic data to APs. The period of half
the stations are set to 10 ms, and others are set to 20 ms. The
number of APs varies from 3 to 8, and the packet payload size
is fixed at 250 bytes or 500 bytes.

Fig. 4 shows the deadline miss ratio and packet loss ratio
of different load balancing algorithms. We observe that the
objective values associated with each algorithm increase as
the number of APs decreases. This is intuitively expected
because each AP is more loaded if the number of APs
decreases, as the number of stations does not change. This
causes worse network performance, and the deadline miss
ratio and packet loss ratio will increase. Comparing Fig. 4(a)
and Fig. 4(b), we observe the deadline miss ratio of each
algorithm decreases when adopting a 250 byte payload size
instead of 500 bytes. The reason is that the traffic load is
lighter when adopting 250 bytes payload size as the traffic is
periodic. A similar conclusion about packet loss can be drawn
when comparing Fig. 4(c) and Fig. 4(d).

Fig. 4 further shows that the Det-LB algorithm has better
deadline miss and packet loss performance than the other
three algorithms, regardless of the payload size and the num-
ber of APs. We take Fig. 4(a) as an example. In the RLF
scheme, stations tend to associate with APs that have the
largest signal strength, and most of the stations in dense areas
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FIGURE 5. Simulation results when varying the number of stations. (a) Deadline miss ratio with 500B payload size. (b)
Deadline miss ratio with 250B payload size. (c) Packet loss ratio with 500B payload size. (d) Packet loss ratio with
250B payload size.

will associate with the central AP. The load is highly unevenly
distributed in this situation. The central AP has a heavy traffic
load while the surrounding APs are nearly idle. Thus, the net-
work performance with the RLF load balancing algorithm is
always terrible as the number of APs changes from 8 to 3.
The MMF scheme uses the number of currently associated
stations as the load reference; however, it does not consider
the different applications installed on stations. Although the
number of stations may be balanced, stations that are given
different periodic applications (10 ms and 20 ms) might still
be distributed unevenly. The worst case is if half the APs
manage stations that are using 20 ms periodic applications,
while the other half manage stations which are using 10 ms
periodic applications. Thus, the deadline miss percentage
increases to 92% in the condition of 7 APs, and it is worse
when the number of APs decreases. In Det-LB and DLBA,
the stations mainly consider the designated metrics (deadline
miss and packet loss) to choose APs, and an AP that meets
the requirement can always be found by stations only if the
whole network is overcrowded. Therefore, the deadline miss
percentage remains zero until the number of APs decreases
to 5. However, DLBAworks in a distributed way and does not
take the ping-pong effect into consideration, which leads to
worse performance when the network load is relatively high.
In summary, Fig. 4(a) shows that the RLF scheme totally
cannot meet the industrial requirement, the MMF scheme is
able to support 60 stations with at least 8 APs, Det-LB and

DLBA can support 60 stations with at least 6 APs under
the given circumstance yet DLBA has approximately 5%
worse performance when the network load is relatively high.
In Fig. 4(b),MMF andDet-LB/DLBA can support 60 stations
with at least 6 APs and 5 APs, while RLF still has almost
100% deadline miss percentage. Fig. 4(c) and Fig. 4(d) illus-
trate the packet loss ratio of three load balancing schemes.
The results show that the packet loss performance of Det-LB
is better than the other three in both the 500 and 250 byte
payload size scenarios.

To indicate the transmission delay in detail, Fig. 6 shows
the empirical cumulative distribution functions of trans-
mission delay in 5 AP (Fig. 6(a)), 7 AP (Fig. 6(b)) and
8 AP(Fig. 6(c)) scenarios respectively. In Fig. 6(c), the trans-
mission delay of all packets in MMF, Det-LB and DLBA
are almost below 1 ms, while the delay in RLF is mainly
distributed at approximately 500 ms, and the maximum delay
is up to 1700 ms due to the congested load. In Fig. 6(b),
packet delay in the RLF scheme, Det-LB and DLBA is
nearly unchanged. However, the delay in MMF increases
rapidly, and it is mainly distributed between 1 ms and 500 ms,
because some of the APs are getting crowded or even over-
loaded, which leads to sharp declines in delay performance.
In Fig. 6(a), the four load balancing strategies have varying
degrees of delay distribution. Although all of them have bad
performance on deadline miss number, Det-LB still has the
best delay performance while RLF is still the worst.
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FIGURE 6. ECDF of transmission delay when varying the number of APs. (a) 5 APs. (b) 7 APs. (c) 8 APs.

FIGURE 7. ECDF of transmission delay when varying the number of stations. (a) 34 stations. (b) 48 stations. (c) 60 stations.

2) VARYING THE NUMBER OF STATIONS
In this scenario, 5 APs are deployed in the simulation, and the
number of station is increased gradually from 32 to 72 with
a step length of 2, which can reflect the variation of objec-
tive values more accurately compared with the scenarios
in Sec. IV-B.1. Other simulation parameters, including the
traffic period and packet payload size, are similar to the
parameters set in Sec. IV-B.1.

Fig. 5 shows the deadline miss ratio and the packet loss
ratio of different load balancing algorithms. The results are
similar to the results in Fig. 4, and Det-LB still has better
deadline miss and packet loss performance than the other
three algorithms. Fig. 5(a) shows in the 500 byte payload size
scenario; the RLF scheme is at almost 100% deadline miss
and cannot meet the requirements of industrial applications,
while the MMF algorithm, DLBA and Det-LB can support
up to 40, 52, 54 stations, respectively. Thus, the deadline
miss performance of Det-LB is improved by 35% over the
performance of MMF. In Fig. 5(b), we observe the RLF
scheme still has a terrible deadline miss number, while up
to 54 and 68 stations can be managed by APs in MMF and
Det-LB/DLBA, respectively; the deadline miss performance
of Det-LB has a boost of 26% compared with MMF in
the 250 byte payload size scenario. Fig. 5(c) illustrates the
packet loss ratio of the three algorithms in the 500 byte
payload size scenario. The results show the packet loss ratio
of RLF is approximately 50%, and the packet loss ratio of
MMF, DLBA, Det-LB increases gradually as the number of

stations increases. The results further show the point where
the packet loss of Det-LB and MMF starts increasing is
the same as the point where the deadline misses of Det-LB
and MMF start increasing in Fig. 5(a) and Fig. 5(b). Thus,
we conclude that Det-LB has a performance boost of 35%
and 26% compared with MMF in the 500 and 250 byte
payload size scenarios, respectively. When the APs tend to
be overloaded, the Det-LB has around a 5% deadline miss
performance superiority and better packet loss performance
than DLBA.

Fig. 7 shows the empirical cumulative distribution func-
tions of transmission delay in 34 AP (Fig. 7(a)), 48 AP
(Fig. 7(b)) and 60 AP (Fig. 7(c)) scenarios. The results are
similar to the results shown in Fig. 6, and we can still observe
Det-LB has the best packet transmission delay performance
in all conditions.

V. CONCLUSION
In this paper, we propose a deterministic load balancing
algorithm (Det-LB) for WLAN, which is mainly intended
for soft real-time control systems. To achieve network load
balancing, two sub-algorithms are designed for the metric
check and load distribution procedure. In the metric check
algorithm, we choose the deadline miss ratio and packet loss
ratio as the vital metrics for a station to decide whether to
disassociate with the current AP or stay. On the other hand,
in the load distribution procedure, we model the problem as a
first-price sealed-bid auction in game theory. An optimal load
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distribution scheme is given after detailed analysis. To val-
idate the performance of the proposed algorithm, we com-
pare the real-time performance with different load balancing
strategies in a simulation, including the RLF and the MMF
load balancing algorithms. The simulations are conducted
with various scenarios, and the results illustrate that Det-LB
has better performance than the RLF andMMF schemes. In a
scenario where 5 APs are deployed, Det-LB has 35% and
26% performance improvements over MMF in the 500 byte
and 250 byte payload size conditions, respectively, and has
a 5% deadline miss performance boost and better packet loss
performance thanDLBAwhen the APs tend to be overloaded.
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