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ABSTRACT There are a growing number of people who hold accounts on social media platforms (SMPs) but
hide their identity for malicious purposes. Unfortunately, very little research has been done to date to detect
fake identities created by humans, especially so on SMPs. In contrast, many examples exist of cases where
fake accounts created by bots or computers have been detected successfully using machine learning models.
In the case of bots these machine learning models were dependent on employing engineered features, such
as the ‘‘friend-to-followers ratio.’’ These features were engineered from attributes, such as ‘‘friend-count’’
and ‘‘follower-count,’’ which are directly available in the account profiles on SMPs. The research discussed
in this paper applies these same engineered features to a set of fake human accounts in the hope of advancing
the successful detection of fake identities created by humans on SMPs.

INDEX TERMS Big data, bots, data science, fake accounts, fake identities, identity deception, social media,
veracity.

I. INTRODUCTION
Identity deception on big data platforms (like social media) is
an increasing problem, due to the continued growth and expo-
nential evolvement of these platforms. Social media is one of
the preferred means of communication [1] and has become
a target for spammers and scammers alike [2]. Cyberthreats
like spamming, which involves the sending of unsolicited
emails, are common in email applications. These same threats
- and more - now emerge on social media platforms (SMPs),
although in different manifestations.

Much can be learned about people’s behaviour and needs
through analysing their interactions with one another. Habits
and topics of conversations can be evaluated to deliver a better
service or product to customers and ultimately to people at
large [1], [3]. The same information can however also be used
against people, very often in a deceptive way. For example,
a cluster of people may influence an opinion [4] when the
other participants in the conversation are unaware that the
‘‘people’’ in the cluster are not real.

Since the detection of fake social engagement is quite
challenging [5], this vulnerability is greatly abused [6].
We believe that these fake accounts can be attributed to,
among others, the following factors:
• The privacy policies of SMPs not expecting persons
to reveal their true identity [7]. The authenticity of
people is constantly being questioned [1], and this can
detrimentally affect [2] those who are falsely accused

or misled. An example is the case of cyberbullying [8]
where children are bullied online through the spreading
of false rumours.

• Malicious individuals and groups on SMPs striving to
spread chaos and pandemonium. A recent example was
the spreading of fake news about Hurricane Sandy in the
US [9]. False news about the hurricane went viral and
became a main source of information for those affected
by the storm.

• The gamification of sites, with more ‘‘likes’’ or ‘‘fol-
lowers’’ inadvertently meaning greater popularity and
higher social ratings [2]. This trend drives people to find
new means to artificially or manually [2] stay ahead of
their competitors. By analogy, the most popular candi-
date in a political election usually receives most of the
votes [10].

• The ease with which false accounts and actions can be
obtained. An example is false accounts being bought
online at a marketplace [11] at minimal cost, or deliv-
ered through crowdsourcing services [12]. It is even
possible to buy Twitter followers and Facebook ‘‘likes’’
online [5].

Fake accounts can be either human-generated, computer-
generated (also referred to as ‘‘bots’’), or cyborgs [13].
A cyborg is a half-human, half-bot account [13]. Such an
account is manually opened by a human, but from then
onwards the actions are automated by a bot. Variations exist
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between bots and human accounts. For example, bots are
known as ‘‘Sybil’’ accounts when the accounts are fake [1],
[12] and not stolen from legitimate users [14]. On the other
hand, fake human accounts are known as ‘‘trolls’’ when their
purpose is to defame the character of another person [8].
Regardless of the origin of the account, the malicious intent
of these fake identities is as follows:
• To change the actions of an individual or group -
examples are online extremism; terrorist propaganda;
and radicalisation campaigns [15].

• To change perceptions of an individual or group -
examples are changing the creditworthiness of an
account [16]; spreading rumours and false
news [9], [17]; defaming someone’s character [8], [17];
polarising opinions [4], [8]; influencing popularity [11],
[18]; and skewing perceptions [10].

• To hide the malicious activity of an individual or group
- examples are identity impersonation [8]; identity
theft [11]; cyberbullying [8]; dissemination of pornog-
raphy [17]; and fraud [11].

• To spread malware - examples are the creation of false
communications to steal credentials [19]; or misdirect-
ing users to fake web sites [20].

Past research has done much to detect fake identities gen-
erated by bots. Machine learning [16], [21] has been used to
not only detect bots on SMPs but also identify the intent of the
bot [21]. Fake identities can possibly be detected by various
approaches. These can include, amongst others, the detection
of fake content linked to the account [10], investigating the
account profile itself [1], or using non-verbal indicators, for
example the time between opening an account and the first
entry posted [22].

The problem is that very little has been done so far to
detect actual human identities that are fake. The field of
psychology has provided suggestions as to what constitutes a
fake identity [23]–[25]. Humans are just as responsible for the
malicious intents found on SMPs and they therefore warrant
the same attention. The difference, according to the authors,
is that fake bot accounts target groups at large, whereas fake
human accounts rather tend to target specific individuals. This
could lead to severe consequences for the targeted individual.

In a previous study [26] we investigated the use of social
media attributes found in Twitter, with the aim of detect-
ing instances of identity deception by humans on SMPs.
We found that standard attributes alone, such as the number
of friend and followers that are available through application
programming interfaces (APIs) and describing accounts in
SMPs [27]–[29] like Twitter, were not sufficient to success-
fully detect fake identities created by humans.

In this paper we evaluate whether readily available and
engineered features that are used for the successful detection,
using machine learning models, of fake identities created by
bots or computers can be used to detect fake identities created
by humans. This is done in the hope that similar features
can serve as a catalyst for uncovering identity deception by
humans on SMPs.

II. RELATED WORK
Seeing that very little has been done so far to detect actual
fake human identities on SMPs, we looked towards past
research addressing similar problems. Spam behaviour found
in emails and SMS, for example, shows similar malicious
intent with fake accounts spreading false rumours [30].
Spamming occurs when electronic media such as emails,
SMSs and SMPs are used to send unsolicited content to an
individual or group [31]. Besides spam, fake identities are
also present on SMPs in the form of bots.

Previous research towards understanding and identify-
ing spam behaviour presented techniques like filtering [32],
rules [30], and machine learning [16] to detect fake identities.
The same techniques, and more, have been applied to SMPs
to detect fake bot accounts:
• Filtering is mostly reactive: only when a new threat is
identified and verified will that sender be added to a
blacklist. Similar methods of dealing with spam have
been proposed on Twitter to blacklist known malicious
URL content and to quarantine known bots [6]. Spam
filtering, however, becomes very difficult when spam-
mers use dynamically adaptive and automated strategies
to circumvent the proposed methods. This is even more
true for SMPs. Humans easily adapt themselves to avoid
detection and, in the case of blacklisting, they simply
create a new account and fake identity [16] as soon as
the current detected account is blacklisted.

• Besides filtering techniques, rules have been established
to identify fake accounts during detection. Examples of
such rules are based on words (such as ‘win’) that are
known to belong to spamwithin the messages [30], [33].
If a message contains such a word or number of words,
it is regarded as spam. These same rules have been
applied to SMPs with success [17]. The problem, how-
ever, is that newwords are created constantly, and abbre-
viated words are common on SMPs, such as ‘lol’ mean-
ing ‘laugh out loud’. This is problematic in the sense that
detection rules are usually outdated. More adaptive rules
were proposed on SMPs by means of pattern match-
ing [1]. For example, if an account has been tweeting
about three or more trending topics, or if an account took
part in trending topics but is less than a day old, it can
be classified as fake [18]. On Facebook, Fire et al. [34]
scored friends for deceptiveness by using rules based on
similar relationships, tagging, and chat history with oth-
ers. These rules have success in detecting bot accounts
but fail to detect actual fake human accounts. Human
behaviour is deemed to be more random [35] than that
of bot accounts [14] and thus hard to represent by means
of rules.

• Supervised machine learning models have been pro-
posed to detect fake accounts. For email spam detec-
tion [36], supervised classification machine models
like support vector machines (SVMs), decisions trees,
Naïve Bayes and neural networks were proposed by
Tuteja [36]. Features were engineered, as input for the
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models, based on the header and content of the body
of the email [36]. For SMS spam detection [37], ten
features, inter alia SMS length, were engineered by
Choudhary and Jain [37]. These features predicted SMS
spam with great success by using supervised machine
learning models like random forest, decision trees, J48,
logistic regression, and Naïve Bayes. Cresci et al. [16]
proposed a supervised machine learning model based
on those attributes describing the identity of an account
only, to detect bots on SMPs. Gupta et al. [9] in turn sug-
gested that behaviour, such as the frequency of messages
and time of day, provides enough information to detect
bots successfully through supervised machine learning
models. Supervised machine learning models require
a label included in the corpus to predict the expected
outcome [38].

• Various semi-supervised machine learning models have
been proposed. Amongst others, Ebrahimi et al. [39]
compared a one-class support vector machine model
to a Naïve Bayes machine learning model and showed
how the one-class SVM outperforms the binary classi-
fication model when one of the classes is the minority.
The norm is to train a one-class SVM on the minority
class [39], [40]. In SMPs it is not practical to mine the
minority class consisting of fake accounts [39] or be
certain that an account is indeed deceptive [41]. Semi-
supervised machine learning models require a clear
boundary between classes [42].

• Unsupervised machine learning was successfully
applied by Gu el al. [43],Wu et al. [44], and Yahyazadeh
and Abadi [45]. Their research showed how clustering,
which is a common unsupervised machine learning
method, can be used to detect bots. With unsupervised
machine learning, the data is unlabelled, and data are
grouped based on similarity [38]. Clustering works
well to detects bots as these bots usually share similar
characteristics and has the same purpose. Not the same
can necessarily be said of fake human accounts.

• Venkatesan et al. [46] presented a reinforcement proof-
of-concept model that rewards itself for detecting
bots successfully. Spam in SMPs was detecting by
Arif et al. [47] whereby the importance of features was
used to build a better performing set of rules iteratively.
Reinforcement machine learning models require feed-
back from the environment to adjust and improve. This
is not readily available in SMPs.

Given these techniques proposed by previous work,
the research at hand will focus on supervised machine learn-
ing. The reasons being that supervised machine learning
are well suited for classification problems [38], is preferred
above unsupervised machine learning techniques for bot
detection [4], and have shown good results in past research
work detecting bots [16]. We also believe that human decep-
tive accounts are not as common as bots and therefore less
likely to be clustered appropriately through unsupervised
machine learning approaches.

TABLE 1. Twitter attributes used in a previous study [26].

Supervised machine learning algorithms require a dataset
of features with a label classifying each row or outcome.
Features are thus the input used by supervised machine learn-
ing models to predict an outcome. These features can be the
attributes found viaAPIs that describes a single piece of infor-
mation about an SMP account, like the number of friends.
Features can also be engineered by combining attributes from
an SMP account, past engineered features, and/or domain
knowledge. An example of an engineered feature is the com-
bination of the number of friends and followers to present
their relationship as a ratio for input to a machine learning
model.

Features used by machine learning models are mostly
referred to as ‘‘engineered features’’ as they are a combina-
tion of attributes and engineered features. There are however
exceptions. In the previous study [26] by the authors, only
the attributes in Twitter were used [27]. These attributes are
shown in Table 1. It was possible with these attributes alone
to identify fake accounts generated by humans, but the result
was worse than getting the prediction right by chance.

With SMPs, the engineered features are divided into three
distinct groups: data describing the identity of the account,
the relationships of the account to others, and lastly the
behaviour or messages of the account. This is different from
email- or SMS-engineered features in that they only consider
features pertaining to the header and body of the message.
To detect fake bot accounts in SMPs, various combinations
of the above three groups of engineered features were applied
to the machine learning models. Cresci et al. [16] proposed
a lightweight classification model based on the identity of
the account (thus, excluding its relationships and behaviour).
They suggested that features about the identity of an account
are sufficient to detect bots. Gupta et al. [9] in turn suggested
that behaviour, such as the frequency of messages and time
of day, provides more information relevant to deception than
the identity of the account itself. Detecting the behaviour
through sentiment was also successful for specific topics of
interest, for example elections [10]. Given the positive results
presented by Cresci et al. [16] we propose to also use a similar
light weight classifier that only includes data describing the
identity of an account. When humans are being deceptive the
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intent could have detrimental consequences to the targeted
individual. The sooner the deception can be detected, the
better.

Various options were evaluated to obtain a dataset of
potentially deceptive humans, given past research, for SMPs.
Some researchers used data from available datasets, like
paedophiles [48] and extremism groups [15], to label accord-
ingly. To the best of our knowledge, no labelled dataset
exists of humans lying specifically about their identity. Other
researchers employed the help from the Amazon Mechanical
Turk crowdsourcing platform where people from the public
are paid to label data manually [49], [50]. Due to the volumes
of data in SMPs this was not an option for the research at
hand. Twitter also indicate suspended accounts [15]. This
information can be used to label an account. Unfortunately,
Twitter does not give the reason for the account being sus-
pended and will thus include more than accounts only sus-
pended for being untruthful about their identity. Furthermore,
Zhu [51] listed various other semi-supervised machine learn-
ing techniques where one approach is to cluster the data
first and use the output to label the data. This approach
does require the dataset to be clusterable in accord with
unsupervised machine learning. Lastly, deceptive accounts
can be manually injected into the existing corpus gathered.
As none of the previous options were viable for the research
at hand and collecting deceptive accounts is not practical in
real-world examples to date [39], this was the option taken.
The accounts were however generated in an informed way.

Past research in psychology has done much work on under-
standing why people lie [52]–[54]. We looked towards this
research showing that people lie about their age [24], [55],
gender [25], [55], image [49], location [23], [56], and their
name [49], [57]. Using input from the field of psychol-
ogy, allows for the creation of a set of ‘informed’-deceptive
accounts.

Although all previous studies focused on the detection
of bots and spam, a few more recent ones have subse-
quently addressed the detection of deceptive human accounts.
Bogdanova et al. [48] proposed that the behaviour found
in the messages of paedophiles should be used to protect
minors. The approach of these researchers relied on senti-
ment and text analytics to predict deception with an SVM
machine learning model. Cyberbullying was addressed by
Galán-García et al. [8]. They relied on the fact that cyber-
bullies have a distinctive relationship with the user they tar-
get. This knowledge can be used to great effect to identify
cyberbullies. Gogoglou et al. [58] illustrated how social graph
features and SVMs can aid in highlighting those relation-
ships that are susceptible to online grooming. Lastly, Fer-
rara et al. [15] predicted online extremism using the identity
of the user and his/her behaviour features through random
forest trees and logistic regression models.

Although the studies mentioned were successful, two
shortcomings were found:
• The studies aimed at detecting deceptive humans used
engineered features that relied on the behaviour of

FIGURE 1. The flow of data to detect identity deception.

the account. Mining account behaviour, which is part
of the account’s messages, is computationally costly
and time consuming. This is a problem when deception
detection should be real-time and not reactive.

• Past research was concerned with accounts being decep-
tive in general, and not that they were deceptive given
their identity. In other words, detecting unsolicited con-
tent from accounts constitutes one way to curb decep-
tion, but another is to find actual individuals who are
lying about their identity.

Very little has been done so far to detect actual fake human
identities on SMPs, independent of their behaviour. However,
bot detection approaches and past research in psychology
showed clear promise in detecting fake non-human identities.

We conducted multiple machine learning experiments with
existing bot detection approaches to evaluate their effi-
cacy in detecting identity deception committed by humans
for malicious purposes. It is hoped that these approaches
will address the shortcomings mentioned and serve as
a catalyst for uncovering identity deception by humans
on SMPs.

III. FINDING DECEPTIVE ACCOUNTS
During the process of detecting identity deception by humans,
data is mined, cleaned, stored and applied to supervised
machine learning models, and the results are evaluated. This
flow of data is illustrated in Fig. 1.

For this research, social media data from Twitter was
mined using the twitter4J [27] application programming
interface (API) and a non-relational database, Hadoop [59].
Non-relational databases cater for the unstructured nature
and vast volumes expected from mining Twitter data [60].
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FIGURE 2. Research steps.

This resulted in a corpus of over 200 million tweets from
223 796 accounts opened between 2006 and 2017. There-
after, only data related to the identity of the accounts was
injected into a relational database, namely SAP HANA [61].
The account data is required for the proposed experiment
to determine if past bot detection approaches can apply to
humans as well. A relational in-memory database such as
SAP HANA, is well suited to process data at speed [61],
although a non-relational database would have served the pur-
pose just as well. Supervised machine learning models were
trainedwith the cleaned data and the results were written back
to the relational database. The results were lastly visualised
and compared to determine whether features engineered to
detect bots could be applied to detect fake human identities
on SMPs.

Different research steps were executed to discover decep-
tive accounts. We were specifically interested in human
accounts and, more precisely, identity deception in human
accounts. To discover such deceptive accounts, we followed
the research steps listed next. Fig. 2 presents the steps in
diagram format.

1) The corpus was cleaned of bot and cyborg accounts
as far as possible. Previous research suggested various
simple rules to distinguish humans from bots [7], [16],
for example that human accounts will always have a
name and image. We applied the rules determined by
Cresci et al. [16], such as discarding accounts that have
30 or more followers. The remaining corpus consisted
of 154 517 accounts. It is expected that the corpus
might still contain some bots and even fake human
accounts. The few remaining fake accounts should have
very little effect on the supervised machine learning
models as the majority of the class has been classified
correctly.

2) 15 000 fictitious deceptive accounts were created by the
authors of the current paper. These deceptive accounts
were manually created as if by humans and therefore
not by bots. The reason being due to ethical consid-
erations for reporting on sensitive content, such as

TABLE 2. Example of a fictitious deceptive account.

social media data and the lack of an existing dataset for
research. By including examples of deceptive accounts,
we avoided the risk of reporting sensitive content by
mistake. To ensure that the attributes introduced were
indeed deceptive, we looked towards research in psy-
chology showing that people lie on their age [24], [55],
gender [25], [55], image [49], location [23], [56], and
their name [49], [57] the most. We therefore ensured
that the new fictitious accounts were deceptive on all
5 these areas to create accounts as deceptive as possible.
The injected accounts were classified as ‘‘fake’’ and the
original corpus accounts were classified as ‘‘human’’.
Table 2 presents an example of one fictitious deceptive
account. This account is perceived as fake due to a
number of potential reasons: the name and screenname
are unrelated, the image represents a different gender
than suggested by the name, the latitude and longi-
tude coincide somewhere over the Arctic ocean, and
New York’s UTC offset is actually -4 and not -18 as
suggested.

3) To ensure that no bias was introduced with the ficti-
tious accounts, this set was compared with the original
corpus by means of two statistical tests. The Mann-
Whitney-U test proofs that the means of the two sets
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TABLE 3. Engineered features previously used to detect fake bot
accounts that were added to the corpus.

are similar per attribute [62]. The Chi Square test for
independence proofs that the datasets are not correlated
and therefor independent [62]. This means that both the
deceptive and original corpus must have similar data
and show the same distributions.

4) The next step was to inject these fictitious accounts into
the original mined corpus.

5) Up to now, the corpus consisted of attributes found
in social media only. The corpus was further enriched
with engineered features that were taken from past
research [16] and were able to successfully detect bot
accounts by using data that describe the identity of
the account only. These engineered features are shown
in Table 3.

6) Supervised machine learning models were trained,
using cross validation and resampling, to detect the
accounts denoted as fake in the corpus. The machine
learning models used were random forest, boosting,
and support vector machines as they had been success-
fully used in past research towards spam [36], [37] and
bot detection [16].
• For the random forest model, the rf library in
R software was used. The random forest model
creates many variations of trees. The best out-
come will be used to predict identity decep-
tion. This model works well for bot detection,
as rules are easily represented in tree format [2].
An example would be where accounts that have
an image or name are considered human, whereas
the rest are denoted as bots. Each of these
outcomes represents a different section in the
tree.

• For the boosting model, the Adaboost function in
R was used. This is a popular model for detecting
bots [10], as different features are assigned dif-
ferent weights to predict the outcome. The model
makes use of decision trees [2], which are itera-
tively adjusted with weights. After each iteration,
identity deception detection effectiveness is eval-
uated. This iterative process is continued until the
best result towards identity deception detection is
achieved.

• Lastly, for the support vector model, the svmLin-
ear library in R software was used. This algo-
rithm is typically used to model curves on a

FIGURE 3. Distributions of friends.

hyperplane [63], [64]. Trees typically split on sin-
gle features, whereas SVMs can do so on combi-
nations of features. The SVM algorithm accounts
for complex features identifying fake accounts that
were missed by trees.

7) Once the supervisedmachine learningmodels had been
trained, their effectiveness was evaluated. We used the
following metrics to determine the effectiveness of
each model:
• Accuracy - this determined how many accounts
from the total corpus were correctly identified as
fake or not.

• F1 Score - this was a measure of the harmonic
mean between precision and recall. ‘‘Precision’’
refers to how successful the model was at detecting
identity deception by humans; ‘‘recall’’ means how
successful the model was at filtering out the human
accounts that were truthful about their identity.

• Precision-Recall Area under curve (PR-AUC)
- this is the statistical value of the area
under the precision-recall curve. The PR-AUC
measured how successful the current model
(in totality) was at predicting identity deception by
humans.

IV. RESEARCH RESULTS
The engineered features created during step 5 of the research
were explored to understand the corpus and it was noted that
most accounts had few friends and followers. The distribution
of friends is shown in Fig. 3.

Next, the data exploration looked at the profile descrip-
tions of these accounts. The exploration showed that not
all accounts had a profile description and that some profile
descriptions were shared among accounts. A few profile
descriptions also contained URLs. The results of profiles
having an URL as part of their profile is shown in Fig. 4
where 0= no and 1= yes. These exploratory results showed
that even though we are dealing with human accounts only,
they still show characteristics known to bots, such as having
a URL in their profile description. This further affirmed that
research previously conducted to detect fake bot accounts on
SMPs couldwell be applicable to detect fake human identities
too.
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FIGURE 4. Number of accounts with a URL in the profile.

FIGURE 5. Number of accounts per user name length.

TABLE 4. Supervised machine learning results.

Furthermore, a tailed distribution seemed to occur regard-
ing the length of user names chosen for accounts. Any outliers
on this distribution could indicate potential deception. This
pattern, which is illustrated in Fig. 5, is useful, as supervised
machine learning models will be able to detect this type of
anomaly.

In summary, it was shown that even though the corpus
had mostly been cleansed of bots, the engineered features
that were used in past research to detect bot accounts were
still present in the corpus of human accounts. Examples of
these features were the duplicates found in human profile
descriptions, the fact that certain human profile descriptions
contained URLs, and lastly, the fact that some human profiles
had no description at all. These features are just as prevalent
in bot accounts. Therefore, it is assumed that the same engi-
neered features and supervised machine learning models can
be applied to the human accounts in the hope of detecting fake
identities. The supervised machine learning results are shown
in Table 4.

The overall accuracy across all machine learning mod-
els was very high, with the highest being 87.11%. These
results could incorrectly indicate that the supervised machine
learning models are good predictors of identity deception by

TABLE 5. Entropy results.

humans on SMPs. The accuracy measure, however, does not
account for wrong predictions and suffers in skewed distribu-
tions [65], [66]. The specific corpus was a good example of a
skewed distribution because only 15 000 accounts of the total
corpus were denoted as fake.

Therefore, we looked towards the F1 score and PR-
AUC results, which account for getting the predictions
wrong. At best, an F1 score of 49.75% was achieved from
the random forest (rf) machine learning model and a PR-
AUC score of 49.90%. These results are just below what
one would expect from getting the prediction right by
chance (50%).

Furthermore, entropy indicated which of the features
contributed most towards identity deception detection. The
entropy results from each supervised machine learning model
are shown in Table 5. Values are indicated as having an
importance out of 100, in which case 100 means the model
is completely dependent on the feature. The entropy results
showed that username and profile could be dependent fea-
tures towards the detection of identity deception. In simple
terms, it means that humans lie about their name and the
description of themselves on SMPs when they are trying to
be deceptive.

These findings are very closely related to what is already
known about the social sciences and psychology. From
psychology we know that deceptive people lie about their
name [49], [57] and age [24], [55]. We also learn that
people lie about their image [49], location [23], [56], and
gender [25], [55].

This can be used in going forward to engineer more
features in the hope of uncovering identity deception by
humans. For example, does the gender presented in the pro-
file image match the gender of the name provided for the
account?

V. SUMMARY OF THE RESULTS OBTAINED
What we learned and gathered from the experiment discussed
in this paper:
• There are many attributes available in SMPs that
describe the identity of an SMP account. For example,
the name, location, and profile image.
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• Human accounts and bot accounts have similar attributes
and they share similar characteristics. For example,
human accounts have a name and so do accounts gen-
erated by bots.

• Features can be engineered from SMP attributes sim-
ilar to what has been engineered in past research to
detect fake accounts generated by bots or computers
(for example, whether the account is a duplicate of
another).

• Engineered features that have been created to detect fake
identities generated by bots can be applied to the existing
corpus of human accounts.

• The predictive results from the trained machine learning
models only yielded a best F1 score of 49.75%. Given
that predicting the correct answer by chance alonewould
be represented as 50%, this is not optimal.

• Even though only three machine learning models
were used in the experiments, these machine learn-
ing models have been successfully used in the past
towards spam and bot detection. Given the results,
these machine learning models are unable to detect fake
humans.

• Entropy presents an indication of which engineered
features performed well and which not. For exam-
ple, the fact that an account had a duplicate profile
seemed to have made a difference in the accuracy of the
predictions.

Based on the predictive results from the machine learning
models, it seems that existing features and machine learning
models used to detect bot accounts are not suited to detect
fake human accounts.

VI. CONCLUSION
The main contribution of this paper is to show that the
engineered features that were previously used to detect fake
accounts generated by bots are not similarly successful in the
detection of fake accounts generated by humans.

This paper reports on a study that focused on detecting
fake accounts created by humans, as opposed to those cre-
ated by bots. We investigated whether the results from past
studies to detect bot accounts could be applied successfully to
detect fake human accounts. A corpus of human accounts was
enriched with engineered features that had previously been
used to successfully detect fake accounts created by bots.
These features were applied to various supervised machine
learning models. The machine learning models were trained
to use engineered features without relying on behavioural
data. This made it possible for these machine learning mod-
els to be trained on very little data, compared to when
behavioural data is included.

The findings indicate that engineered features that were
previously used to detect fake accounts generated by bots,
at best predicted fake accounts generated by humans with
an F1 score of 49.75%. This can be attributed to the fact
that humans have different characteristics and behaviours
than bots which cannot be modelled similarly. Human fake

accounts are also not as common as fake accounts generated
by bots. Machine learning models might miss these sparse
deceptions in the mass.

Future work will investigate the enrichment of the feature
set used in the research for this paper by engineering fea-
tures from the social sciences knowledge domain - especially
psychology. The aim will be to enrich the corpus with new
features engineered from the same attributes, as used in this
study, found on SMPs. It is hoped that these new features will
show better results in the detection of identity deception on
SMPs.
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