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ABSTRACT Cyber-Physical Systems (CPS) are integrations of computation, networking, and physical
processes. Its process control is often referred to as embedded systems. Generally, CPS and Internet of
Things have the same basic architecture, whereas the former shows a higher combination and coordination
between physical and computational elements, i.e., wireless sensor networks can be a vital part of CPS
applications. With the rapid development, CPS has been applied to healthcare industry, where a wide range
of medical sensors are used within a healthcare organization. However, these sensors may generate a large
number of false alarms in practice, which could significantly reduce the system effectiveness. Targeting on
this issue, in this work, we attempt to design aMedical Fuzzy Alarm Filter (namedMFAFilter) for healthcare
environments by means of fuzzy logic, especially fuzzy if-then rules, which could handle the vague and
imprecise among data. In the evaluation, we conducted two major experiments to explore the performance of
our approach in a simulated and a real network environment, respectively. Experimental results demonstrate
that the use of fuzzy if-then rules could achieve a better accuracy as compared to the traditional supervised
algorithms, and that our designed filter is effective in the practical environment.

INDEX TERMS False alarm reduction, fuzzy if-then rules, alarm filter, medical cyber-physical systems,
wireless sensor networks, machine learning technique.

I. INTRODUCTION
Cyber-physical systems (CPS) connect cyberspace with the
physical world through a set of large-scale, interconnected
physical and engineered systems such as sensors, actuators
and computational engines [35]. In other words, these sys-
tems integrate computation and communication with phys-
ical processes, in which physical and software components
are deeply intertwined. Due to the economic and societal
potential of such systems, CPS builds on the discipline of
embedded systems and computer software, resulting in awide
application from embedded systems used in smart vehicles,
to Supervisory Control And Data Acquisition (SCADA) sys-
tems in smart grids to control systems in water distribution
systems, and so on.

With the rapid development, CPS technology has been
applied to healthcare domain as well, including some applica-
tions like CPeSC3 [38] and eHealth [22]. It is worth empha-
sizing that medical industry is undergoing a significant and

important transformation, embracing much more integration
of embedded software and network connectivity. Instead of
designing and implementing stand-alone medical devices to
serve patients independently, current medical devices can
work collaboratively under a distributed framework, enabling
simultaneously to control multiple aspects of the patient’s
physiology [20]. These modern medical device systems,
shortlymedical CPS, present a distinct type of cyber-physical
systems, which combines the embedded software controlling
the devices, the networking capabilities, and the complicated
physical dynamics that patient bodies may exhibit [11].

Wireless medical sensors (WMSs) are widely adopted for
medical CPS, which are a kind of wireless sensor networks
(WSNs) with energy and processing constraints. These med-
ical sensors are small, resource constrained and capable of
collecting different types of physiological parameters, such
as Heart Rate (HR), Pulse, Oxygen Saturation (SpO2), Res-
piration and Blood Pressure (BP). These sensed data provide
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valuable information for healthcare organizations to monitor
and decide the medical condition of a patient. Because of the
importance, it is critical to ensure the accuracy and reliability
of the data to raise an alarm in case of emergency [12].

However, medical sensors may generate a large number
of false alarms in practice, which have a negative impact on
healthcare operations, degrading the quality of service and
waste of valuable time and money. For example, the collected
sensor data may be inaccurate due to sensor fault and resource
constraint of the sensor node such as limitation of power
and transmission capability. Moreover, as healthcare organi-
zations are usually short of technical experts in IT, common
personnel are hard to handle large false alarms in a quick
manner [33]. As a result, it is very important to identify data
inaccuracies and reduce false alarms.
CONTRIBUTIONS: Designing an appropriate alarm filter

is promising to reduce false alarms. Similarly, in the domain
of intrusion detection, a line of research studies (e.g., [28],
[30], [31], [34]) have proven that alarm filters are easy for use
and effective for alarm reduction in practical environments.
In healthcare industry, an alarm filter is more easy to manage
than some complicated security mechanisms [33]. In liter-
ature, there has been little work investigating false alarm
reduction inmedical industry.Motivated by these facts, in this
work, we aim to develop an alarm filter for medical CPS and
employ a fuzzing logic approach for alarm reduction. The
contributions of our work can be summarized as below.
• Medical sensor networks are a special application of
medical CPS, in which interconnected medical devices
form a distributed medical device system in order to
ensure effectiveness and patient safety. False alarms are
one of the major challenges in medical CPS. In this
work, we design an alarm filter using machine learn-
ing techniques to reduce false alarms in a healthcare
environment.

• To handle data fusion, fuzzy classifiers are believed to be
good at detecting anomalies. In this work, we employ
fuzzy if-then rules, which can be easily understood
by human users. As a comparison, we consider sev-
eral traditional supervised classifiers including k-nearest
neighbor (KNN), neural network (NN), support vector
machine (SVM), decision tree (DT), Naive Bayes (NB)
and a baseline classification algorithm: ZeroR.

• In the evaluation, we investigate the filter performance
in both a simulated and a real medical network. Exper-
imental results demonstrate that fuzzy if-then rules
can outperform other classifiers in the aspect of filtra-
tion accuracy with reasonable workload, and that the
designed filter is effective for alarm reduction.

The remaining parts of this paper are organized as follows.
In Section II, we review relevant research studies regard-
ing false alarm filtration in medical CPS and in intrusion
detection area. Section III presents the architecture of our
designed alarm filter and introduces fuzzy if-then rules in
detail. Section IV describes an evaluation and comparison
with a set of traditional supervised classifiers, and Section V

provides a discussion regarding time consumption of train-
ing and the increased workload. We conclude our work in
Section VI.

II. RELATED WORK
A. ALARM REDUCTION IN MEDICAL CPS
In the past decades, there is a technological revolution in
healthcare domain, where new materials replace metals and
devices based on information technology. Jiang et al. [18]
introduced a closed-loop testing environment for medical
CPS, allowing for interactive and physiologically relevant
model-based test generation for basic pacemaker device oper-
ations such as maintaining the heart rate, atrial-ventricle syn-
chrony, and complex conditions.

As medical devices become more complex and more inter-
connected, there are many challenges remain. False alarms
are one of these challenges, which can greatly degrade the
system performance and effectiveness [11]. In the field of
medical CPS, this issue should be given more attention.
Haque and Aziz [10] proposed an architecture for false alarm
detection. In the proposed system, the status of a patient is
classified as Normal, Intensive, Critical or Highly Critical,
where all vital signs or a predetermined number of vital signs
must cross the threshold in order to activate the alarm. They
further developed an approach based on a prediction model,
which used the spatio-temporal correlation that exists among
physiological parameters.

Naive Bayes, Bayesian network and decision tree are com-
mon methods used in medical CPS; however, due to the
confusion among medical data, the motivation of this work is
to investigate the use of fuzzy logic to reducing false alarms
for medical systems.

B. ALARM REDUCTION IN INTRUSION DETECTION
Alarm reduction is also a challenge in the field of intrusion
detection. To mitigate this issue, a direct approach is to
improve the detection algorithms like data summarization and
alarm correlation (e.g., [8], [9], [13], [17], [37]). Another
approach is to construct an alarm filter to decrease unwanted
alarms in a post-preprocessing manner.

Machine learning classifiers are the most commonly used
tools for constructing an alarm filter. Pietraszek [34] pro-
posed an early adaptive alarm reduction system, which could
utilize the feedback from analysts and intelligent classi-
fiers to reduce false positives. Their method could drop
alerts based on their classification confidence. Law and
Kwok [19] then designed a false alarm filter by using KNN
(k-nearest-neighbor) classifier and achieved good filtration
performance. Alharbt and Imai [1] designed an alarm filter
via continuous and discontinuous sequential patterns to detect
unusual alarms. Chiu et al. [4] presented an alarm filter by
means of semi-supervised learning classifier, which could
reduce 85% false alarms while keeping a high detection rate.
Bolzoni et al. [2] presented ATLANTIDES, an architecture for
automatic alert verification, which detected anomalies based
on output system traffic in a structural way. This architecture
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could be used for reducing false positives in both signature-
based and anomaly-based NIDSs.

For adaptive alarm reduction, Meng and Kwok [25] pro-
posed an adaptive false alarm filter to reduce a large number
of false alarms, by adaptively selecting the most appropri-
ate classifiers, i.e., achieving and keeping a good filtration
rate. Meng and Li [28] designed a non-critical alarm fil-
ter to improve the quality of output alarms by integrating
contextual information like application and OS information.
Meng et al. [32] developed a method of knowledge-based
alert verification and design an intelligent alarm filter based
on a multi-class k-nearest-neighbor classifier to filter out
unwanted alarms. In particular, the alarm filter employs a
rating mechanism by means of expert knowledge to clas-
sify incoming alarms to proper clusters for labeling. Sev-
eral other related studies about the reduction of false alarms
by constructing alarm filters can be referred to [24], [26],
and [29]–[31].

C. FUZZY ALGORITHMS
Fuzzy algorithms have been studied in improving the perfor-
mance of NIDSs, especially the anomaly-based NIDS. For
example, Dickerson and Dickerson [5] developed a fuzzy
intrusion recognition engine (FIRE) that used fuzzy logic to
decide whether a malicious activity was happened. Their tests
showed that the FIRE could detect a wide range of com-
mon attacks. Dickerson et al. [6] then explored the FIRE’s
performance of detecting other attacks and pointed out that
this system could easily identify port scanning and denial-of-
service (DoS) attacks.

Then, Bridges and Vaughn [3] developed a prototype
of intelligent intrusion detection system (IIDS) to demon-
strate the effectiveness of data mining techniques by using
fuzzy logic and genetic algorithms. In particular, their sys-
tem combined both anomaly-based intrusion detection and
misuse-based detection. The former used fuzzy data min-
ing techniques while the latter used traditional rule-based
expert system techniques. The genetic algorithms are used
to tune the fuzzy membership functions and to select an
appropriate set of features. Luo et al. [23] defined and applied
fuzzy frequent episodes in real-time intrusion detection. Their
experiments showed their proposed technique could provide
effective anomaly detection.

Later, Tian et al. [36] presented a method of combining
multiple decision trees based on fuzzy logic. The idea was
to divide a great large dataset into several sub-datasets, mine
on sub-datasets separately to construct different sub-decision
trees, detect TCP data by using different sub-decision trees,
and then nonlinearly combine the results from multiple sub-
decision trees by fuzzy integral. The experiment results
showed that this technique outperformed individual decision
trees. Several other relevant studies can be referred to [7], [8],
and [27]. It is worth noting that although fuzzy classifiers
were used in intrusion detection, its performance has not
been researched in medical industry for false alarm reduction,
which motivates this work.

FIGURE 1. The high-level architecture of our designed medical fuzzy
alarm filter, MFAFilter.

III. MEDICAL FUZZY ALARM FILTER
This section introduces the architecture of our designed
MFAFilter (Medical Fuzzy Alarm Filter) for reducing sen-
sor false alarms, and describes fuzzy if-then rules for alarm
classification.

A. FILTER ARCHITECTURE
Figure 1 depicts the high-level architecture of MFAFilter,
which consists of five main components: data standardiza-
tion, data storage, classifier training, alarm classification,
decision component.
• The component of data standardization is responsible for
extracting alarm features and converting alarm formats,
if required. This is because different medical sensors
may generate alarms with distinct formats.

• The component of data storage provides a passive
database to store all standardized alarms and make
preparation for alarm filtration.

• The component of classifier training aims to train a
classifier with labeled items. In real-world applications,
IT administrators can decide when to update the training
process by adding new labeled alarms.

• The component of alarm classification is responsible for
refining false alarms bymeans of a fuzzy logic classifier,
namely fuzzy if-then rules.

• The decision component can output alarms after fil-
tration, by considering the outputs from the compo-
nent of alarm classification and some pre-defined con-
ditions (i.e., IT administrators can provide a list of
whitelisted or blacklisted alarms).

In real-world applications, an IT expert or administrator
in healthcare organizations can label a limited number of
medical sensor alarms, and store them into the component of
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alarm storage. Based on the training rules, the alarm filter can
train the fuzzy classifier to establish a model, which can be
used to identify unwanted alarms in the component of alarm
classification. Afterwards, the classification results would be
forwarded to decision component for alarm reduction and
only ‘‘true‘‘ alarms can be output.

B. FUZZY IF-THEN RULES
Fuzzy logic is a form of many-valued logic which can be
used to deal with the vague and imprecise. It has two major
advantages when being applied to solving the problems in
intrusion detection (e.g., anomaly detection).

• The process of intrusion detection involves many
numeric attributes and various derived statistical mea-
sures. By directly building models on the numeric data
may cause many detection errors (i.e., resulting in the
generation of false alarms) whereas fuzzy logic is a good
alternative.

• The intrusion detection process is also a fuzziness prob-
lem between the normal and the abnormal events (i.e.,
according to a threshold). In this case, it is appropriate
to model anomalies by means of fuzzy logic.

Fuzzy logic is widely used in the field of machine control.
Although genetic algorithms and neural networks can per-
form just as well as fuzzy logic in many cases, fuzzy logic
has its own advantage; that is, its operators can be easily
understood by human users; thus, their experience can be
used in the controller design. In other words, it is easy for
human users to understand each selected rule from fuzzy
if-then rules.

Fuzzy logic requires defining fuzzy operations whereas
these operations may not be known in some cases. To solve
this problem, fuzzy if-then rules can be used to define fuzzy
operations on fuzzy sets. In this work, we adopt the fuzzy
classification based on [14] and [16] and follow our previous
work [27]. The if-then rules are usually expressed in the form
as described below:

IF variable IS property THEN action (1)

Suppose there are two fuzzy variables x and y, fuzzy
operators of Boolean logic like NOT, AND and OR can be
defined as follows:

NOT x = (1− truth(x)); (2)

x AND y = minimum(truth(x), truth(y)); (3)

x OR y = maximum(truth(x), truth(y)). (4)

where truth(x) means the truth value of x. A truth value
(also called logical value) is a value indicating the relation of
a proposition to truth.

In particular, we assume that a pattern space is the unit
square [0, 1] ∗ [0, 1], and suppose there are m patterns Xp =
(Xp1,Xp2), p = 1, 2, . . . ,m, which are given fromM (M <<

m) classes (e.g., Class1 (C1), Class2 (C2)). The classification
of each Xp is known as one of the aboveM classes. Therefore,

the problem in generating fuzzy if-then rules is how to divide
the pattern space into M disjoint decision areas.

Then, we assume that each axis of the pattern space can be
partitioned into K fuzzy subsets as shown below:

K − fuzzy− subsets : KK
1 ,KK

2 ,KK
3 , . . . ,KK

K (5)

where KK
i (i = 1, 2, . . . ,K ) means the ith fuzzy subsets

and K means the number of fuzzy subsets on each axis.
Therefore, for the two axes of the pattern space, we have K 2

fuzzy subspaces Aki ×A
K
j (i = 1, 2, . . . ,K ; j = 1, 2, . . . ,K ).

Since each fuzzy subspace has one fuzzy if-then rule,
the number of fuzzy if-then rules in a single fuzzy rule table is
alsoK 2. Regarding theM -class classification problems in the
pattern space [0, 1] ∗ [0, 1], the corresponding fuzzy if-then
rules can be represented as follows:

Rule RKij : IF Xp1 is Aki AND XP2 is AKj
THEN Xp belongs to ClassCK

ij with CF = CFKij (6)

where i = 1, 2, . . . ,K , j = 1, 2, . . . ,K . RKij means the
fuzzy if-then rules, Aki and A

K
j means fuzzy subsets, ClassCK

ij
represents the classification results and CFKij is the grade of
certainty for this if-then rule. More specific details about the
fuzzy if-then rule and its theory background can be referred
to [14]–[16].

1) EXAMPLES
In order to implement the fuzzy classifier, there are twomajor
phases for generating fuzzy if-then rules from numerical
data:

• To partition a pattern space into fuzzy subspaces;
• To determine a fuzzy if-then rule for each fuzzy sub-
space.

To better explain the application of fuzzy if-then rules,
we present a simple example with the following four fuzzy
if-then rules [15]:

• IF x1 is small AND x2 is small THEN Class 1 with
CF1,

• IF x1 is smallAND x2 is largeTHENClass 2 withCF2,
• IF x1 is largeAND x2 is smallTHENClass 3 withCF3,
• IF x1 is largeAND x2 is largeTHENClass 4 withCF4.

Based on the above four if-then rules, the classification
boundary can be generated according to the assigned value of
each CFi (i = 1, 2, 3, 4). We give three examples with differ-
ent grades of certainty to each fuzzy if-then rule in Figure 2.

Figure 2 (a) shows the same grade of certainty to each
fuzzy if-then rule with (1,1,1,1), Figure 2 (b) shows different
grades of certainty with (0.6,0.1,0.1,0.6) and Figure 2 (c)
shows the grades of certainty with (0,0.6,0.6,0.1). It is
visible that with different grades of certainty, the bound-
aries of each class could vary accordingly. Generally,
a higher grade means that a class can have a bigger
boundary.
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FIGURE 2. Three specific examples of classification boundaries generated
by the mentioned four fuzzy if-then rules with different grades of
certainty as follows: (a) (CF1,CF2,CF3,CF4) = (1,1,1,1); (b)
(CF1,CF2,CF3,CF4) = (0.6,0.1,0.1,0.6); (c) (CF1,CF2,CF3,CF4) =
(0,0.6,0.6,0.1).

2) IMPLEMENTATION
To realize the fuzzy if-then rules, we adopt and modify the
fuzzy grid partition algorithm in fuzzy-weka project.1 This
project is written in Java and is an open-source project that
can be implemented in WEKA [39]. WEKA is an open-
source software that provides a set of machine learning algo-
rithms. For the fuzzy-weka project, its class can be Binary
class, Relational class, String class, Numeric class, Date class
and Nominal class. Moreover, we can set the number of cross
validation folds, adjust the number of fuzz subsets and choose
the seed for randomizing the data during the implementation.

IV. EVALUATION
In this section, we conduct two major experiments to evaluate
the performance of MFAFilter in a simulated and a real
medical network environment, respectively. Several metrics
are utilized to investigate the performance of a classifier.
We denote true positive (TP) as the number of true posi-
tive instances predicted as positive, true negative (TN) as
true negative instances predicted as negative, false positive
(FP) as true negative instances predicted as positive and
false negative (FN) as true positive instances predicted as
negative. We specifically use four metrics to evaluate the
performance: classification accuracy (CA), precision, recall
and F-measure, which can be computed as follows:

CA =
TP+ TN

TP+ TN + FN + FP
(7)

Precision =
TP

TP+ FP
(8)

Recall =
TP

TP+ FN
(9)

F-measure =
2Precision× Recall
Precision+ Recall

(10)

The metric of classification accuracy is used to measure
the capability of classifying both positive instances and nega-
tive instances, the higher the better. The metric of precision is
used to measure the proportion of predicted positive instances
which are actually positive. A higher precision means lower
false positive rate. The metric of recall is to measure the
proportion of actual positive instances that are correctly iden-
tified. The metric of F-measure is a harmonic mean between

1http://fuzzyweka.sourceforge.net/.

FIGURE 3. The format of each item in the datasets.

TABLE 1. Three samples of medical CPS alarms.

precision and recall. In general, a higher value of F-measure
means achieving better performance.

A. EXPERIMENT IN A SIMULATED ENVIRONMENT
In this section, we use three datasets to investigate the settings
of fuzzy if-then rules and the initial performance of MFAFil-
ter. The datasets were collected by a simulated network in
a practical healthcare center. The medical alarm format is
depicted in Figure 3, which contains six major items: phys-
iological parameters including Blood Pressure (BP), Heart
Rate (HR), Pulse, Respiration Rate (ResR), and Oxygen Sat-
uration (SpO2). All alarms were labeled by three healthcare
experts and three samples are given in Table 1. By comparing
these three alarms, it is not hard to find that the third alarm
with #67 has two abnormal items: BP and HR, where BP
is much higher but HR is much smaller than the other two
alarms. Healthcare experts verified the deployed environment
and labeled it as a false alarm. In the training phase, all
features could be converted to [0, 1] using Min-Max scaling.
The datasets are constructed as follows.
• DATASET1: This dataset contains 533 false alarms and
584 true alarms by random selection from the alarm
pool. The occupancy ratio of false alarms and true alarms
is nearly 1:1.

• DATASET2: This dataset consists of 683 false alarms
and 1301 true alarms by random selection from the
alarm pool. The occupancy ratio of false alarms and
true alarms is nearly 1:2, which is not common in real
scenarios.

• DATASET3: This dataset consists of 1179 false alarms
and 523 true alarms by random selection from the alarm
pool. The occupancy ratio of false alarms and true alarms
is nearly 2:1 which is very common in real settings (i.e.,
in the field of intrusion detection [21]).

To compare the performance, we selected six traditional
algorithms due to their wide adoption and popularity, as fol-
lows: k-nearest neighbor (KNN), neural network (NN),
support vector machine (SVM), decision tree (DT), Naive
Bayes (NB) and a simplest classification algorithm: ZeroR.
The algorithm of ZeroR is used as a performance baseline in
the comparison. We used the default WEKA settings for each
algorithm and selected 10-fold cross validation. We evaluate
the performance of fuzzy if-then rules by selecting different
numbers of fuzzy subsets (i.e., starting the number of fuzzy
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FIGURE 4. The performance of fuzzy if-then rules varied with different
fuzzy subsets.

subsets from two). The performance of fuzzy if-then rules is
shown in Figure 4.

It is found that the classification accuracy and precision
would be varied according to the selected fuzzy subsets. In the
beginning, both metrics can be gradually increased till the
number of fuzzy subsets reach seven; afterwards, bothmetrics
would be decreased. The number of fuzzy subsets decide
how to draw a borderline and partition data items; thus, it is
proven that the performance of classifier was better tuned
when there were seven subsets. For fuzzy subsets with seven,
the classifier could reach a classification accuracy of nearly
0.95, 0.92 and 0.96, and a precision of 0.95, 0.92 and 0.94 for
Dataset1, Dataset2 and Dataset3, respectively. The peak is the
same for recall and F-measure.
Then, we set fuzzy subsets to seven and compare the

classification performance with other supervised learning
algorithms. The results are shown in Figure 5. Based on the
datasets, it is noticeable that fuzzy-if then rules could out-
perform other classifiers, such as k-nearest neighbor (KNN),
neural network (NN), support vector machine (SVM), deci-
sion tree (DT), Naive Bayes (NB) and ZeroR. In addition
to classification accuracy and precision, fuzzy-if then rules
could reach a F-measure of 0.94, 0.9 and 0.92, respectively.

It is seen that SVM (LibSVM), KNN, NN (RBFNetwork)
and DT could achieve a better accuracy than the remaining
three algorithms, i.e., SVM (LibSVM), KNN, NN (RBFNet-
work) and DT could achieve a classification accuracy in a
range from 0.8 to 0.92, while accuracy of the remaining three
classifiers is usually below 0.8. These results demonstrate that
fuzzy-if then rules could be suitable for medical false alarm
reduction.

B. EXPERIMENT IN A REAL NETWORK ENVIRONMENT
To investigate the practical performance of our designed fil-
ter, we further collaborated with a healthcare organization in

FIGURE 5. The performance comparison among different classifiers
according to different datasets.

FIGURE 6. The high-level architecture of the real medical network
environment through deploying our filter in the central server.

China by implementing the filter in a real medical network
environment. The network deployment is shown in Figure 6.
The central server in the healthcare building is responsible for
collecting the data from various sensors and producing alarms
if detecting any anomalies. Our filter was deployed with the
central server to help reduce false alarms.

For privacy reason, the filtration process was handled by IT
administrators from the healthcare organization. We focus on
the same data format as shown in Figure 3, and required two
IT experts in the same organization to help label the collected
data items. These two experts have over five years’ working
experience and were familiar with the healthcare domain.

The experiment was conducted for 10 days and the number
of alarms each day is depicted in Table 2. It shows that nearly
a thousand of alarms could be generated each day. As there
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TABLE 2. The number of produced alarms for each day in the deployed
environment.

FIGURE 7. The results of alarm filtration and accuracy in the deployed
environment.

is only limited IT experts in the healthcare organization, it is
very hard for them to handle these alarms and give a response
in a quick manner. Even worse, false alarms can consume
many resources and make the whole medical systems inef-
fective. Thus, there is a great need to reduce false alarms and
lighten the burden of analysts.

Figure 7 depicts the alarm filtration and accuracy in
the deployed environment. It is noticeable that our filter
can reduce the alarms in a range from 62% to 83%. For
instance, the filter could have a filtration rate of 80%, 83%
and 82% for Day2, Day3 and Day8, respectively. Preci-
sion here indicates the classifier’s capability of identifying
false alarms. The figure shows that our filter could reach
an accuracy ranged from 0.88 to 0.93, i.e., achieved a rate
of 0.9, 0.93 and 0.89 for Day2, Day3 and Day8, respec-
tively. These results demonstrate that our filter - MFAFilter
could perform well in a practical environment. Figure 8 fur-
ther compared our filter with several traditional classifiers
including SVM (LibSVM), KNN, NN (RBFNetwork) and
DT, which had provided good performance in the simulated
environment. It is found that our filter could reach a better
accuracy than these supervised classifiers. The IT admin-
istrators from the participating organization also confirmed
this observation, and they believed that MFAFilter can help
lighten their workload in analyzing and reducing alarms each
day.

FIGURE 8. The performance comparison among different classifiers in the
real environment.

TABLE 3. Training times (in seconds) required for building classifier
models.

V. DISCUSSION
The experimental results demonstrated that our filter could
achieve good filtration performance and accuracy in practical
scenarios. However, there are still some challenges in this
area due to the features of healthcare environments.

A. TRAINING TIME
Intuitively, machine learning classifiers have to require some-
time to build amodel, which can be used in data classification.
To explore this issue, we compare the training time for fuzzy
if-then rules with other classifiers. The results based on the
three datasets are shown in Table 3.

It is found that ZeroR and KNN classifier can finish train-
ing much faster than other classifiers, i.e., they finished the
training with less than one second. NaiveBayes and DT could
also reach a fast training phase. In comparison, fuzzy if-then
rules need more time to build a model; however, the time
consumption is acceptable in practice, as suggested by the
healthcare IT administrator. This is because the training phase
can be completed off-line. Through balancing the accuracy
and the time consumption, it is believed that our filter is still
promising in practical scenarios.
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FIGURE 9. The average increased CPU workload by the deployment of
alarm filter.

B. WORKLOAD
It is reasonable that deploying the alarm filter may increase
some workload on the server side. To explore this issue,
we implemented the filter on a Windows platform with
Intel(R) Core(TM)2 Duo CPU, processor 2.8GHz and 4 GB
of RAM. The average CPU workload caused by the filter is
presented in Figure 9.

It is found that the increased CPU workload on average
falls in a range from 2% to 5%, which is mainly caused by
some filter operations, such as alarm classification, alarm
filtration, and periodic classifier re-training. The IT admin-
istrator confirmed that such workload is acceptable in the
practical environment. Thus, we consider that the deployment
of MFAFilter would bring reasonable burden for real-world
implementation.

C. PRECISION
For reducing alarms in the healthcare domain, decreasing
false positives is more important than false negatives. This
is because filtering true alarms may cause severe issues,
i.e., delaying the diagnosis of patient. It is a common chal-
lenge in reducing false alarms for medical systems. In our
work, all labeled false alarms would be stored for re-
validation. As another solution, IT administrators can setup
a list of sensors that should be given special attention. Then
alarms from these sensors should be carefully examined by
healthcare experts, and the filter can help advise a label to
distinguish false and true alarms.

In addition, a classifier’s precision can be further improved
by updating training data in a regular way [32], or by
integrating contextual information regarding the deployed
environment [28]. To maintain the performance, there is an
alternative to implement an intelligent false alarm filter by
adaptively selecting the most appropriate classifier for alarm
reduction [25].

D. SENSOR FEATURES
In this work, we mainly focus on the alarms with the features
as shown in Figure 3. In practical scenarios, there would be
many more features available depending on specific medical
sensors. For example, biomedical sensors can be used to
gather various physiological data. It is one of our future work
to investigate the performance of our filter on other feature
sets. As a result, we acknowledge that our current classifier
and filter are effective in our settings.

VI. CONCLUSION
Medical sensor networks are an important part of CPS appli-
cations in the healthcare domain. However, these sensors
may generate a large amount of false alarms, which could
significantly reduce the effectiveness of medical systems and
waste resources.

Focused on this issue, in this paper, we advocate the con-
struction of alarm filters and attempt to design an alarm filter
for healthcare environments by means of fuzzy if-then rules,
which could handle the vague and imprecise among data.
In the evaluation, we conducted two major experiments to
test the filter in a simulated and a real network environment,
respectively. As compared to other supervised classifiers,
the experimental results demonstrate that fuzzy if-then rules
can achieve a better classification accuracy and precision, and
that our filter can work well with acceptable workload in a
practical medical environment.

Our future work could include investigating the perfor-
mance of fuzzy if-then rules in other medical network envi-
ronments and validating the results obtained from this work.
Future work could also include studying the influence of set-
ting different parameters on the performance of fuzzy if-then
rules, and implementing suitable privacy-preserving tech-
niques (e.g., [40], [41]) to protect data privacy for healthcare
applications.
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