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ABSTRACT Applying effective methods to identify important nodes in a complex network is highly invalu-
able. Recently, in a complex network, finding a powerful leader of the community to spread information
quickly throughout the network is the concern of many researchers. In this paper, to identify influential
nodes in a large and complex network, community-based mediator (CbM), which considers the entropy of
a random walk from a node to each community is proposed as a metrics. CbM describes how the node is
essential to connect two or more than two communities of the network. Correlations between CbM and other
classical methods used to identify influential nodes are discussed. The performance of CbM is evaluated
by susceptible-infected-recovered (SIR) model. In SIR model, the node is the most powerful node in the
network, if the percentage of infected node is more while the node is used as the source of infection.
Simulation results show that the proposed method performs better than the existing methods to spread
information quickly and it can also introduce new influential nodes that other methods failed to identify.

INDEX TERMS Complex network, community-based mediator, influential nodes, susceptible-infected-
recovered model.

I. INTRODUCTION
With significant theoretical and practical importance,
the studies on epidemic, social and technological networks
become one of the most attractive domains in many branches
of sciences [1]. From the existence of network science to
its current dramatic progress, finding the influential nodes
to spread information in the complex networks is a crucial
issue for researchers [2]. Nodes that are more likely to be
infected and to infect a larger number of nodes in a network
are influential nodes [3].

Understanding and analyzing the network topology has
become an essential part to select important nodes in a com-
plex network [4]. The significance of a node can have dif-
ferent meanings depending on its application. Betweenness
centrality, degree centrality, and closeness centrality are the
three common measures of node centrality formalized by

Freeman [5]. Betweenness centrality connects and controls
the interaction between the two nonadjacent nodes, but it
has failed to apply it in large and complex networks. Degree
centrality is defined as a number of nodes that a focal node is
connected to, but it has failed to consider the global structure
of the network. Closeness centrality is a node which can
disseminate information to others very effectively, but it did
not consider the neighbourhood nodes. It has shortest paths
to all other nodes.

In last decade years, significant attention is given to
selecting influential nodes to accelerate the diffusion of the
information in complex networks. Eigenvector is one of
the methods discovered to identify influential nodes in a
complex network [6], [7]. It takes into account the impact
of a single node in a network as the impact of all other
nodes. PageRank [8] is introduced to select influential nodes
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based on random-walk method. Moreover, in [9] the authors
introduced ClusterRank which considers nodes clustering
coefficient. Meanwhile, N. Salamanos et al. [10] come up
with Rank Degree which is based on graph sampling. In the
past three years, several centrality measures are also pro-
posed to identify influential nodes, such as by combining the
existing centralitymeasures [11],Weighted LeaderRank [12],
Neighborhood coreness centrality [13], Evidence theory
and local structure [14], VoteRank [15], Pareto Shell
decomposition [16], Efficiency centrality [17], Local
Entropy (LE) [18], and Entropy of Betweenness Centrality
(EBC) [19]. Of all these methods, none of them can be
used in all kinds of networks perfectly. Also, some of them
are not so good to select influential nodes as a group to
spread information in a network. Therefore, identifying the
influential nodes is still an open issue.

A node having a larger number of less influential neigh-
bours may be less influential than a node having a few highly
influential neighbours in the center of the network [18], [19].
Considering this fact, Qi Zhang et al. [18] proposed a local
structure of complex network to quantify a node’s influence
based on the degree of neighbour nodes. Their main idea is
to use the influence of the local network to replace the node’s
influence on the whole network. However, this method may
fail to rank the influential nodes within each community/or
cluster accurately. Chen D.B et al. [9] proposed a method
to identify influential nodes to spread information in the
networks by the role of clustering and who also proposed
to increase the credentials of influential nodes by the path
diversity [20]. In the network, the connections between the
communities are scattered, while nodes in each community
connect with each other firmly, since the actual network usu-
ally has a community structure [21]. Therefore, for ranking
nodes based on their importance to disseminate information
in the complex network, we can consider the community
property of a node. For example, Hu et al.(2013) proposed
an improved influential node selection method based on the
centrality of K -shell which validated in the SIR Model [22].
The importance measure of a node is the number of commu-
nities that can be linked to a node [23], [24].

For large and complex networks, the number of com-
munities depends on the community detection algorithm.
Therefore, only considering the number of communities
that are directly linked to the node is not quite enough
to measure the importance of a node. To overcome these,
Zhiying Zhao et al. [24] proposed Community-based Cen-
trality (CbC), which is used to identify the influential spread-
ers based on the network community structure. It is true
that influential node is a node that maximizes the spread of
information in the network, but it may not the only way to
define it.

Here in this paper, we proposed influential node selection
method, which we call Community-based Mediator (CbM)
Method. It reflects the influence of a node by considering the
entropy of the random walk from a node to each community.
Nodes selected by CbM are key nodes to spread information

in the network quickly. On the other hand, absence of these
nodes from the network highly affects the spreading speed of
information within the network. Therefore, this kind of nodes
plays a great role in the communities by receiving and passing
information.

II. PRELIMINARIES
Degree centrality, closeness centrality, and betweenness cen-
trality are the most common traditional way to select the
influential nodes in the networks. Therefore, to measure the
impact of a node in the network, centrality plays a great
role [25].

A. DEGREE CENTRALITY
The number of neighbours or edges the node has in a network
is simply expressed as a degree of a node. The nodes with
many friends in networks have a high probability to dissem-
inate information when compared to those nodes with a few
friends. Degree centrality can be expressed as:

CD(i) = di =
∑
j

aij (1)

where aij is equal to 1 if and only if node i is connected to
node j, otherwise it is zero [26].

B. BETWEENNESS CENTRALITY
One of the popular methods used to identify the powerful
nodes in network is betweenness centrality. It counts the
shortest path through the node. Betweenness centrality can
be defined as:

CB(i) =
v(i)∑
∂st
, (s 6= i 6= t ∈ v) (2)

where v(i) is the number of the shortest paths through the
vertex i and ∂st is the number of the shortest paths from vertex
s to vertex t .

C. COMMUNITY-BASED CENTRALITY
It is proposed to calculate the importance of node by consid-
ering the link connecting nodes within the community and out
the community. It defined as:

CbCi =
c∑

h=1

dih
Sh
N (3)

where dih is the number of links between node i and other
nodes in community h, c is the number of communities in the
network, Sh is the number of nodes in community h (the size
of community h), and N is the total number of nodes in the
network [24].

D. OBJECT DIFFUSION MECHANISM IN NETWORKS
We use SIR model to show the effectiveness of our proposed
method to select influential nodes to disseminate information
in complex network. The process is as follows.

First, we choose one node or some nodes as a source
of infection and set the infection time. Let N is the total
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FIGURE 1. Community structure of a toy network.

number of nodes, S(t) is a susceptible number of nodes,
I (t) is infected number of nodes, andR(t) is recovered number
of nodes at time t . This relationship can be expressed as:

N = S(t)+ I (t)+ R(t), ∀t (4)

From this, we set differential equations.

dS
dt
= −βS(t)I (t) (5)

dI
dt
= (βS(t)− k)I (t) (6)

dR
dt
= kI (t) (7)

where β is infection rate (on contacts) and k is the recovery
rate.

The ratio of infected nodes to a total number of nodes
indicates how the node is powerful to spread information in
the complex network.

E. SHANNON ENTROPY
In 1948 the idea of information entropy was introduced
by Claude Shannon [27]. The definition used in statistical
thermodynamics is directly analogous to the definition of
entropy used in information theory. It is the average amount
of information produced by a probabilistic stochastic source
of data [28]. Generally, Shannon Entropy, which described
by probability theory is used to measure uncertainty in the
system [27]. It defined as:

Hshannon = −
n∑
i=1

pi log(pi) (8)

III. COMMUNITY-BASED MEDIATOR NODES
SELECTION METHOD
Most networks naturally divided into modules or commu-
nities [29]. Here in this part, strongly connected n-mobile

node networks with weight matrix are considered [5], [30].
A = [aij], i.e., aij > 0 indicates the weight of the edge from
node i to j, when the network is binary (unweighted) it set to
1 while 0 if the edge does not exist. For all i = 1, 2, . . . , n,
we assume aii = 0. For a directed network the internal and
external strength of node i is denoted by sini =

∑
j aji and

souti =
∑

j aij, respectively, and the total strength is defined
as δi =

∑
j (aij + aji)/2. For undirected network, it defined

as δi =
∑

j aji =
∑

j aij.

A. COMMUNITY-BASED MEDIATOR NODES
We take into consideration that each node has internal and
external density. In the same community, the ratio of the sum
of edges of the node i within the community to the total
edges of a node i in the network is the internal density of
the node. In the same manner, the external density of the
node i defined as the ratio of the sum of edges of the node i
connected to other communities to total edges of node i in the
network. Internal density is expected to be larger than external
density of the node. We can get the impact of a node to
share or disseminate information within the community from
internal density and with other communities from the external
density of the node. Therefore, the importance of nodes can
be calculated by both characteristics of densities and the size
of networks.We can assume in social networks if a person has
many friends in different communities, he can play significant
roles to receive and diffuse information around his circle to a
large extent or more quickly than others [24]. As a result, our
proposed scheme (CbM) considers the external and internal
density of the node, and a number of friends the node has
in the network to calculate the impact of the node to receive
and diffuse information within and across the communities.
We proposed the following three steps to calculate the CbM
of the node i.
Step 1: Calculate the internal and external density of the

node via the following formula:

ρi
in
=

∑
j
aij

di
, i ∈ h, j ∈ h (9)

From Eq.(9), it is clear that aij indicates the friends or
degrees of node i within community h, di implies the total
friends of node i in the network and ρi

in indicates the
internal density of node i. Node i which belongs to com-
munity h and its edge from community h to other com-
munity is external density of node i. It is calculated as
follow:

ρi
ex
h1 =

∑
j
aij

di
, i ∈ h, j ∈ h1 (10)

where ρiexh1 is external density from node i which belongs to
community h to other node jwhich belongs to community h1.
aij, i ∈ h, j ∈ h1 is the sum of outgoing edges from node i in
community h to other nodes in community h1.
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FIGURE 2. Applying different methods to identify influential nodes in a toy network: (a) The different colour of node shows the community of the
node; from (b) to (h), nodes with green colour are ordinary or normal nodes while nodes with yellow colour are influential nodes.

Step 2: Calculate the entropy of internal and external den-
sity of the node i via the following formula:

Hi =
[
−

∑
ρi
inlog(ρiin)

]
+

[
−

∑
ρih1

ex log(ρih1
ex)
]
(11)

where Hi is the entropy of node i.
Step 3: Calculate the CbM of the node i via the following

formula:

CbMi = Hi ×
di
N∑
i=1

di

(12)

Where CbMi is the community-based mediator value of
node i, di is the total number of degrees of node i, and
N∑
i=1

di is the sum of total degree of the networks. For gener-

alization, if the external and internal density of the node is
equal, then CbM of the node will be its normalized degree,
i.e., CbMi =

di
N∑
i=1

di

.

Currently, a diversity of community detection algorithms
have been proposed in [21], [30]–[32]. Increasing modularity
value is a confirmation of the good community detection par-
tition since high modularity values resulted in the occurrence
of cluster nodes with comparatively large intra-community
edges. In this paper α-partition proposed by C. Piccardi [30]
is adopted. To make it clear, we consider a toy network with
32 nodes and 52 edges as given in Fig. 1. Some central-
ity indices and CbM of nodes in a toy network are listed
in Table 1. The network is divided via α-partition into six
communities (c = 6) by adjusting α value to 0.4.

TABLE 1. The influence of each node measured by different methods
in a toy network.

As we can observe from Table 2, the most six nodes of a
toy network identified by CbM is also identified by degree
centrality and betweenness centrality. The top five nodes

VOLUME 6, 2018 7393



M. M. Tulu et al.: Identifying Influential Nodes Based on Community Structure

TABLE 2. The most six influential nodes in a toy network.

identified by CbM is a combination of top five nodes identi-
fied by degree and betweenness centrality. From this, we can
say CbM holds properties of degree and betweenness cen-
trality for a toy network. The details of the top six influential
nodes selected by different methods are shown in Fig. 2.

IV. EXPERIMENT RESULTS AND ANALYSIS
A. DATASET DESCRIPTION
1) ZACHARY’S KARATE CLUB NETWORK
Karate club social network was studied byWayneW. Zachary
from 1970 to 1972 [33]. The conflict betweenMr. Hi (node 1)
and Mr. John A. (node 33) divided the 34 members of sports
club into two groups.

2) AMERICAN FOOTBALL NETWORK
American football network [21] is a network which has
N = 115 teams or nodes, and the game between two teams
represents the relation or edges between them.

3) SYNTHETIC NETWORKS
The Barabsi-Albert (BA) network was built with the standard
‘‘preferential attachment’’ algorithm [34] to demonstrate the
impact of CbM on unclear community structure network.
Also, Synthetic network I and Synthetic network II is gen-
erated to validate the impact of internal strength or density of
communities on CbM.

4) DOLPHIN NETWORK
Dolphin network is an undirected social network of regular
communications among 62 dolphins in a community living
off Doubtful Sound, New Zealand [35].

5) AIRPORT NETWORK
Airport network is directed and weighted network, which is
the largest connected flight in the worldwide level between
2868 destinations [36]. The number of routes between the two
airports is the weight of directed edges.

6) INTERNET NETWORK
At the level of autonomous systems, internet network is a
symmetrized snapshot of the structure of the Internet (for
July 22, 2006). It is undirected and binary social network
which consists of N = 11745 [37].
To evaluate the effectiveness of proposed method to select

influential nodes to speed up the dissemination of information
in the complex network, we considered real and synthetic

FIGURE 3. CbM distribution for four different real data networks.

TABLE 3. The most six influential nodes in Zachary’s Karate Club network.

networks. Some related studies exist in [38], [39] that deal
with the complex networks follows a power law at least
asymptotically. That is, many nodes make a small impact
on the network and small nodes make a dominant impact
if we consider CbM as the strength of a node to the com-
munity. Fig. 3 shows the distribution of CbM for four real
data networks. From this, we can say that for most networks,
CbM selection distribution is downward sloping. Therefore,
CbM selection follows power law distribution asymptotically.
Table 4 shows the basic topological properties of the all
synthetic and real networks used for the experiment.

TABLE 4. The basic topological features of all synthetic and real
networks used for the experiment. n and m denote the total numbers of
nodes and edges, respectively. < k >, kmax and kmin represent average,
maximum and minimum degree, respectively.

B. CbM WITH CLEAR COMMUNITY
STRUCTURE NETWORK
1) ZACHARY’S KARATE CLUB NETWORK
To show the property of CbM with clear community struc-
ture network, we used Zachary’s Karate Club network [33].
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FIGURE 4. Applying different methods to identify influential nodes in Zachary Karate Club network: (a) The different colour of node shows the
community of the node; from (b) to (h), nodes with green colour are ordinary or normal nodes while nodes with yellow colour are influential
nodes.

The network is divided via α-partition into four communi-
ties (c = 4) by setting α value to 0.5. The modularity value
of the network is 0.41. The details visualization of Zachary’s
Karate Club network structure and influential nodes selected
by different methods are shown in Fig. 4. The top six influ-
ential nodes identified by degree centrality, betweenness cen-
trality, CbC, CbM, PageRank, Eigenvector, and LE are shown
in Table 3.

The results of our test on the Zachary’s Karate Club net-
work show that the CbM can identify the nodes that play
a great role in the communities by receiving and passing
information in the network. From Table 3, we observe that
for Zachary’s Karate Club network, all nodes identified by
CbC and LE are also identified by degree centrality. As a
result, we can say CbC and LE holds only the property of
degree centrality for the network mentioned above. However,
our proposed method and eigenvector hold the properties of
degree and betweenness centrality but not PageRank method.

2) AMERICAN FOOTBALL NETWORK
To show the property of CbM with clear structure network,
we also used an American football network [21]. We have
applied α-partition community detection and make 12 differ-
ent communities, which is matched with ground truth com-
munity detection. Table 5 shows the top 20% of influential
nodes of football network, which again indicates the effec-
tiveness of CbM to selecte influential nodes in the networks
with clear community structure.

C. CbM WITH WEAK AND STRONG INTERNAL
DENSITIES OF COMMUNITIES
To demonstrate the property of CbM with weak and strong
internal densities of communities, we generated the network
shown in Fig. 5(a) and 5(b). Fig. 5 shows the structure

TABLE 5. 20% of influential nodes in football network which are selected
by CbM.

of synthetic network I and II. The network is partitioned
to three communities by α-partition. Table 7 demonstrates
the member and internal strength of each community, and
also Table 8 demonstrates the quality measure (modularity)
of each community structure and influential nodes selected
by CbM. The internal strength of the community for the
synthetic network II is greater than the synthetic network I.
Also, the Modularity measure of synthetic network II is
greater than the synthetic network I. However, Top influ-
ential nodes selected by CbM for both networks (synthetic
network I and II) are the same. From this point of view,
our proposed method is not affected by the internal strength
of community rather than affected by community structure
(number of community), internal and external strength of the
node.

D. CbM WITH UNCLEAR COMMUNITY
STRUCTURE NETWORK
To show the property of CbM with unclear community
structure network, we have generated 1000 nodes using
Barabas-Albert model [34]. It starting from a connected node
pair, the remaining 998 nodes were iteratively added one
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FIGURE 5. Applying CbM method to identify influential nodes in synthetic network I and II which are
given in (a) and (b), respectively: In (a) and (b), the three different colors show the three communities of
the network; In (c) and (d), nodes with green color are ordinary or normal nodes while nodes with yellow
color are influential nodes.

TABLE 6. 3% of influential nodes in generated network which are
selected by CbM.

at a time, by attaching each of their 2 edges to a node of
the current network, randomly selected with a probability
proportional to its current degree (k = 2× 997

/
n ≈ 4). The

degree distribution is shown in Fig.6.
We have applied CbMwith unclear community network by

assuming it as a one community. Also, we have partitioned the
generated network into 170 communities using α-partition
and applied CbM to identify influential nodes. Table 6 shows

TABLE 7. Community members and internal densities for synthetic
networks.

the top 3% of influential nodes of 1000 generated network,
which indicates the effectiveness of CbM to select influential
nodes in the networks with unclear community structure.
Most of top 3% influential nodes, which are identified by
considering the network as 1 community and 170 communi-
ties, are the same. Therefore, it is possible to apply proposed
method on networks with unclear community structure to
select influential nodes.

E. EVALUATION WITH SUSCEPTIBLE-INFECTED-
REMOVED MODEL
To demonstrate the effectiveness of the proposed method,
we utilize SIR model. We applied it to infect the most influ-
ential nodes distinguish by various methods in the Dolphin
network. Each infected node has one opportunity to infect
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FIGURE 6. Degree distribution of 1000 generated networks.

TABLE 8. CbM selection for synthetic networks.

TABLE 9. The most ten influential nodes in Dolphin network.

other neighbour nodes in a step with the probability β, and
it is assumed that at a fixed rate γ each infected individual is
changed to the ‘‘removed’’ status. The source node is more
influential as the more number of nodes are infected in the
network. The top ten influential nodes of Dolphin network
identified by degree centrality, betweenness centrality, CbC,
CbM, PageRank, eigenvector, and LE are shown in Table 9.

To observe the importance of the presence and absence
of top nodes selected by different methods, we considered
Table 10. It shows less number of nodes infected when the
top five nodes selected by CbM are removed. Nodes selected
by all methods infect more number of nodes in the network
if there is a presence of nodes selected by CbM. Therefore,
we can say that nodes selected by CbM are the most mediator
nodes, which connect communities to each other, and also
the presence of this node maximizes, and the absence of it
minimizes the spread of information in the communities.

The performance of the top 5 nodes selected by different
methods without removing nodes from the network is shown
in Fig. 7. From it, we demonstrated that nodes selected by

FIGURE 7. Impact of top 5 nodes selected by four different methods
without removing any nodes in Dolphin network.

CbMperform best to infect more nodes in the networkmainly
after step 7. The nodes selected by degree centrality and
CbC perform better and so as LE, betweenness centrality
and PageRank too, but nodes selected by eigenvector always
perform the worst.

Table 11 demonstrates the influence of individual top five
nodes selected by seven different methods. Nodes 15, 21,
34, 37, and 46 perform the best to infect neighbour nodes at
each step. Node 21 which performs the best in the network is
introduced to the most top 5 influential nodes by only CbM
and LE methods. Our proposed method to select influential
nodes in a large and complex network has a better chance
to introduce new nodes which have a good impact on a net-
work than some nodes selected by traditional methods. The
other four nodes selected by CbM method are the combina-
tion of nodes selected by degree and betweenness centrality.
So, we can say in Dolphin network, CbM holds the property
of both degree and betweenness centrality.

Node 8, 15, 21, 34, 37, and 46 are top six nodes to spread
information in Dolphin network (Table 11). Out of this top
six nodes, only CbM and LE identify four of them under
their top-six selected nodes, which performs the best to select
influential nodes. However, CbM outperforms LE by ranking
influential nodes in a good manner. CbC, degree centrality
and eigenvector selects three under their top six selected
nodes, which perform next to CbM. Betweenness centrality
selects only two nodes, and PageRank performs the worst to
select influential nodes in Dolphin network. PageRank selects
none of the nodes from top six influential nodes of Dolphin
network.

F. THE CORRELATIONS BETWEEN CbM
AND OTHER METHODS
In this section, we investigated the Pearson correlation
between our proposed method and some traditional methods
that used to find influential nodes in large and complex
networks. The Pearson correlation coefficient between CbMs
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TABLE 10. Percentage of infected nodes at step 10.

TABLE 11. The influence of top 5 nodes selected by seven different methods in Dolphin network to infect neighbour nodes at each step (step 1 to step 50).

TABLE 12. The Pearson correlation coefficient(r) between CbM and other
methods (c-indicates the number of communities).

(by α-partition) and other methods (betweenness centrality,
degree centrality, and CbC are compared in Table 12. The
relation between CbM and other methods to select influential
nodes illustrated in Table 12 shows their positive correlation.
The details of correlation matrix between CbM and other
methods in airport network is shown in Fig. 8. It demon-
strates the histogram and correlation between CbM and other
methods.

As shown in Fig. 8(a), betweenness centrality and CbM
have a positive correlation. The node with large betweenness
centrality also has high CbM value. In the airport network,
as we see from Fig. 8, there are a number of nodes with high
CbM, but its betweenness centrality is not large. Nodes with
high CbM and large with betweenness centrality has good
spreading capability. CbMhas a higher capability tomeasures
the importance of a node in a network than betweenness
centrality since node with high CbM has higher spreading
capability than a node with high betweenness centrality (see
Table 11).

Fig. 8(b), illustrates the correlation between CbM and
degree centrality. Degree centrality and CbM has a positive

correlation. Therefore, a node with large degree centrality
has higher CbM. However, there is also a node with high
CbM but low with degree centrality. As shown in Table 9,
a node with higher degree centrality and CbM has strong
spreading capability. Nodes identified by CbM has a better
spreading capability than nodes selected by degree centrality
(Fig. 7). From Table 11, the first and top-ranked powerful
node in dolphin network to spread information is node 21.
It is selected and ranked first only in the top four influential
nodes, which are identified by CbM. Other methods are failed
to include this node under their top four influential nodes
(Table 9).

Fig. 8(c) demonstrates the positive correlation between
CbM and CbC. We can observe that there are many nodes
with high CbC, but its CbM is not large. Node higher with
both (CbM and CbC) has strong capability to spread informa-
tion in the network (Table 11). Since nodes selected by CbM
are the collection of the most influential nodes than selected
by CbC, CbM is better than CbC to select important nodes in
complex and large networks.

In Table 13, 1% of influential nodes identified by CbM,
degree centrality, betweenness centrality, and CbC methods
in airport network are demonstrated. CbM identifies more
new influential nodes than others. Nodes 1602, 1629, 643,
and 1395 are identified only by CbM. Moreover, CbC iden-
tifies only two new influential nodes (Node 1562 and 1701).
From this point of view, CbM has more chance to introduce
new intermediate nodes used to disseminate information in
the network quickly than traditional methods.

In Table 14, 0.5% of influential nodes identified by CbM
in internet network is described. We can apply our proposed
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FIGURE 8. The histogram and correlation between CbM and other methods. a) The histogram and correlation between betweenness centrality
and CbM. b) The histogram and correlation between degree centrality and CbM. c) The histogram and correlation between CbC and CbM.

TABLE 13. The influential nodes of Airport network identified
by four different methods (1% influential nodes).

method for large-scale network to identify influential nodes
which are used to speed up the dissemination of information.

G. COMPUTATIONAL COMPLEXITY ANALYSIS OF CbM
The algorithm has four major parts. The first part of the
algorithm will calculate the N × N node adjacent Markov
matrix of each node and store it as matrix p, which is the
probability matrix. Hence, this can be computed in O(n) time.
The second part is where it computes the strength of the
node inside and outside of the community by multiplying p
(probability matrix) and H (collecting matrix). Since this is
nonsquare matrix multiplication, the complexity of this part

TABLE 14. The influential nodes of Internet network identified
by proposed methods (0.5% influential nodes).

is O(mn < k >) (where k is number of clusters). However,
k is usually far less than m and n. The third part of the
algorithm will do the entropy of node. The running time of
this part is O(n). The final part calculates the CbM value of
each node. Its running time is O(1). Thus, the total complexity
of the algorithm is the maximum of the four parts, and the
asymptotic complexity will be O(mn < k >).
In Fig. 9, the running times of CbM, LE, and CbC on

real and synthetic nodes are presented, i.e, toy-32, karate-34,
dolphin-62, football-115, airport-2868, and internet-11745
nodes. For this experiment, we have used a standard PC
endowed with a 2.5 GHz Intel Core i7 CPU, 8GB of RAM
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FIGURE 9. A comparison of the running times of CbM, LE, and CbC.

and window 10 operating system. On y-axis, we report time
expressed in seconds, while in x-axis we report the syn-
thetic and real network nodes. (toy-32, karate-34, dolphin-62,
football-115, airport-2868, and internet-11745 nodes). Even
though our algorithm is not designed to optimize computa-
tional time complexity, it performs much better than LE in
running time and also outperforms both of them in identifying
influential nodes. Therefore, it is reasonable to apply CbM in
large-scale networks to select influential nodes.

V. CONCLUSION
In the large and complex network, identifying the powerful
nodes to disseminate information throughout the network is
challenging. In this paper, CbM is proposed to measure the
importance of a node in large and complex networks. Also,
the performance of CbM is compared with traditional mea-
surements (Degree, Betweenness, CbC, PageRank, Eigenvec-
tor and LE). Depending on the capability of nodes to spread
information in the network; our proposed method identify
and rank them better than traditional methods. Nodes selected
and ranked by CbM is critical nodes to connect communities.
The removal of such kind of nodes from network highly
decreases the spread of information in the communities than
removing nodes selected by traditional methods. Therefore,
nodes selected by CbM are the most intermediate nodes
which receive and pass information in the network than other
nodes. From the simulation results, we observed that node
with high CbM has a greater impact to spread information in
the network than a node with high degree, betweenness, CbC,
pageRank, eigenvector and LE, i.e., the scale of the network
infection is larger if the node with a higher CbM value is
taken as the infection source. Our proposed method combines
the influence of the degree and the betweenness of the nodes
in the network. Finally, CbM outperforms the traditional
methods to select influential nodes in the complex network
and rank them well by their potential to spread information.
In the future, community detection which is compatible with
CbM will be conducting.
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