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#### Abstract

This paper focuses on the parameter estimation of a class of bilinear systems, for which the input-output representation is derived by eliminating the state variables in the systems. Based on the obtained identification model and the hierarchical identification principle, a hierarchical auxiliary model based least squares iterative algorithm is derived, to improve the computation efficiency and the parameter estimation accuracy by using the auxiliary model identification idea and the interval-varying input-output data. For comparison, an auxiliary model based least squares iterative algorithm is presented. The simulation results show that the proposed algorithm has better performance in estimating the parameters of bilinear systems.


INDEX TERMS Parameter estimation, hierarchical principle, auxiliary model, least squares, bilinear system.

## I. INTRODUCTION

Parameter estimation is the foundation of dynamic systems modeling and controller design, and has been widely used in diverse fields of science and engineering [1]-[3]. In many of these applications, such as the control of industrial processes and the nuclear fission, the systems to be identified show nonlinear behaviour. Therefore, the parameter estimation of nonlinear systems is of primary importance [4]-[6]. Many parameter estimation methods have been proposed for nonlinear systems [7]-[10], such as the subspace identification method [11], [12], the intelligent algorithm [13], [14], the data-driven identification method [15] and the EM method [16]. Besides, for improving the convergence speed, a linear filter based multi-innovation stochastic gradient algorithm [17] and a state observer based hierarchical multiinnovation stochastic gradient algorithm [18] were proposed for nonlinear systems.

One particularly meaningful model for the nonlinear system identification is the bilinear model, which has the advantages of simpleness of structure and similarity to the linear model [19]. The inputs and the states in the bilinear model are multiplicatively coupled, which makes it can economically characterise a wide class of nonlinear phenomena. Applications include control systems, modeling and control of industrial processes such as chemical processes or biological
processes, heat exchange systems, nuclear engineering, and others [20]-[24]. However, it has difficulty in using these models effectively because of the parametric uncertainty associated with the models. Hence, the parameter estimation of bilinear models is necessary and has become a hot topic in the field of system control and identification.

Several identification methods for bilinear systems have appeared in the literature. For example, some classical methods based on orthogonal series approach [25], Walsh funcitons [26], block-pulse functions [27], Chebyshev polynomials [28], Legendre polynomials [29], Taylor polynomials [30], Galerkin methods [31] and Hartley-based modulating functions [32] have been studied for bilinear systems at the early time. Besides, Inagaki and Mochizuki [33] proposed a Volterra kernels estimation method for bilinear systems; Tsoulkas et al. [34] derived an estimation method based on cumulants for input-output bilinear systems. However, the computational complexity of the methods in [33] and [34] increases exponentially as the order of the bilinear system increases. Recently, the maximum likelihood methods [35], [36], the least squares methods [37] and the gradient methods [38], [39] have been developed for parameter estimation of bilinear systems.

Generally, the least squares based iterative methods have a faster convergence speed than the gradient based iterative
methods. Therefore, the gradient based iterative methods proposed in [38] and [39] have a slower convergence speed. However, the least squares based iterative methods involved with the matrix inversion, which needs much computation burden. The least squares estimation algorithm of bilinear systems in [37] is recursive. Different from them, and for improving the computation efficiency of the least squares based iterative methods, this paper focuses on the problem of estimating the parameters of bilinear systems with colored noise and develops some new least squares based iterative identification algorithms based on the auxiliary model identification idea and the hierarchical identification principle. The main contributions are as follows.

- The difficulty of identifying the bilinear state space systems is that their model structure contains the products of the states and inputs, the input-output representation of a bilinear system is derived from a bilinear state space system for the identification by eliminating the state variables in the models.
- According to the hierarchical identification principle and the auxiliary model identification idea, an auxiliary model based least squares iterative (AM-LSI) algorithm and a hierarchical auxiliary model based least squares iterative (H-AM-LSI) algorithm are derived for bilinear systems by using the interval-varying input-output data.
- As the computation of the covariance matrix with large sizes needs large computational burden, the least squares based iterative methods have low computational efficiency for large scale systems. Therefore, the proposed H-AM-LSI algorithm can reduce much computation burden when the system orders are large.
The rest of the paper is organized as follows. Section II simply derives the identification model for bilinear systems with colored noise. Section III presents an AM-LSI identification algorithm for comparison. Section IV develops a H-AM-LSI identification algorithm based on the hierarchical identification principle. Section V provides a numerical example validating the algorithms proposed. Finally, we make some concluding remarks in Section VI.


## II. SYSTEM DESCRIPTION AND IDENTIFICATION MODEL

Let us define some notation. " $A=: X$ " or " $X:=A$ " stands for " $A$ is defined as $X$ ". $1_{n}$ represents an $n$-dimensional column vector whose elements are 1 . The superscript $T$ denotes the matrix transpose. $z^{-1}$ stands for a unit backward shift operator: $z^{-1} y(t)=y(t-1)$.

Consider the following bilinear system with the observability canonical form:

$$
\begin{align*}
\boldsymbol{x}(t+1) & =\boldsymbol{A} \boldsymbol{x}(t)+\boldsymbol{B} \boldsymbol{x}(t) u(t)+\boldsymbol{g} u(t)  \tag{1}\\
y(t) & =\boldsymbol{h} \boldsymbol{x}(t)+w(t) \tag{2}
\end{align*}
$$

where $\boldsymbol{x}(t):=\left[x_{1}(t), x_{2}(t), \cdots, x_{n}(t)\right]^{\mathrm{T}}$ is the n -dimensional state vector, $u(t) \in \mathbb{R}$ and $y(t) \in \mathbb{R}$ are the system input and output, respectively, $w(t) \in \mathbb{R}$ is a correlated noise with zero mean and may be a white noise process,
an autoregressive (AR) process, a moving average (MA) process or an ARMA process, and $\boldsymbol{A} \in \mathbb{R}^{n \times n}, \boldsymbol{B} \in \mathbb{R}^{n \times n}$, $\boldsymbol{b} \in \mathbb{R}^{1 \times n}, \boldsymbol{g} \in \mathbb{R}^{n}$ and $\boldsymbol{h} \in \mathbb{R}^{1 \times n}$ are constant matrices and vectors:

$$
\begin{aligned}
\boldsymbol{A} & :=\left[\begin{array}{ccccc}
0 & 1 & 0 & \cdots & 0 \\
0 & 0 & 1 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & 1 \\
-a_{n} & -a_{n-1} & -a_{n-2} & \cdots & -a_{1}
\end{array}\right], \\
\boldsymbol{B} & :=\left[\begin{array}{c}
0 \\
\boldsymbol{b}
\end{array}\right] \in \mathbb{R}^{n \times n}, \\
\boldsymbol{b} & :=\left[-b_{n},-b_{n-1},-b_{n-2}, \cdots,-b_{1}\right] \\
\boldsymbol{g} & :=\left[g_{1}, g_{2}, \cdots, g_{n-1}, g_{n}\right]^{\mathrm{T}}, \\
\boldsymbol{h} & :=[1,0, \cdots, 0,0] .
\end{aligned}
$$

From (1), we have the following representation

$$
\left\{\begin{align*}
& x_{1}(t+1)= x_{2}(t)+g_{1} u(t)  \tag{3}\\
& x_{2}(t+1)= x_{3}(t)+g_{2} u(t), \\
& \vdots \\
& x_{n-1}(t+1)= x_{n}(t)+g_{n-1} u(t), \\
& x_{n}(t+1)=-a_{n} x_{1}(t)-a_{n-1} x_{2}(t)-a_{n-2} x_{3}(t) \\
&-\cdots-a_{1} x_{n}(t)-\left[b_{n} x_{1}(t)+b_{n-1} x_{2}(t)\right. \\
&\left.+b_{n-2} x_{3}(t)+\cdots+b_{1} x_{n}(t)\right] u(t)+g_{n} u(t)
\end{align*}\right.
$$

Moving the terms gives

$$
\left\{\begin{align*}
& x_{2}(t)= x_{1}(t+1)-g_{1} u(t)  \tag{4}\\
& x_{3}(t)= x_{2}(t+1)-g_{2} u(t) \\
&= x_{1}(t+2)-g_{1} u(t+1)-g_{2} u(t) \\
& x_{4}(t)= x_{3}(t+1)-g_{3} u(t) \\
&= x_{1}(t+3)-g_{1} u(t+2)-g_{2} u(t+1)-g_{3} u(t) \\
& \vdots \\
& x_{n}(t)= x_{n-1}(t+1)-g_{n-1} u(t) \\
&= x_{1}(t+n-1)-g_{1} u(t+n-2) \\
&-g_{2} u(t+n-3)-\cdots-g_{n-1} u(t)
\end{align*}\right.
$$

Multiplying both sides of the last equation in (4) by $z$ gives

$$
\begin{align*}
x_{n}(t+1)=x_{1}(t+n)-g_{1} u(t+ & n-1)-g_{2} u(t+n-2) \\
& -\cdots-g_{n-1} u(t+1) \tag{5}
\end{align*}
$$

Substituting (5) into the last equation in (3), we have the following relation,

$$
-\left[a_{n}, a_{n-1}, a_{n-2}, \cdots, a_{1}\right]\left[\begin{array}{c}
x_{1}(t) \\
x_{2}(t) \\
x_{3}(t) \\
\vdots \\
x_{n}(t)
\end{array}\right]
$$

$$
\begin{align*}
& -\left[b_{n}, b_{n-1}, b_{n-2}, \cdots, b_{1}\right]\left[\begin{array}{c}
x_{1}(t) \\
x_{2}(t) \\
x_{3}(t) \\
\vdots \\
x_{n}(t)
\end{array}\right] u(t)+g_{n} u(t) \\
& \quad=x_{1}(t+n)-g_{1} u(t+n-1)-g_{2} u(t+n-2) \\
& \quad-\cdots-g_{n-1} u(t+1) . \tag{6}
\end{align*}
$$

According to the matrix form of Equation (4) and from (6), and referring to the method in [37] and [40], we have

$$
\begin{aligned}
& \left(1+a_{1} z^{-1}+a_{2} z^{-2}+\cdots+a_{n} z^{-n}\right) z^{n} x_{1}(t) \\
& \quad+\left[\left(b_{1} z^{-1}+b_{2} z^{-2}+\cdots+b_{n} z_{-n}\right) z^{n} x_{1}(t)\right] u(t) \\
& =\left[g_{n}+a_{n-1} g_{1}+a_{n-2} g_{2}+\cdots+a_{1} g_{n-1}, g_{n-1}+a_{n-2} g_{1}\right. \\
& \left.\quad+a_{n-3} g_{2}+\cdots+a_{1} g_{n-2}, \cdots, g_{2}+a_{1} g_{1}, g_{1}\right] \\
& \quad \times\left[\begin{array}{c}
u(t) \\
u(t+1) \\
\vdots \\
u(t+n-1)
\end{array}\right]+\left\{\left[b_{n-1} g_{1}+b_{n-2} g_{2}+\cdots+b_{1} g_{n-1},\right.\right.
\end{aligned}
$$

$$
b_{n-2} g_{1}+b_{n-3} g_{2}+\cdots
$$

$$
\left.\left.+b_{1} g_{n-2}, \cdots, b_{1} g_{1}, 0\right]\left[\begin{array}{c}
u(t)  \tag{7}\\
u(t+1) \\
\vdots \\
u(t+n-1)
\end{array}\right]\right\} u(t) .
$$

Define

$$
\begin{align*}
& {\left[c_{n}, \cdots, c_{2}, c_{1}\right] } \\
&:= {\left[g_{n}+a_{n-1} g_{1}+a_{n-2} g_{2}+\cdots\right.} \\
&\left.+a_{1} g_{n-1}, \cdots, g_{2}+a_{1} g_{1}, g_{1}\right] \in \mathbb{R}^{1 \times n},  \tag{8}\\
& {\left[d_{n}, \cdots, d_{3}, d_{2}\right] } \\
&:= {\left[b_{n-1} g_{1}+b_{n-2} g_{2}+\cdots+b_{1} g_{n-1}, \cdots,\right.} \\
&\left.b_{1} g_{1}\right] \in \mathbb{R}^{1 \times(n-1)} . \tag{9}
\end{align*}
$$

Then Equation (7) can be rewritten as

$$
\begin{align*}
(1+ & \left.a_{1} z^{-1}+a_{2} z^{-2}+\cdots+a_{n} z^{-n}\right) z^{n} x_{1}(t) \\
& +\left[\left(b_{1} z^{-1}+b_{2} z^{-2}+\cdots+b_{n} z^{-n}\right) z^{n} x_{1}(t)\right] u(t) \\
= & \left(c_{1} z^{-1}+c_{2} z^{-2}+\cdots+c_{n} z^{-n}\right) z^{n} u(t) \\
& +\left[\left(d_{2} z^{-2}+d_{3} z^{-3}+\cdots+d_{n} z^{-n}\right) z^{n} u(t)\right] u(t) . \tag{10}
\end{align*}
$$

Define the following polynomials:

$$
\begin{aligned}
& A(z):=1+a_{1} z^{-1}+a_{2} z^{-2}+\cdots+a_{n} z^{-n}, \quad a_{i} \in \mathbb{R}, \\
& B(z):=b_{1} z^{-1}+b_{2} z^{-2}+\cdots+b_{n} z^{-n}, \quad b_{i} \in \mathbb{R}, \\
& C(z):=c_{1} z^{-1}+c_{2} z^{-2}+\cdots+c_{n} z^{-n}, \quad c_{i} \in \mathbb{R}, \\
& D(z):=d_{2} z^{-2}+d_{3} z^{-3}+\cdots+d_{n} z^{-n}, \quad d_{i} \in \mathbb{R} .
\end{aligned}
$$

Hence, Equation (10) can be rewritten as

$$
\begin{aligned}
A(z) z^{n} x_{1}(t)+u(t)\left[B(z) z^{n} x_{1}(t)\right]= & C(z) z^{n} u(t) \\
& +u(t)\left[D(z) z^{n} u(t)\right] .
\end{aligned}
$$

Replacing $t$ with $t-n$, we have

$$
x_{1}(t)=\frac{C(z)+u(t-n) D(z)}{A(z)+u(t-n) B(z)} u(t) .
$$

Inserting $x_{1}(t)$ into (2), we can obtain the input-output representation of the bilinear state space system in (1)-(2) as

$$
\begin{equation*}
y(t)=\frac{C(z)+u(t-n) D(z)}{A(z)+u(t-n) B(z)} u(t)+w(t) \tag{11}
\end{equation*}
$$

For studying the parameter estimation of bilinear systems, this paper considers $w(t)$ in (11) as an AR process. That is, $E(z) w(t)=v(t)$, where $v(t) \in \mathbb{R}$ is a white noise process with zero mean, $E(z)$ is a polynomial in $z^{-1}$ and

$$
E(z):=1+e_{1} z^{-1}+e_{2} z^{-2}+\cdots+e_{n_{e}} z^{-n_{e}}, \quad e_{i} \in \mathbb{R}
$$

Assume that the orders $n$ and $n_{e}$ are known and $u(t)=0$, $y(t)=0$ and $v(t)=0$ for $t \leqslant 0$. The objective is to develop new least squares based iterative algorithms for estimating the parameters $a_{i}, b_{i}, c_{i}, d_{i}$ and $e_{i}$ from the observation data by using the auxiliary model identification idea.

Introduce the intermediate variable

$$
\begin{equation*}
\alpha(t):=\frac{C(z)+u(t-n) D(z)}{A(z)+u(t-n) B(z)} u(t) \in \mathbb{R} . \tag{12}
\end{equation*}
$$

Define the parameter vectors

$$
\begin{aligned}
\boldsymbol{\theta} & :=\left[\boldsymbol{a}^{\mathrm{T}}, \boldsymbol{b}^{\mathrm{T}}, \boldsymbol{c}^{\mathrm{T}}, \boldsymbol{d}^{\mathrm{T}}, \boldsymbol{e}^{\mathrm{T}}\right]^{\mathrm{T}} \in \mathbb{R}^{4 n+n_{e}-1}, \\
\boldsymbol{a} & :=\left[a_{1}, a_{2}, \cdots, a_{n}\right]^{\mathrm{T}} \in \mathbb{R}^{n}, \\
\boldsymbol{b} & :=\left[b_{1}, b_{2}, \cdots, b_{n}\right]^{\mathrm{T}} \in \mathbb{R}^{n}, \\
\boldsymbol{c} & :=\left[c_{1}, c_{2}, \cdots, c_{n}\right]^{\mathrm{T}} \in \mathbb{R}^{n}, \\
\boldsymbol{d} & :=\left[d_{2}, d_{3}, \cdots, d_{n}\right]^{\mathrm{T}} \in \mathbb{R}^{n-1}, \\
\boldsymbol{e} & :=\left[e_{1}, e_{2}, \cdots, e_{n_{e}}\right]^{\mathrm{T}} \in \mathbb{R}^{n_{e}},
\end{aligned}
$$

and the information vectors

$$
\begin{aligned}
\boldsymbol{\varphi}(t):= & {\left[\boldsymbol{\varphi}_{1}^{\mathrm{T}}(t), \boldsymbol{\varphi}_{2}^{\mathrm{T}}(t), \boldsymbol{\phi}_{1}^{\mathrm{T}}(t), \boldsymbol{\phi}_{2}^{\mathrm{T}}(t), \boldsymbol{\psi}^{\mathrm{T}}(t)\right]^{\mathrm{T}} \in \mathbb{R}^{4 n+n_{e}-1}, } \\
\boldsymbol{\varphi}_{1}(t):= & {[-\alpha(t-1),-\alpha(t-2), \cdots,-\alpha(t-n)]^{\mathrm{T}} \in \mathbb{R}^{n}, } \\
\boldsymbol{\varphi}_{2}(t):= & {[-u(t-n) \alpha(t-1),-u(t-n) \alpha(t-2), \cdots,} \\
& -u(t-n) \alpha(t-n)]^{\mathrm{T}} \in \mathbb{R}^{n}, \\
\boldsymbol{\phi}_{1}(t):= & {[u(t-1), u(t-2), \cdots, u(t-n)]^{\mathrm{T}} \in \mathbb{R}^{n}, } \\
\boldsymbol{\phi}_{2}(t):= & {[u(t-n) u(t-2), u(t-n) u(t-3), \cdots,} \\
& u(t-n) u(t-n)]^{\mathrm{T}} \in \mathbb{R}^{n-1}, \\
\boldsymbol{\psi}(t):= & {\left[-w(t-1),-w(t-2), \cdots,-w\left(t-n_{e}\right)\right]^{\mathrm{T}} \in \mathbb{R}^{n_{e}} . }
\end{aligned}
$$

Thus, $E(z) w(t)=v(t)$ can be written as

$$
\begin{equation*}
w(t)=[1-E(z)] w(t)+v(t)=\boldsymbol{\psi}^{\mathrm{T}}(t) \boldsymbol{e}+v(t) \tag{13}
\end{equation*}
$$

Equation (13) is the noise model.
From (12), we have

$$
\begin{align*}
\alpha(t)= & {[1-A(z)-u(t-n) B(z)] \alpha(t) } \\
& +[C(z)+u(t-n) D(z)] u(t) \\
= & -\sum_{i=1}^{n} a_{i} \alpha(t-i)-\sum_{i=1}^{n} b_{i} u(t-n) \alpha(t-i) \\
& +\sum_{i=1}^{n} c_{i} u(t-i)+\sum_{i=2}^{n} d_{i} u(t-n) u(t-i) \\
= & \boldsymbol{\varphi}_{1}^{\mathrm{T}}(t) \boldsymbol{a}+\boldsymbol{\varphi}_{2}^{\mathrm{T}}(t) \boldsymbol{b}+\boldsymbol{\phi}_{1}^{\mathrm{T}}(t) \boldsymbol{c}+\boldsymbol{\phi}_{2}^{\mathrm{T}}(t) \boldsymbol{d} . \tag{14}
\end{align*}
$$

Substituting (13) and (14) into (11) gives

$$
\begin{align*}
y(t)= & \alpha(t)+w(t)  \tag{15}\\
= & \boldsymbol{\varphi}_{1}^{\mathrm{T}}(t) \boldsymbol{a}+\boldsymbol{\varphi}_{2}^{\mathrm{T}}(t) \boldsymbol{b}+\boldsymbol{\phi}_{1}^{\mathrm{T}}(t) \boldsymbol{c}+\boldsymbol{\phi}_{2}^{\mathrm{T}}(t) \boldsymbol{d}+w(t) \\
= & \boldsymbol{\varphi}_{1}^{\mathrm{T}}(t) \boldsymbol{a}+\boldsymbol{\varphi}_{2}^{\mathrm{T}}(t) \boldsymbol{b}+\boldsymbol{\phi}_{1}^{\mathrm{T}}(t) \boldsymbol{c}+\boldsymbol{\phi}_{2}^{\mathrm{T}}(t) \boldsymbol{d}+\boldsymbol{\psi}^{\mathrm{T}}(t) \boldsymbol{e} \\
& +v(t)  \tag{16}\\
= & \boldsymbol{\varphi}^{\mathrm{T}}(t) \boldsymbol{\theta}+v(t) \tag{17}
\end{align*}
$$

Equation (17) is the identification model for the bilinear system in (11), the parameter vector $\boldsymbol{\theta}$ contains the parameters $a_{i}, b_{i}, c_{i}$ and $d_{i}$ of the system model and the parameter $e_{i}$ of the noise model.

## III. THE AUXILIARY MODEL BASED LEAST SQUARES ITERATIVE ALGORITHM

For the purpose of showing the advantages of the proposed algorithm, the following gives the auxiliary model based least squares iterative algorithm using interval-varying inputoutput data for comparisons.

Define an integer sequence $\left\{t_{s}: s=0,1,2, \cdots\right\}$ which satisfies

$$
\begin{align*}
& 0=t_{0}<t_{1}<t_{2}<t_{3}<\cdots<t_{s-1}<t_{s}<t_{s+1}<\cdots \\
& 1 \leq t_{s}^{*}:=t_{s+1}-t_{s} \tag{18}
\end{align*}
$$

Replacing $t$ in (14)-(17) with $t_{s}$ gives

$$
\begin{align*}
\alpha\left(t_{s}\right)= & \boldsymbol{\varphi}_{1}^{\mathrm{T}}\left(t_{s}\right) \boldsymbol{a}+\boldsymbol{\varphi}_{2}^{\mathrm{T}}\left(t_{s}\right) \boldsymbol{b}+\boldsymbol{\phi}_{1}^{\mathrm{T}}\left(t_{s}\right) \boldsymbol{c}+\boldsymbol{\phi}_{2}^{\mathrm{T}}\left(t_{s}\right) \boldsymbol{d},  \tag{19}\\
y\left(t_{s}\right)= & \alpha\left(t_{s}\right)+w\left(t_{s}\right)  \tag{20}\\
= & \boldsymbol{\varphi}_{1}^{\mathrm{T}}\left(t_{s}\right) \boldsymbol{a}+\boldsymbol{\varphi}_{2}^{\mathrm{T}}\left(t_{s}\right) \boldsymbol{b}+\boldsymbol{\phi}_{1}^{\mathrm{T}}\left(t_{s}\right) \boldsymbol{c}+\boldsymbol{\phi}_{2}^{\mathrm{T}}\left(t_{s}\right) \boldsymbol{d} \\
& +\boldsymbol{\psi}^{\mathrm{T}}\left(t_{s}\right) \boldsymbol{e}+v\left(t_{s}\right),  \tag{21}\\
= & \boldsymbol{\varphi}^{\mathrm{T}}\left(t_{s}\right) \boldsymbol{\theta}+v\left(t_{s}\right) \tag{22}
\end{align*}
$$

with

$$
\begin{aligned}
\boldsymbol{\varphi}\left(t_{s}\right)= & {\left[\boldsymbol{\varphi}_{1}^{\mathrm{T}}\left(t_{s}\right), \boldsymbol{\varphi}_{2}^{\mathrm{T}}\left(t_{s}\right), \boldsymbol{\phi}_{1}^{\mathrm{T}}\left(t_{s}\right), \boldsymbol{\phi}_{2}^{\mathrm{T}}\left(t_{s}\right), \boldsymbol{\psi}^{\mathrm{T}}\left(t_{s}\right)\right]^{\mathrm{T}}, } \\
\boldsymbol{\varphi}_{1}\left(t_{s}\right)= & {\left[-\alpha\left(t_{s}-1\right),-\alpha\left(t_{s}-2\right), \cdots,-\alpha\left(t_{s}-n\right)\right]^{\mathrm{T}}, } \\
\boldsymbol{\varphi}_{2}\left(t_{s}\right)= & {\left[-u\left(t_{s}-n\right) \alpha\left(t_{s}-1\right),-u\left(t_{s}-n\right) \alpha\left(t_{s}-2\right), \cdots,\right.} \\
& \left.-u\left(t_{s}-n\right) \alpha\left(t_{s}-n\right)\right]^{\mathrm{T}}, \\
\boldsymbol{\phi}_{1}\left(t_{s}\right)= & {\left[u\left(t_{s}-1\right), u\left(t_{s}-2\right), \cdots, u\left(t_{s}-n\right)\right]^{\mathrm{T}}, } \\
\boldsymbol{\phi}_{2}\left(t_{s}\right):= & {\left[u\left(t_{s}-n\right) u\left(t_{s}-2\right), u\left(t_{s}-n\right) u\left(t_{s}-3\right), \cdots,\right.} \\
& \left.u\left(t_{s}-n\right) u\left(t_{s}-n\right)\right]^{\mathrm{T}}, \\
\boldsymbol{\psi}\left(t_{s}\right):= & {\left[-w\left(t_{s}-1\right),-w\left(t_{s}-2\right), \cdots,-w\left(t_{s}-n_{e}\right)\right]^{\mathrm{T}} . }
\end{aligned}
$$

According to the identification model in (22), define a quadratic criterion function

$$
J_{1}(\boldsymbol{\theta}):=\sum_{j=0}^{t_{s}^{*}-1}\left[y\left(t_{s}+j\right)-\boldsymbol{\varphi}^{\mathrm{T}}\left(t_{s}+j\right) \boldsymbol{\theta}\right]^{2}
$$

Minimizing $J_{1}(\boldsymbol{\theta})$ and letting its partial derivative with respect to $\boldsymbol{\theta}$ be zero give

$$
\frac{\partial J_{1}(\boldsymbol{\theta})}{\partial \boldsymbol{\theta}}=-2 \sum_{j=0}^{t_{s}^{*}-1} \boldsymbol{\varphi}\left(t_{s}+j\right)\left[y\left(t_{s}+j\right)-\boldsymbol{\varphi}^{\mathrm{T}}\left(t_{s}+j\right) \boldsymbol{\theta}\right]=0
$$

Assume that the information vector $\varphi\left(t_{s}\right)$ is persistently exciting, that is, $\left[\sum_{j=0}^{t_{s}^{*}-1} \boldsymbol{\varphi}\left(t_{s}+j\right) \boldsymbol{\varphi}^{\mathrm{T}}\left(t_{s}+j\right)\right]$ is an invertible matrix. Then the least squares estimate of $\boldsymbol{\theta}$ is
$\hat{\boldsymbol{\theta}}\left(t_{s}\right)=\left[\sum_{j=0}^{t_{s}^{*}-1} \boldsymbol{\varphi}\left(t_{s}+j\right) \boldsymbol{\varphi}^{\mathrm{T}}\left(t_{s}+j\right)\right]^{-1} \sum_{j=0}^{t_{s}^{*}-1} \boldsymbol{\varphi}\left(t_{s}+j\right) y\left(t_{s}+j\right)$.

However, some problems arise. The information vector $\varphi\left(t_{s}\right)$ contains the unknown terms $\alpha\left(t_{s}-i\right)(i=1,2, \cdots, n)$ and the unmeasured noise terms $w\left(t_{s}-i\right)\left(i=1,2, \cdots, n_{e}\right)$, Equation (23) cannot compute the estimate $\hat{\boldsymbol{\theta}}\left(t_{s}\right)$ directly. The approach is based on the auxiliary model identification idea and the iterative principle. Let $\hat{\alpha}_{k}\left(t_{s}-i\right)$ and $\hat{w}_{k}\left(t_{s}-i\right)$ be the estimates of $\alpha\left(t_{s}-i\right)$ and $w\left(t_{s}-i\right)$. Define $\hat{\boldsymbol{\varphi}}_{k}\left(t_{s}\right), \hat{\boldsymbol{\varphi}}_{1, k}\left(t_{s}\right)$, $\hat{\boldsymbol{\varphi}}_{2, k}\left(t_{s}\right)$ and $\hat{\boldsymbol{\psi}}_{k}\left(t_{s}\right)$ as the estimates of $\boldsymbol{\varphi}\left(t_{s}\right), \boldsymbol{\varphi}_{1}\left(t_{s}\right), \boldsymbol{\varphi}_{2}\left(t_{s}\right)$ and $\boldsymbol{\psi}\left(t_{s}\right)$ :

$$
\begin{aligned}
\hat{\boldsymbol{\varphi}}_{k}\left(t_{s}\right):= & {\left[\hat{\boldsymbol{\varphi}}_{1, k}^{\mathrm{T}}\left(t_{s}\right), \hat{\boldsymbol{\varphi}}_{2, k}^{\mathrm{T}}\left(t_{s}\right), \boldsymbol{\phi}_{1}^{\mathrm{T}}\left(t_{s}\right), \boldsymbol{\phi}_{2}^{\mathrm{T}}\left(t_{s}\right), \hat{\boldsymbol{\psi}}_{k}^{\mathrm{T}}\left(t_{s}\right)\right]^{\mathrm{T}} } \\
& \in \mathbb{R}^{4 n+n_{e}-1}, \\
\hat{\boldsymbol{\varphi}}_{1, k}\left(t_{s}\right):= & {\left[-\hat{\alpha}_{k-1}\left(t_{s}-1\right),-\hat{\alpha}_{k-1}\left(t_{s}-2\right), \cdots,\right.} \\
& \left.-\hat{\alpha}_{k-1}\left(t_{s}-n\right)\right]^{\mathrm{T}} \in \mathbb{R}^{n}, \\
\hat{\boldsymbol{\varphi}}_{2, k}\left(t_{s}\right):= & {\left[-u\left(t_{s}-n\right) \hat{\alpha}_{k-1}\left(t_{s}-1\right),\right.} \\
& -u\left(t_{s}-n\right) \hat{\alpha}_{k-1}\left(t_{s}-2\right), \cdots, \\
& \left.-u\left(t_{s}-n\right) \hat{\alpha}_{k-1}\left(t_{s}-n\right)\right]^{\mathrm{T}} \in \mathbb{R}^{n}, \\
\hat{\boldsymbol{\psi}}_{k}\left(t_{s}\right):= & {\left[-\hat{w}_{k-1}\left(t_{s}-1\right),-\hat{w}_{k-1}\left(t_{s}-2\right), \cdots,\right.} \\
& \left.-\hat{w}_{k-1}\left(t_{s}-n_{e}\right)\right]^{\mathrm{T}} \in \mathbb{R}^{n_{e}} .
\end{aligned}
$$

Let $\hat{\boldsymbol{\theta}}_{k}\left(t_{s}\right):=\left[\hat{\boldsymbol{a}}_{k}^{\mathrm{T}}\left(t_{s}\right), \hat{\boldsymbol{b}}_{k}^{\mathrm{T}}\left(t_{s}\right), \hat{\boldsymbol{c}}_{k}^{\mathrm{T}}\left(t_{s}\right), \hat{\boldsymbol{d}}_{k}^{\mathrm{T}}\left(t_{s}\right), \hat{\boldsymbol{e}}_{k}^{\mathrm{T}}\left(t_{s}\right)\right]^{\mathrm{T}}$ be the estimates of $\boldsymbol{\theta}=\left[\boldsymbol{a}^{\mathrm{T}}, \boldsymbol{b}^{\mathrm{T}}, \boldsymbol{c}^{\mathrm{T}}, \boldsymbol{d}^{\mathrm{T}}, \boldsymbol{e}^{\mathrm{T}}\right]^{\mathrm{T}}$ at iteration $k$. Based on the auxiliary model identification idea, we define an auxiliary model $\hat{\alpha}_{k}\left(t_{s}\right)=\hat{\boldsymbol{\varphi}}_{1, k}^{\mathrm{T}}\left(t_{s}\right) \hat{\boldsymbol{a}}_{k}\left(t_{s}\right)+\hat{\boldsymbol{\varphi}}_{2, k}^{\mathrm{T}}\left(t_{s}\right) \hat{\boldsymbol{b}}_{k}\left(t_{s}\right)+\boldsymbol{\phi}_{1}^{\mathrm{T}}\left(t_{s}\right) \hat{\boldsymbol{c}}_{k}\left(t_{s}\right)+$ $\boldsymbol{\phi}_{2}^{\mathrm{T}}\left(t_{s}\right) \hat{\boldsymbol{d}}_{k}\left(t_{s}\right)$. From (20), we have $w\left(t_{s}-i\right)=y\left(t_{s}-i\right)-\alpha\left(t_{s}-i\right)$. Replacing $\alpha\left(t_{s}\right)$ with its estimates $\hat{\alpha}_{k}\left(t_{s}\right)$ gives the estimate of $w\left(t_{s}\right)$ as $\hat{w}_{k}\left(t_{s}-i\right)=y\left(t_{s}-i\right)-\hat{\alpha}_{k}\left(t_{s}-i\right)$.

Replacing $\varphi\left(t_{s}\right)$ in (23) with $\hat{\boldsymbol{\varphi}}_{k}\left(t_{s}\right)$, we have

$$
\begin{align*}
& \hat{\boldsymbol{\theta}}_{k}\left(t_{s}\right)=\left[\sum_{j=0}^{t_{s}^{*}-1} \hat{\boldsymbol{\varphi}}_{k}\left(t_{s}+j\right) \hat{\boldsymbol{\varphi}}_{k}^{\mathrm{T}}\left(t_{s}+j\right)\right]^{-1} \\
& \times \sum_{j=0}^{t_{s}^{*}-1} \hat{\boldsymbol{\varphi}}_{k}\left(t_{s}+j\right) y\left(t_{s}+j\right) \tag{24}
\end{align*}
$$

From the above derivations, we can summarize the auxiliary model based least squares iterative (AM-LSI) identification algorithm for the bilinear systems using interval-varying input-output data:

$$
\begin{align*}
\hat{\boldsymbol{\theta}}_{k}\left(t_{s}\right)= & {\left[\sum_{j=0}^{t_{s}^{*}-1} \hat{\boldsymbol{\varphi}}_{k}\left(t_{s}+j\right) \hat{\boldsymbol{\varphi}}_{k}^{\mathrm{T}}\left(t_{s}+j\right)\right]^{-1} } \\
& \times \sum_{j=0}^{t_{s}^{*}-1} \hat{\boldsymbol{\varphi}}_{k}\left(t_{s}+j\right) y\left(t_{s}+j\right), \tag{25}
\end{align*}
$$

TABLE 1. The computational efficiency of the AM-LSI algorithm.

| Expressions | Number of multiplications | Number of additions |
| :--- | :--- | :--- |
| $\hat{\boldsymbol{\theta}}_{k}\left(t_{s}\right)=\boldsymbol{\alpha}_{k}^{\prime}\left(t_{s}\right) \boldsymbol{\beta}_{k}\left(t_{s}\right) \in \mathbb{R}^{n_{0}}$ | $n_{0}^{2}$ | $n_{0}\left(n_{0}-1\right)$ |
| $\boldsymbol{\alpha}_{k}^{\prime}\left(t_{s}\right):=\boldsymbol{\alpha}_{k}^{-1}\left(t_{s}\right) \in \mathbb{R}^{n_{0} \times n_{0}}$ | $n_{0}^{3}$ | $n_{0}^{3}-n_{0}^{2}$ |
| $\boldsymbol{\alpha}_{k}\left(t_{s}\right)=\sum_{j=0}^{t_{s}^{*}-1} \hat{\boldsymbol{\varphi}}_{k}\left(t_{s}+j\right) \hat{\boldsymbol{\varphi}}_{k}^{\mathrm{T}}\left(t_{s}+j\right) \in \mathbb{R}^{n_{0} \times n_{0}}$ | $n_{0}^{2} t_{s}^{*}$ | $n_{0}^{2}\left(t_{s}^{*}-1\right)$ |
| $\boldsymbol{\beta}_{k}\left(t_{s}\right)=\sum_{j=0}^{t_{s}^{*}-1} \hat{\boldsymbol{\varphi}}_{k}\left(t_{s}+j\right) y\left(t_{s}+j\right) \in \mathbb{R}^{n_{0}}$ | $n_{0} t_{s}^{*}$ | $n_{0}\left(t_{s}^{*}-1\right)$ |
| $\hat{\alpha}_{k}\left(t_{s}\right)=\hat{\boldsymbol{\varphi}}_{1, k}^{\mathrm{T}}\left(t_{s}\right) \hat{\boldsymbol{a}}_{k}\left(t_{s}\right)+\hat{\boldsymbol{\varphi}}_{2, k}^{\mathrm{T}}\left(t_{s}\right) \hat{\boldsymbol{b}}_{k}\left(t_{s}\right)$ |  |  |
| $+\boldsymbol{\phi}_{1}^{\mathrm{T}}\left(t_{s}\right) \hat{\boldsymbol{c}}_{k}\left(t_{s}\right)+\boldsymbol{\phi}_{2}^{\mathrm{T}}\left(t_{s}\right) \hat{\boldsymbol{d}}_{k}\left(t_{s}\right) \in \mathbb{R}$ | $4 n-1$ | $4 n-2$ |
| $\hat{w}_{k}\left(t_{s}-i\right)=y\left(t_{s}-i\right)-\hat{\alpha}_{k}\left(t_{s}-i\right) \in \mathbb{R}$ | 0 | 1 |
| Sum | $n_{0}^{3}+n_{0}^{2}\left(t_{s}^{*}+1\right)+n_{0} t_{s}^{*}+4 n-1$ | $n_{0}^{3}+n_{0}^{2}\left(t_{s}^{*}-1\right)+n_{0}\left(t_{s}^{*}-2\right)+4 n-1$ |
| Total flops |  | $N_{1}=2 n_{0}^{3}+2 n_{0}^{2} t_{s}^{*}+2 n_{0} t_{s}^{*}-2 n_{e}$ |

$$
\begin{align*}
\hat{\boldsymbol{\varphi}}_{k}\left(t_{s}\right)= & {\left[\hat{\boldsymbol{\varphi}}_{1, k}^{\mathrm{T}}\left(t_{s}\right), \hat{\boldsymbol{\varphi}}_{2, k}^{\mathrm{T}}\left(t_{s}\right), \boldsymbol{\phi}_{1}^{\mathrm{T}}\left(t_{s}\right), \boldsymbol{\phi}_{2}^{\mathrm{T}}\left(t_{s}\right), \hat{\boldsymbol{\psi}}_{k}^{\mathrm{T}}\left(t_{s}\right)\right]^{\mathrm{T}}, } \\
\hat{\boldsymbol{\varphi}}_{1, k}\left(t_{s}\right)= & {\left[-\hat{\alpha}_{k-1}\left(t_{s}-1\right),-\hat{\alpha}_{k-1}\left(t_{s}-2\right), \cdots,\right.}  \tag{26}\\
& \left.-\hat{\alpha}_{k-1}\left(t_{s}-n\right)\right]^{\mathrm{T}},  \tag{27}\\
\hat{\boldsymbol{\varphi}}_{2, k}\left(t_{s}\right)= & {\left[-u\left(t_{s}-n\right) \hat{\alpha}_{k-1}\left(t_{s}-1\right),\right.} \\
& -u\left(t_{s}-n\right) \hat{\alpha}_{k-1}\left(t_{s}-2\right), \cdots, \\
& \left.-u\left(t_{s}-n\right) \hat{\alpha}_{k-1}\left(t_{s}-n\right)\right]^{\mathrm{T}},  \tag{28}\\
\boldsymbol{\phi}_{1}\left(t_{s}\right)= & {\left[u\left(t_{s}-1\right), u\left(t_{s}-2\right), \cdots, u\left(t_{s}-n\right)\right]^{\mathrm{T}}, }  \tag{29}\\
\boldsymbol{\phi}_{2}\left(t_{s}\right)= & {\left[u\left(t_{s}-n\right) u\left(t_{s}-2\right), u\left(t_{s}-n\right) u\left(t_{s}-3\right), \cdots,\right.} \\
\hat{\boldsymbol{\psi}}_{k}\left(t_{s}\right)= & {\left[-\hat{w}_{k-1}\left(t_{s}-1\right),-\hat{w}_{k-1}\left(t_{s}-2\right), \cdots,\right.}  \tag{30}\\
& \left.-\hat{w}_{k-1}\left(t_{s}-n_{e}\right)\right]^{\mathrm{T}} \in \mathbb{R}^{n_{e}}, \\
\hat{\alpha}_{k}(j)= & \hat{\boldsymbol{\varphi}}_{1, k}^{\mathrm{T}}(j) \hat{\boldsymbol{a}}_{k}\left(t_{s}\right)+\hat{\boldsymbol{\varphi}}_{2, k}^{\mathrm{T}}(j) \hat{\boldsymbol{b}}_{k}\left(t_{s}\right)  \tag{31}\\
& +\boldsymbol{\phi}_{1}^{\mathrm{T}}(j) \hat{\boldsymbol{c}}_{k}\left(t_{s}\right)+\boldsymbol{\phi}_{2}^{\mathrm{T}}(j) \hat{\boldsymbol{d}}_{k}\left(t_{s}\right), \\
& j=t_{s}, t_{s}+1,, \cdots, t_{s+1}-1, \\
\hat{w}_{k}\left(t_{s}-i\right)= & y\left(t_{s}-i\right)-\hat{\alpha}_{k}\left(t_{s}-i\right), \quad i=1,2, \cdots, n_{e}, \tag{32}
\end{align*}
$$

$$
\begin{equation*}
\hat{\boldsymbol{\theta}}_{k}\left(t_{s}\right)=\left[\hat{\boldsymbol{a}}_{k}^{\mathrm{T}}\left(t_{s}\right), \hat{\boldsymbol{b}}_{k}^{\mathrm{T}}\left(t_{s}\right), \hat{\boldsymbol{c}}_{k}^{\mathrm{T}}\left(t_{s}\right), \hat{\boldsymbol{d}}_{k}^{\mathrm{T}}\left(t_{s}\right), \hat{\boldsymbol{e}}_{k}^{\mathrm{T}}\left(t_{s}\right)\right]^{\mathrm{T}} \tag{33}
\end{equation*}
$$

$$
\begin{equation*}
\hat{\boldsymbol{a}}_{k}\left(t_{s}\right)=\left[\hat{a}_{1, k}\left(t_{s}\right), \hat{a}_{2, k}\left(t_{s}\right), \cdots, \hat{a}_{n, k}\left(t_{s}\right)\right]^{\mathrm{T}} \tag{34}
\end{equation*}
$$

$$
\begin{equation*}
\hat{\boldsymbol{b}}_{k}\left(t_{s}\right)=\left[\hat{b}_{1, k}\left(t_{s}\right), \hat{b}_{2, k}\left(t_{s}\right), \cdots, \hat{b}_{n, k}\left(t_{s}\right)\right]^{\mathrm{T}} \tag{35}
\end{equation*}
$$

$$
\begin{equation*}
\hat{\boldsymbol{c}}_{k}\left(t_{s}\right)=\left[\hat{c}_{1, k}\left(t_{s}\right), \hat{c}_{2, k}\left(t_{s}\right), \cdots, \hat{c}_{n, k}\left(t_{s}\right)\right]^{\mathrm{T}} \tag{36}
\end{equation*}
$$

$$
\begin{equation*}
\hat{\boldsymbol{d}}_{k}\left(t_{s}\right)=\left[\hat{d}_{2, k}\left(t_{s}\right), \hat{d}_{3, k}\left(t_{s}\right), \cdots, \hat{d}_{n, k}\left(t_{s}\right)\right]^{\mathrm{T}} \tag{37}
\end{equation*}
$$

$$
\begin{equation*}
\hat{\boldsymbol{e}}_{k}\left(t_{s}\right)=\left[\hat{e}_{1, k}\left(t_{s}\right), \hat{e}_{2, k}\left(t_{s}\right), \cdots, \hat{e}_{n_{e}, k}\left(t_{s}\right)\right]^{\mathrm{T}} \tag{38}
\end{equation*}
$$

The steps involved in the AM-LSI algorithm for computing the parameter estimates $\hat{\boldsymbol{\theta}}_{k}\left(t_{s}\right)$ of bilinear systems using interval-varying input-output data are listed as follows.

1) Set $s=0, t_{0}=0$, and let $t_{s}^{*}=t_{s+1}-t_{s}$ be a random positive integer, and give a small $\varepsilon>0$.
2) Collect the input-output data $\left\{u(j), y(j), j=t_{s}, t_{s}+\right.$ $\left.1, \cdots, t_{s+1}-1\right\}$.
3) Let $k=1$, and set the initial values: $\hat{\alpha}_{0}(j)$ is a random number, $j=t_{s}, t_{s}+1,, \cdots, t_{s+1}-1$, and $\hat{w}_{0}\left(t_{s}-i\right)$ is a random number, $i=1,2, \cdots, n_{e}$.
4) Form $\hat{\boldsymbol{\varphi}}_{1, k}\left(t_{s}\right), \hat{\boldsymbol{\varphi}}_{2, k}\left(t_{s}\right), \boldsymbol{\phi}_{1}\left(t_{s}\right), \boldsymbol{\phi}_{2}\left(t_{s}\right)$ and $\hat{\boldsymbol{\psi}}_{k}\left(t_{s}\right)$ using (27) - (31), respectively, and form $\hat{\boldsymbol{\varphi}}_{k}\left(t_{s}\right)$ using (26).
5) Update the estimate $\hat{\boldsymbol{\theta}}_{k}\left(t_{s}\right)$ using (25) and read $\hat{\boldsymbol{a}}_{k}\left(t_{s}\right)$, $\hat{\boldsymbol{b}}_{k}\left(t_{s}\right), \hat{\boldsymbol{c}}_{k}\left(t_{s}\right)$ and $\hat{\boldsymbol{d}}_{k}\left(t_{s}\right)$ from $\hat{\boldsymbol{\theta}}_{k}\left(t_{s}\right)$ in (34).
6) Compute $\hat{\alpha}_{k}\left(t_{s}\right)$ using (32), and compute $\hat{w}_{k}\left(t_{s}-i\right)$ using (33).
7) Compare $\hat{\boldsymbol{\theta}}_{k}\left(t_{s}\right)$ with $\hat{\boldsymbol{\theta}}_{k-1}\left(t_{s}\right)$, if $\left\|\hat{\boldsymbol{\theta}}_{k}\left(t_{s}\right)-\hat{\boldsymbol{\theta}}_{k-1}\left(t_{s}\right)\right\|>$ $\varepsilon$, increase $k$ by 1 and go to Step 4; otherwise, increase $s$ by 1 and go to Step 2 .
The computational efficiency of the AM-LSI algorithm is shown in Table 1. The floating point operations (flops) are used to evaluate the computational efficiency of the algorithm, and we define $n_{0}$ in Tables $1-2$ as $n_{0}:=4 n+n_{e}-1$.

## IV. THE HIERARCHICAL AUXILIARY MODEL BASED LEAST SQUARES ITERATIVE ALGORITHM

As the computation of the covariance matrix with large sizes needs large computational burden, the AM-LSI algorithm has low computational efficiency for large scale systems [41], [42]. In the following, we divide the bilinear system into three subsystems based on the hierarchical identification principle, and develop a hierarchical AM-LSI algorithm for identifying the bilinear system in (22) using interval-varying input-output data.

Note that the identification model in (21) includes five subinformation vectors $\varphi_{1}\left(t_{s}\right), \varphi_{2}\left(t_{s}\right), \phi_{1}\left(t_{s}\right), \phi_{2}\left(t_{s}\right)$ and $\boldsymbol{\psi}\left(t_{s}\right)$, where $\varphi_{1}\left(t_{s}\right)$ and $\varphi_{2}\left(t_{s}\right)$ contain the unmeasurable variables $\alpha\left(t_{s}-i\right)$ and are unknown, $\boldsymbol{\phi}_{1}\left(t_{s}\right)$ and $\boldsymbol{\phi}_{2}\left(t_{s}\right)$ are consisting of the observed data and are known, $\boldsymbol{\psi}\left(t_{s}\right)$ contains the unmeasurable noise terms $w\left(t_{s}-i\right)$ and is unknown. Define two new information vectors

$$
\begin{aligned}
& \boldsymbol{\Gamma}\left(t_{s}\right):=\left[\boldsymbol{\varphi}_{1}^{\mathrm{T}}\left(t_{s}\right), \boldsymbol{\varphi}_{2}^{\mathrm{T}}\left(t_{s}\right)\right]^{\mathrm{T}} \in \mathbb{R}^{2 n}, \\
& \boldsymbol{\Phi}\left(t_{s}\right):=\left[\boldsymbol{\phi}_{1}^{\mathrm{T}}\left(t_{s}\right), \boldsymbol{\phi}_{2}^{\mathrm{T}}\left(t_{s}\right)\right]^{\mathrm{T}} \in \mathbb{R}^{2 n-1},
\end{aligned}
$$

and the corresponding parameter vectors

$$
\begin{aligned}
\boldsymbol{\vartheta} & :=\left[\boldsymbol{a}^{\mathrm{T}}, \boldsymbol{b}^{\mathrm{T}}\right]^{\mathrm{T}} \in \mathbb{R}^{2 n}, \\
\zeta & :=\left[\boldsymbol{c}^{\mathrm{T}}, \boldsymbol{d}^{\mathrm{T}}\right]^{\mathrm{T}} \in \mathbb{R}^{2 n-1} .
\end{aligned}
$$

Define three intermediate variables

$$
\begin{align*}
& y_{1}\left(t_{s}\right):=y\left(t_{s}\right)-\boldsymbol{\Phi}^{\mathrm{T}}\left(t_{s}\right) \zeta-\boldsymbol{\psi}^{\mathrm{T}}\left(t_{s}\right) \boldsymbol{e},  \tag{40}\\
& y_{2}\left(t_{s}\right):=y\left(t_{s}\right)-\boldsymbol{\Gamma}^{\mathrm{T}}\left(t_{s}\right) \boldsymbol{\vartheta}-\boldsymbol{\psi}^{\mathrm{T}}\left(t_{s}\right) \boldsymbol{e},  \tag{41}\\
& y_{3}\left(t_{s}\right):=y\left(t_{s}\right)-\boldsymbol{\Phi}^{\mathrm{T}}\left(t_{s}\right) \zeta-\boldsymbol{\Gamma}^{\mathrm{T}}\left(t_{s}\right) \boldsymbol{\vartheta} . \tag{42}
\end{align*}
$$

TABLE 2. The computational efficiency of the H-AM-LSI algorithm.

| Expressions | Number of multiplications | Number of additions |
| :---: | :---: | :---: |
| $\hat{\boldsymbol{\vartheta}}_{k}\left(t_{s}\right)=\boldsymbol{\alpha}_{1, k}^{\prime}\left(t_{s}\right) \boldsymbol{\beta}_{1, k}\left(t_{s}\right) \in \mathbb{R}^{2 n}$ | $(2 n)^{2}$ | $2 n(2 n-1)$ |
| $\boldsymbol{\alpha}_{1, k}^{\prime}\left(t_{s}\right):=\boldsymbol{\alpha}_{1, k}^{-1}\left(t_{s}\right) \in \mathbb{R}^{(2 n) \times(2 n)}$ | $(2 n)^{3}$ | $(2 n)^{3}-(2 n)^{2}$ |
| $\boldsymbol{\alpha}_{1, k}\left(t_{s}\right)=\sum^{t_{s=0}^{*}-1} \hat{\boldsymbol{\Gamma}}_{k}\left(t_{s}+j\right) \hat{\boldsymbol{\Gamma}}_{k}^{\mathrm{T}}\left(t_{s}+j\right) \in \mathbb{R}^{(2 n) \times(2 n)}$ | $(2 n)^{2} t_{s}^{*}$ | $(2 n)^{2}\left(t_{s}^{*}-1\right)$ |
| $\boldsymbol{\beta}_{1, k}\left(t_{s}\right)=\sum_{j=0}^{t_{s}^{*}-1} \hat{\Gamma}_{k}\left(t_{s}+j\right)\left[y\left(t_{s}+j\right)\right.$ |  |  |
| $\left.-\boldsymbol{\Phi}^{\mathrm{T}}\left(t_{s}+j\right) \hat{\boldsymbol{\zeta}}_{k-1}\left(t_{s}\right)-\hat{\boldsymbol{\psi}}_{k}^{\mathrm{T}}\left(t_{s}+j\right) \hat{\boldsymbol{e}}_{k-1}\left(t_{s}\right)\right] \in \mathbb{R}^{2 n}$ | $n_{0} t_{s}^{*}$ | $n_{0} t_{s}^{*}-2 n$ |
| $\hat{\boldsymbol{\zeta}}_{k}\left(t_{s}\right)=\boldsymbol{\alpha}_{2}^{\prime}\left(t_{s}\right) \boldsymbol{\beta}_{2, k}\left(t_{s}\right) \in \mathbb{R}^{2 n-1}$ | $(2 n-1)^{2}$ | $(2 n-1)(2 n-2)$ |
| $\boldsymbol{\alpha}_{2}^{\prime}\left(t_{s}\right):=\boldsymbol{\alpha}_{2}^{-1}\left(t_{s}\right) \in \mathbb{R}^{(2 n-1) \times(2 n-1)}$ | $(2 n-1)^{3}$ | $(2 n-1)^{3}-(2 n-1)^{2}$ |
| $\boldsymbol{\alpha}_{2}\left(t_{s}\right)=\sum_{j=0}^{t_{s}^{*}-1} \boldsymbol{\Phi}\left(t_{s}+j\right) \boldsymbol{\Phi}^{\mathrm{T}}\left(t_{s}+j\right) \in \mathbb{R}^{(2 n-1) \times(2 n-1)}$ | $(2 n-1)^{2} t_{s}^{*}$ | $(2 n-1)^{2}\left(t_{s}^{*}-1\right)$ |
| $\boldsymbol{\beta}_{2, k}\left(t_{s}\right)=\sum_{j=0}^{t_{s}^{*}-1} \boldsymbol{\Phi}\left(t_{s}+j\right)\left[y\left(t_{s}+j\right)\right.$ |  |  |
| $\hat{\boldsymbol{e}}_{k}\left(t_{s}\right)=\boldsymbol{\alpha}_{3, k}^{\prime}\left(t_{s}\right) \boldsymbol{\beta}_{3, k}\left(t_{s}\right) \in \mathbb{R}^{n_{e}}$ | $n_{e}^{2}$ | $n_{e}\left(n_{e}-1\right)$ |
| $\boldsymbol{\alpha}_{3, k}^{\prime}\left(t_{s}\right):=\boldsymbol{\alpha}_{3_{k}}^{-1}\left(t_{s}\right) \in \mathbb{R}^{n_{e} \times n_{e}}$ | $n_{e}^{3}$ | $n_{e}^{3}-n_{e}^{2}$ |
| $\boldsymbol{\alpha}_{3, k}\left(t_{s}\right)=\sum_{j=0}^{t_{s}^{*}-1} \hat{\boldsymbol{\psi}}_{k}\left(t_{s}+j\right) \hat{\boldsymbol{\psi}}_{k}^{\mathrm{T}}\left(t_{s}+j\right) \in \mathbb{R}^{n_{e} \times n_{e}}$ $\boldsymbol{\beta}^{\text {a }}$ | $n_{e}^{2} t_{s}^{*}$ | $n_{e}^{2}\left(t_{s}^{*}-1\right)$ |
| $\begin{aligned} \boldsymbol{\beta}_{3, k}\left(t_{s}\right) & =\sum_{j=0}^{s} \hat{\boldsymbol{\psi}}_{k}\left(t_{s}+j\right)\left[y\left(t_{s}+j\right)\right. \\ & \left.-\boldsymbol{\Phi}^{\mathrm{T}}\left(t_{s}+j\right) \hat{\boldsymbol{\zeta}}_{k}\left(t_{s}\right)-\hat{\boldsymbol{\Gamma}}_{k}^{\mathrm{T}}\left(t_{s}+j\right) \hat{\boldsymbol{\vartheta}}_{k}\left(t_{s}\right)\right] \in \mathbb{R}^{n_{e}}\end{aligned}$ | $n_{0} t_{s}^{*}$ | $n_{0} t_{s}^{*}-n_{e}$ |
| $\hat{\alpha}_{k}\left(t_{s}\right)=\hat{\boldsymbol{\Gamma}}_{k}^{\mathrm{T}}\left(t_{s}\right) \hat{\boldsymbol{\vartheta}}_{k}\left(t_{s}\right)+\boldsymbol{\Phi}^{\mathrm{T}}\left(t_{s}\right) \hat{\boldsymbol{\zeta}}_{k}\left(t_{s}\right) \in \mathbb{R}$ | $4 n-1$ | $4 n-2$ |
| $\hat{w}_{k}\left(t_{s}-i\right)=y\left(t_{s}-i\right)-\hat{\alpha}_{k}\left(t_{s}-i\right) \in \mathbb{R}$ | 0 | 1 |
| Sum | $(2 n)^{3}+(2 n-1)^{3}+n_{e}^{3}$ | $(2 n)^{3}+(2 n-1)^{3}+n_{e}^{3}$ |
|  | $+\left[(2 n)^{2}+(2 n-1)^{2}+n_{e}^{2}\right]$ | $+\left[(2 n)^{2}+(2 n-1)^{2}+n_{e}^{2}\right]$ |
|  | $\times\left(t_{s}^{*}+1\right)+3 n_{0} t_{s}^{*}+4 n-1$ | $\times\left(t_{s}^{*}-1\right)+3 n_{0} t_{s}^{*}-2 n_{0}+4 n-1$ |
| Total flops | $N_{2}=2\left[(2 n)^{3}+(2 n-1)^{3}+n_{e}^{3}\right]$ |  |
|  | $+2\left[(2 n)^{2}+(2 n-1)^{2}+n_{e}^{2}\right] t_{s}^{*}+6 n_{0} t_{s}^{*}-2 n_{e}$ |  |

According to the hierarchical identification principle, Equation (21) can be decomposed into the following three fictitious subsystems:

$$
\begin{align*}
& y_{1}\left(t_{s}\right)=\boldsymbol{\Gamma}^{\mathrm{T}}\left(t_{s}\right) \boldsymbol{\vartheta}+v\left(t_{s}\right),  \tag{43}\\
& y_{2}\left(t_{s}\right)=\boldsymbol{\Phi}^{\mathrm{T}}\left(t_{s}\right) \zeta+v\left(t_{s}\right),  \tag{44}\\
& y_{3}\left(t_{s}\right)=\boldsymbol{\psi}^{\mathrm{T}}\left(t_{s}\right) \boldsymbol{e}+v\left(t_{s}\right) . \tag{45}
\end{align*}
$$

The parameter vectors $\boldsymbol{\vartheta}=\left[\boldsymbol{a}^{\mathrm{T}}, \boldsymbol{b}^{\mathrm{T}}\right]^{\mathrm{T}}, \boldsymbol{\zeta}=\left[\boldsymbol{c}^{\mathrm{T}}, \boldsymbol{d}^{\mathrm{T}}\right]^{\mathrm{T}}$ and $\boldsymbol{e}$ to be identified are included in the three subsystems, respectively.

According to the identification models in (43)-(45), define three quadratic criterion functions

$$
\begin{aligned}
J_{2}(\boldsymbol{\vartheta}) & :=\sum_{j=0}^{t_{s}^{*}-1}\left[y_{1}\left(t_{s}+j\right)-\boldsymbol{\Gamma}^{\mathrm{T}}\left(t_{s}+j\right) \boldsymbol{\vartheta}\right]^{2}, \\
J_{3}(\zeta) & :=\sum_{j=0}^{t_{s}^{*}-1}\left[y_{2}\left(t_{s}+j\right)-\boldsymbol{\Phi}^{\mathrm{T}}\left(t_{s}+j\right) \boldsymbol{\zeta}\right]^{2}, \\
J_{4}(\boldsymbol{e}) & :=\sum_{j=0}^{t_{s}^{*}-1}\left[y_{3}\left(t_{s}+j\right)-\boldsymbol{\psi}^{\mathrm{T}}\left(t_{s}+j\right) \boldsymbol{e}\right]^{2} .
\end{aligned}
$$

Minimizing $J_{2}(\boldsymbol{\vartheta}), J_{3}(\boldsymbol{\zeta})$ and $J_{4}(\boldsymbol{e})$, and letting their partial derivatives with respect to $\boldsymbol{\vartheta}$, $\zeta$ and $\boldsymbol{e}$ be zero, respectively, we have
$\frac{\partial J_{2}(\boldsymbol{\vartheta})}{\partial \boldsymbol{\vartheta}}=-2 \sum_{j=0}^{t_{s}^{*}-1} \boldsymbol{\Gamma}\left(t_{s}+j\right)\left[y_{1}\left(t_{s}+j\right)-\boldsymbol{\Gamma}^{\mathrm{T}}\left(t_{s}+j\right) \boldsymbol{\vartheta}\right]=0$,

$$
\begin{aligned}
& \frac{\partial J_{3}(\zeta)}{\partial \zeta}=-2 \sum_{j=0}^{t_{s}^{*}-1} \boldsymbol{\Phi}\left(t_{s}+j\right)\left[y_{2}\left(t_{s}+j\right)-\boldsymbol{\Phi}^{\mathrm{T}}\left(t_{s}+j\right) \zeta\right]=0 \\
& \frac{\partial J_{4}(\boldsymbol{e})}{\partial \boldsymbol{e}}=-2 \sum_{j=0}^{t_{s}^{*}-1} \boldsymbol{\psi}\left(t_{s}+j\right)\left[y_{3}\left(t_{s}+j\right)-\boldsymbol{\psi}^{\mathrm{T}}\left(t_{s}+j\right) \boldsymbol{e}\right]=0
\end{aligned}
$$

Assume that the information vectors $\boldsymbol{\Gamma}\left(t_{s}\right), \boldsymbol{\Phi}\left(t_{s}\right)$ and $\boldsymbol{\psi}\left(t_{s}\right)$ are persistently exciting, that is, $\left[\sum_{j=0}^{t_{s}^{*}-1} \boldsymbol{\Gamma}\left(t_{s}+j\right) \boldsymbol{\Gamma}^{\mathrm{T}}\left(t_{s}+j\right)\right]$, $\left[\sum_{j=0}^{t_{s}^{*}-1} \boldsymbol{\Phi}\left(t_{s}+j\right) \boldsymbol{\Phi}^{\mathrm{T}}\left(t_{s}+j\right)\right]$ and $\left[\sum_{j=0}^{t_{s}^{*}-1} \boldsymbol{\psi}\left(t_{s}+j\right) \boldsymbol{\psi}^{\mathrm{T}}\left(t_{s}+j\right)\right]$ are invertible matrixes. Then the least squares estimates of $\boldsymbol{\vartheta}, \boldsymbol{\zeta}$ and $\boldsymbol{e}$ are

$$
\begin{align*}
\hat{\boldsymbol{\vartheta}}\left(t_{s}\right)= & {\left[\sum_{j=0}^{t_{s}^{*}-1} \boldsymbol{\Gamma}\left(t_{s}+j\right) \boldsymbol{\Gamma}^{\mathrm{T}}\left(t_{s}+j\right)\right]^{-1} } \\
& \times \sum_{j=0}^{t_{s}^{*}-1} \boldsymbol{\Gamma}\left(t_{s}+j\right) y_{1}\left(t_{s}+j\right),  \tag{46}\\
\hat{\boldsymbol{\zeta}}\left(t_{s}\right)= & {\left[\sum_{j=0}^{t_{s}^{*}-1} \boldsymbol{\Phi}\left(t_{s}+j\right) \boldsymbol{\Phi}^{\mathrm{T}}\left(t_{s}+j\right)\right]^{-1} } \\
& \times \sum_{j=0}^{t_{s}^{*}-1} \boldsymbol{\Phi}\left(t_{s}+j\right) y_{2}\left(t_{s}+j\right), \tag{47}
\end{align*}
$$

$$
\begin{align*}
\hat{\boldsymbol{e}}\left(t_{s}\right)= & {\left[\sum_{j=0}^{t_{s}^{*}-1} \boldsymbol{\psi}\left(t_{s}+j\right) \boldsymbol{\psi}^{\mathrm{T}}\left(t_{s}+j\right)\right]^{-1} } \\
& \times \sum_{j=0}^{t_{s}^{*}-1} \boldsymbol{\psi}\left(t_{s}+j\right) y_{3}\left(t_{s}+j\right) \tag{48}
\end{align*}
$$

Substituting (40)-(42) into (46)-(48), respectively, we have the following relations,

$$
\begin{align*}
\hat{\boldsymbol{\vartheta}}\left(t_{s}\right)= & {\left[\sum_{j=0}^{t_{s}^{*}-1} \boldsymbol{\Gamma}\left(t_{s}+j\right) \boldsymbol{\Gamma}^{\mathrm{T}}\left(t_{s}+j\right)\right]^{-1} \sum_{j=0}^{t_{s}^{*}-1} \boldsymbol{\Gamma}\left(t_{s}+j\right) } \\
& \times\left[y\left(t_{s}+j\right)-\boldsymbol{\Phi}^{\mathrm{T}}\left(t_{s}+j\right) \boldsymbol{\zeta}-\boldsymbol{\psi}^{\mathrm{T}}\left(t_{s}+j\right) \boldsymbol{e}\right]  \tag{49}\\
\hat{\zeta}\left(t_{s}\right)= & {\left[\sum_{j=0}^{t_{s}^{*}-1} \boldsymbol{\Phi}\left(t_{s}+j\right) \boldsymbol{\Phi}^{\mathrm{T}}\left(t_{s}+j\right)\right]_{t_{s}}^{-1} \sum_{j=0}^{*} \boldsymbol{\Phi}\left(t_{s}+j\right) } \\
& \times\left[y\left(t_{s}+j\right)-\boldsymbol{\Gamma}^{\mathrm{T}}\left(t_{s}+j\right) \boldsymbol{\vartheta}-\boldsymbol{\psi}^{\mathrm{T}}\left(t_{s}+j\right) \boldsymbol{e}\right]  \tag{50}\\
\hat{\boldsymbol{e}}\left(t_{s}\right)= & {\left[\begin{array}{l}
t_{s}^{*}-1 \\
\sum_{j=0}^{-1} \boldsymbol{\psi}\left(t_{s}+j\right) \boldsymbol{\psi}^{\mathrm{T}}\left(t_{s}+j\right) \sum_{j=0}^{*} \boldsymbol{\psi}\left(t_{s}+j\right) \\
\\
\end{array}+\left[y\left(t_{s}+j\right)-\boldsymbol{\Phi}^{\mathrm{T}}\left(t_{s}+j\right) \zeta-\boldsymbol{\Gamma}^{\mathrm{T}}\left(t_{s}+j\right) \boldsymbol{\vartheta}\right]\right.}
\end{align*}
$$

However, we can see that the information vectors $\varphi_{1}\left(t_{s}\right)$ and $\varphi_{2}\left(t_{s}\right)$ in $\Gamma\left(t_{s}\right)$ contain the unknown terms $\alpha\left(t_{s}-i\right)$ $(i=1,2, \cdots, n)$, the information vector $\psi\left(t_{s}\right)$ contains the unknown noise terms $w\left(t_{s}-i\right)\left(i=1,2, \cdots, n_{e}\right)$, and the parameter vectors $\boldsymbol{\vartheta}, \zeta$ and $\boldsymbol{e}$ in (49)-(51) are also unknown. Therefore, Equations (49)-(51) cannot compute $\hat{\boldsymbol{\vartheta}}\left(t_{s}\right), \hat{\boldsymbol{\zeta}}\left(t_{s}\right)$ and $\hat{\boldsymbol{e}}\left(t_{s}\right)$ directly. The approach is based on the auxiliary model identification idea and the iterative principle. Let $\hat{\alpha}_{k}\left(t_{s}-i\right)$ and $\hat{w}_{k}\left(t_{s}-i\right)$ be the estimates of $\alpha\left(t_{s}-i\right)$ and $w\left(t_{s}-i\right)$. Define $\hat{\boldsymbol{\Gamma}}_{k}\left(t_{s}\right), \hat{\boldsymbol{\varphi}}_{1, k}\left(t_{s}\right), \hat{\boldsymbol{\varphi}}_{2, k}\left(t_{s}\right)$ and $\hat{\boldsymbol{\psi}}_{k}\left(t_{s}\right)$ as the estimates of $\boldsymbol{\Gamma}\left(t_{s}\right), \boldsymbol{\varphi}_{1}\left(t_{s}\right), \boldsymbol{\varphi}_{2}\left(t_{s}\right)$ and $\boldsymbol{\psi}\left(t_{s}\right)$ :

$$
\begin{aligned}
\hat{\boldsymbol{\Gamma}}_{k}\left(t_{s}\right):= & {\left[\hat{\boldsymbol{\varphi}}_{1, k}^{\mathrm{T}}\left(t_{s}\right), \hat{\boldsymbol{\varphi}}_{2, k}^{\mathrm{T}}\left(t_{s}\right)\right]^{\mathrm{T}} \in \mathbb{R}^{2 n}, } \\
\hat{\boldsymbol{\varphi}}_{1, k}\left(t_{s}\right):= & {\left[-\hat{\alpha}_{k-1}\left(t_{s}-1\right),-\hat{\alpha}_{k-1}\left(t_{s}-2\right), \cdots,\right.} \\
& \left.-\hat{\alpha}_{k-1}\left(t_{s}-n\right)\right]^{\mathrm{T}} \in \mathbb{R}^{n} \\
\hat{\boldsymbol{\varphi}}_{2, k}\left(t_{s}\right):= & {\left[-u\left(t_{s}-n\right) \hat{\alpha}_{k-1}\left(t_{s}-1\right),\right.} \\
& -u\left(t_{s}-n\right) \hat{\alpha}_{k-1}\left(t_{s}-2\right), \cdots, \\
& \left.-u\left(t_{s}-n\right) \hat{\alpha}_{k-1}\left(t_{s}-n\right)\right]^{\mathrm{T}} \in \mathbb{R}^{n} \\
\hat{\boldsymbol{\psi}}_{k}\left(t_{s}\right):= & {\left[-\hat{w}_{k-1}\left(t_{s}-1\right),-\hat{w}_{k-1}\left(t_{s}-2\right), \cdots,\right.} \\
& \left.-\hat{w}_{k-1}\left(t_{s}-n_{e}\right)\right]^{\mathrm{T}} \in \mathbb{R}^{n_{e}} .
\end{aligned}
$$

Let $\hat{\boldsymbol{\vartheta}}_{k}\left(t_{s}\right):=\left[\hat{\boldsymbol{a}}_{k}^{\mathrm{T}}\left(t_{s}\right), \hat{\boldsymbol{b}}_{k}^{\mathrm{T}}\left(t_{s}\right)\right]^{\mathrm{T}}, \hat{\boldsymbol{\zeta}}_{k}\left(t_{s}\right):=\left[\hat{\boldsymbol{c}}_{k}^{\mathrm{T}}\left(t_{s}\right), \hat{\boldsymbol{d}}_{k}^{\mathrm{T}}\left(t_{s}\right)\right]^{\mathrm{T}}$ and $\hat{\boldsymbol{e}}_{k}\left(t_{s}\right)$ be the estimates of $\boldsymbol{\vartheta}=\left[\boldsymbol{a}^{\mathrm{T}}, \boldsymbol{b}^{\mathrm{T}}\right]^{\mathrm{T}}, \boldsymbol{\zeta}=\left[\boldsymbol{c}^{\mathrm{T}}, \boldsymbol{d}^{\mathrm{T}}\right]^{\mathrm{T}}$ and $\boldsymbol{e}$ at iteration $k$. Based on the auxiliary model identification idea, we define an auxiliary model $\hat{\alpha}_{k}\left(t_{s}\right)=\hat{\boldsymbol{\Gamma}}_{k}^{\mathrm{T}}\left(t_{s}\right) \hat{\boldsymbol{\vartheta}}_{k}\left(t_{s}\right)+$ $\boldsymbol{\Phi}^{\mathrm{T}}\left(t_{s}\right) \hat{\zeta}_{k}\left(t_{s}\right)$. From (20), we have $w\left(t_{s}-i\right)=y\left(t_{s}-i\right)-\alpha\left(t_{s}-i\right)$. Replacing $\alpha\left(t_{s}\right)$ with its estimates $\hat{\alpha}_{k}\left(t_{s}\right)$ gives the estimate of $w\left(t_{s}\right)$ as $\hat{w}_{k}\left(t_{s}-i\right)=y\left(t_{s}-i\right)-\hat{\alpha}_{k}\left(t_{s}-i\right)$.

Replacing $\boldsymbol{\Gamma}\left(t_{s}\right), \boldsymbol{\psi}\left(t_{s}\right), \boldsymbol{\zeta}$ and $\boldsymbol{e}$ in (49) with their estimates $\hat{\boldsymbol{\Gamma}}_{k}\left(t_{s}\right), \hat{\boldsymbol{\psi}}_{k}\left(t_{s}\right), \hat{\boldsymbol{\zeta}}_{k-1}\left(t_{s}\right)$ and $\hat{\boldsymbol{e}}_{k-1}\left(t_{s}\right)$, and replacing $\boldsymbol{\Gamma}\left(t_{s}\right)$, $\boldsymbol{\psi}\left(t_{s}\right), \boldsymbol{v}$ and $\boldsymbol{e}$ in (50) with their estimates $\hat{\boldsymbol{\Gamma}}_{k}\left(t_{s}\right), \hat{\boldsymbol{\psi}}_{k}\left(t_{s}\right)$,
$\hat{\boldsymbol{\vartheta}}_{k}\left(t_{s}\right)$ and $\hat{\boldsymbol{e}}_{k-1}\left(t_{s}\right)$, and replacing $\boldsymbol{\psi}\left(t_{s}\right), \boldsymbol{\Gamma}\left(t_{s}\right), \zeta$ and $\boldsymbol{\vartheta}$ in (51) with their estimates $\hat{\boldsymbol{\psi}}_{k}\left(t_{s}\right), \hat{\boldsymbol{\Gamma}}_{k}\left(t_{s}\right), \hat{\boldsymbol{\zeta}}_{k}\left(t_{s}\right)$ and $\hat{\boldsymbol{\vartheta}}_{k}\left(t_{s}\right)$, we have

$$
\begin{align*}
\hat{\boldsymbol{\vartheta}}_{k}\left(t_{s}\right)= & {\left[\sum_{j=0}^{t_{s}^{*}-1} \hat{\boldsymbol{\Gamma}}_{k}\left(t_{s}+j\right) \hat{\boldsymbol{\Gamma}}_{k}^{\mathrm{T}}\left(t_{s}+j\right)\right]^{-1} } \\
& \times \sum_{j=0}^{t_{s}^{*}-1} \hat{\boldsymbol{\Gamma}}_{k}\left(t_{s}+j\right)\left[y\left(t_{s}+j\right)-\boldsymbol{\Phi}^{\mathrm{T}}\left(t_{s}+j\right) \hat{\zeta}_{k-1}\left(t_{s}\right)\right. \\
& \left.-\hat{\boldsymbol{\psi}}_{k}^{\mathrm{T}}\left(t_{s}+j\right) \hat{\boldsymbol{e}}_{k-1}\left(t_{s}\right)\right],  \tag{52}\\
\hat{\boldsymbol{\zeta}}_{k}\left(t_{s}\right)= & {\left[\sum_{j=0}^{\left.t_{s}^{t_{s}-1} \boldsymbol{\Phi}\left(t_{s}+j\right) \boldsymbol{\Phi}^{\mathrm{T}}\left(t_{s}+j\right)\right]^{-1}}\right.} \\
& \times \sum_{j=0}^{t_{s}^{*}-1} \boldsymbol{\Phi}\left(t_{s}+j\right)\left[y\left(t_{s}+j\right)-\hat{\boldsymbol{\Gamma}}_{k}^{\mathrm{T}}\left(t_{s}+j\right) \hat{\vartheta}_{k}\left(t_{s}\right)\right. \\
& \left.-\hat{\boldsymbol{\psi}}_{k}^{\mathrm{T}}\left(t_{s}+j\right) \hat{\boldsymbol{e}}_{k-1}\left(t_{s}\right)\right],  \tag{53}\\
\hat{\boldsymbol{e}}_{k}\left(t_{s}\right)= & {\left[\sum_{j=0}^{t_{s}^{t_{s}^{*}-1}} \hat{\boldsymbol{\psi}}_{k}\left(t_{s}+j\right) \hat{\boldsymbol{\psi}}_{k}^{\mathrm{T}}\left(t_{s}+j\right)\right]^{-1} } \\
& \times \sum_{j=0}^{t_{s}^{*}-1} \hat{\boldsymbol{\psi}}_{k}\left(t_{s}+j\right)\left[y\left(t_{s}+j\right)-\boldsymbol{\Phi}^{\mathrm{T}}\left(t_{s}+j\right) \hat{\boldsymbol{\zeta}}_{k}\left(t_{s}\right)\right. \\
& \left.-\hat{\boldsymbol{\Gamma}}_{k}^{\mathrm{T}}\left(t_{s}+j\right) \hat{\boldsymbol{\vartheta}}_{k}\left(t_{s}\right)\right] . \tag{54}
\end{align*}
$$

Therefore, we can summarize the hierarchial auxiliary model based least squares iterative (H-AM-LSI) identification algorithm for bilinear systems using interval-varying input-output data:

$$
\begin{align*}
\hat{\boldsymbol{\vartheta}}_{k}\left(t_{s}\right)= & {\left[\sum_{j=0}^{t_{s}^{*}-1} \hat{\boldsymbol{\Gamma}}_{k}\left(t_{s}+j\right) \hat{\boldsymbol{\Gamma}}_{k}^{\mathrm{T}}\left(t_{s}+j\right)\right]^{-1} } \\
& \times \sum_{j=0}^{t_{s}^{*}-1} \hat{\boldsymbol{\Gamma}}_{k}\left(t_{s}+j\right)\left[y\left(t_{s}+j\right)-\boldsymbol{\Phi}^{\mathrm{T}}\left(t_{s}+j\right)\right. \\
& \left.\times \hat{\boldsymbol{\zeta}}_{k-1}\left(t_{s}\right)-\hat{\boldsymbol{\psi}}_{k}^{\mathrm{T}}\left(t_{s}+j\right) \hat{\boldsymbol{e}}_{k-1}\left(t_{s}\right)\right]  \tag{55}\\
\hat{\boldsymbol{\zeta}}_{k}\left(t_{s}\right)= & {\left[\sum_{j=0}^{t_{s}^{*}-1} \boldsymbol{\Phi}\left(t_{s}+j\right) \boldsymbol{\Phi}^{\mathrm{T}}\left(t_{s}+j\right)\right]^{-1} } \\
& \times \sum_{j=0}^{t_{s}^{*}-1} \boldsymbol{\Phi}\left(t_{s}+j\right)\left[y\left(t_{s}+j\right)-\hat{\boldsymbol{\Gamma}}_{k}^{\mathrm{T}}\left(t_{s}+j\right)\right. \\
& \left.\times \hat{\boldsymbol{\vartheta}}_{k}\left(t_{s}\right)-\hat{\boldsymbol{\psi}}_{k}^{\mathrm{T}}\left(t_{s}+j\right) \hat{\boldsymbol{e}}_{k-1}\left(t_{s}\right)\right]  \tag{56}\\
\hat{\boldsymbol{e}}_{k}\left(t_{s}\right)= & {\left[\begin{array}{l}
t_{s}^{*}-1 \\
\end{array} \sum_{j=0}^{-1} \hat{\boldsymbol{\psi}}_{k}\left(t_{s}+j\right) \hat{\boldsymbol{\psi}}_{k}^{\mathrm{T}}\left(t_{s}+j\right)\right]^{-1} } \\
& \times \sum_{j=0}^{t_{s}^{*}-1} \hat{\boldsymbol{\psi}}_{k}\left(t_{s}+j\right)\left[y\left(t_{s}+j\right)-\boldsymbol{\Phi}^{\mathrm{T}}\left(t_{s}+j\right)\right. \\
& \left.\times \hat{\boldsymbol{\zeta}}_{k}\left(t_{s}\right)-\hat{\boldsymbol{\Gamma}}_{k}^{\mathrm{T}}\left(t_{s}+j\right) \hat{\boldsymbol{\vartheta}}_{k}\left(t_{s}\right)\right]  \tag{57}\\
&
\end{align*}
$$

$$
\begin{align*}
\hat{\boldsymbol{\Gamma}}_{k}\left(t_{s}\right)= & {\left[-\hat{\alpha}_{k-1}\left(t_{s}-1\right),-\hat{\alpha}_{k-1}\left(t_{s}-2\right), \cdots,\right.} \\
& -\hat{\alpha}_{k-1}\left(t_{s}-n\right),-u\left(t_{s}-n\right) \hat{\alpha}_{k-1}\left(t_{s}-1\right), \\
& -u\left(t_{s}-n\right) \hat{\alpha}_{k-1}\left(t_{s}-2\right), \cdots, \\
& \left.-u\left(t_{s}-n\right) \hat{\alpha}_{k-1}\left(t_{s}-n\right)\right]^{\mathrm{T}},  \tag{58}\\
\boldsymbol{\Phi}\left(t_{s}\right)= & {\left[u\left(t_{s}-1\right), u\left(t_{s}-2\right), \cdots, u\left(t_{s}-n\right),\right.} \\
& u\left(t_{s}-n\right) u\left(t_{s}-2\right), u\left(t_{s}-n\right) u\left(t_{s}-3\right), \cdots, \\
& \left.u\left(t_{s}-n\right) u\left(t_{s}-n\right)\right]^{\mathrm{T}},  \tag{59}\\
\hat{\boldsymbol{\psi}}_{k}\left(t_{s}\right)= & {\left[-\hat{w}_{k-1}\left(t_{s}-1\right),-\hat{w}_{k-1}\left(t_{s}-2\right), \cdots,\right.} \\
& \left.-\hat{w}_{k-1}\left(t_{s}-n_{e}\right)\right]^{\mathrm{T}},  \tag{60}\\
\hat{\alpha}_{k}(j)= & \hat{\boldsymbol{\Gamma}}_{k}^{\mathrm{T}}(j) \hat{\boldsymbol{\vartheta}}_{k}\left(t_{s}\right)+\boldsymbol{\Phi}^{\mathrm{T}}(j) \hat{\zeta}_{k}\left(t_{s}\right), \\
& j=t_{s}, t_{s}+1,, \cdots, t_{s+1}-1,  \tag{61}\\
\hat{w}_{k}\left(t_{s}-i\right)= & y\left(t_{s}-i\right)-\hat{\alpha}_{k}\left(t_{s}-i\right), i=1,2, \cdots, n_{e}, \\
\hat{\boldsymbol{\vartheta}}_{k}\left(t_{s}\right)= & {\left[\hat{a}_{1, k}\left(t_{s}\right), \hat{a}_{2, k}\left(t_{s}\right), \cdots, \hat{a}_{n, k}\left(t_{s}\right), \hat{b}_{1, k}\left(t_{s}\right),\right.}  \tag{62}\\
& \left.\hat{b}_{2, k}\left(t_{s}\right), \cdots, \hat{b}_{n, k}\left(t_{s}\right)\right]^{\mathrm{T}},  \tag{63}\\
\hat{\zeta}_{k}\left(t_{s}\right)= & {\left[\hat{c}_{1, k}\left(t_{s}\right), \hat{c}_{2, k}\left(t_{s}\right), \cdots, \hat{c}_{n, k}\left(t_{s}\right), \hat{d}_{2, k}\left(t_{s}\right),\right.} \\
& \left.\hat{d}_{3, k}\left(t_{s}\right), \cdots, \hat{d}_{n, k}\left(t_{s}\right)\right]^{\mathrm{T}},  \tag{64}\\
\hat{\boldsymbol{e}}_{k}\left(t_{s}\right)= & {\left[\hat{e}_{1, k}\left(t_{s}\right), \hat{e}_{2, k}\left(t_{s}\right), \cdots, \hat{e}_{n_{e}, k}\left(t_{s}\right)\right]^{\mathrm{T}} . } \tag{65}
\end{align*}
$$

The identification steps of the H-AM-LSI algorithm in (55)-(65) to compute the parameter estimates $\hat{\boldsymbol{\vartheta}}_{k}(t), \hat{\boldsymbol{\zeta}}_{k}(t)$ and $\hat{\boldsymbol{e}}_{k}(t)$ for bilinear systems using interval-varying inputoutput data are listed as follows.

1) Set $s=0, t_{0}=0$, and let $t_{s}^{*}=t_{s+1}-t_{s}$ be a random positive integer. Set $\hat{\zeta}_{0}\left(t_{s}\right)=1_{2 n-1} / p_{0}$ and $\hat{\boldsymbol{e}}_{0}\left(t_{s}\right)=$ $1_{n_{e}} / p_{0}$, and give a small $\varepsilon>0$.
2) Collect the input-output data $\left\{u(j), y(j), j=t_{s}, t_{s}+\right.$ $\left.1, \cdots, t_{s+1}-1\right\}$.
3) Let $k=1$, and set the initial values: $\hat{\alpha}_{0}(j)$ is a random number, $j=t_{s}, t_{s}+1, \cdots, t_{s+1}-1$, and $\hat{w}_{0}\left(t_{s}-i\right)$ is a random number, $i=1,2, \cdots, n_{e}$.
4) Form $\hat{\Gamma}_{k}\left(t_{s}\right), \boldsymbol{\Phi}\left(t_{s}\right)$ and $\hat{\boldsymbol{\psi}}_{k}\left(t_{s}\right)$ using (58) - (60), respectively.
5) Update the estimates $\hat{\boldsymbol{\vartheta}}_{k}\left(t_{s}\right), \hat{\boldsymbol{\zeta}}_{k}\left(t_{s}\right)$ and $\hat{\boldsymbol{e}}_{k}\left(t_{s}\right)$ using (55) - (57), respectively.
6) Compute $\hat{\alpha}_{k}\left(t_{s}\right)$ using (61), and compute $\hat{w}_{k}\left(t_{s}-i\right)$ using (62).
7) If $\left\|\hat{\boldsymbol{\vartheta}}_{k}\left(t_{s}\right)-\hat{\boldsymbol{\vartheta}}_{k-1}\left(t_{s}\right)\right\|+\left\|\hat{\boldsymbol{\zeta}}_{k}\left(t_{s}\right)-\hat{\boldsymbol{\zeta}}_{k-1}\left(t_{s}\right)\right\|+\| \hat{\boldsymbol{e}}_{k}\left(t_{s}\right)-$ $\hat{\boldsymbol{e}}_{k-1}\left(t_{s}\right) \|>\varepsilon$, increase $k$ by 1 and go to Step 4 ; otherwise, obtain the iteration $k$ and the parameter estimates $\hat{\zeta}_{k}\left(t_{s}\right)$ and $\hat{\boldsymbol{e}}_{k}\left(t_{s}\right)$, and set $\hat{\zeta}_{0}\left(t_{s+1}\right)=\hat{\zeta}_{k}\left(t_{s}\right)$ and $\hat{\boldsymbol{e}}_{0}\left(t_{s+1}\right)=\hat{\boldsymbol{e}}_{k}\left(t_{s}\right)$, increase $s$ by 1 and go to Step 2 .
The computational efficiency of the H-AM-LSI algorithm is given in Table 2. The difference between the total flops of the AM-LSI algorithm and the H-AM-LSI algorithm is given by

$$
\begin{aligned}
N_{1}-N_{2}= & 2 n_{0}^{3}+2 n_{0}^{2} t_{s}^{*}+2 n_{0} t_{s}^{*}-2 n_{e}-\left\{2 \left[(2 n)^{3}\right.\right. \\
& \left.+(2 n-1)^{3}+n_{e}^{3}\right]+2\left[(2 n)^{2}+(2 n-1)^{2}+n_{e}^{2}\right] t_{s}^{*} \\
& \left.+6 n_{0} t_{s}^{*}-2 n_{e}\right\} \\
= & 2\left[n_{0}^{3}-(2 n)^{3}-(2 n-1)^{3}-n_{e}^{3}\right]+2\left[n_{0}^{2}-(2 n)^{2}\right.
\end{aligned}
$$



FIGURE 1. The AM-LSI estimation errors $\delta$ versus $k$ with different $\sigma^{\mathbf{2}}$.

$$
\begin{align*}
& \left.-(2 n-1)^{2}-n_{e}^{2}-4 n_{0}\right] t_{s}^{*} \\
= & 2\left[n_{0}^{3}-(2 n)^{3}-(2 n-1)^{3}-n_{e}^{3}\right]+2\left[8 n\left(n-\frac{9}{4}\right)\right. \\
& \left.+2 n\left(n_{e}-1\right)+6 n_{e}(n-1)+4\right] t_{s}^{*} . \tag{66}
\end{align*}
$$

Obviously, the value of $N_{1}-N_{2}$ is positive when the system order $n$ is large, that is, the H-AM-LSI algorithm has a higher computational efficiency than the AM-LSI algorithm for the large scale bilinear systems.

## V. EXAMPLE

Consider a bilinear system:

$$
\begin{aligned}
& {[A(z)+u(t-n) B(z)] y(t)} \\
& \quad=[C(z)+u(t-n) D(z)] u(t)+w(t),
\end{aligned}
$$

$E(z) w(t)=v(t)$,

$$
\begin{aligned}
& A(z)=1+a_{1} z^{-1}+a_{2} z^{-2}=1+0.60 z^{-1}+0.55 z^{-2} \\
& B(z)=b_{1} z^{-1}+b_{2} z^{-2}=0.20 z^{-1}-0.25 z^{-2} \\
& C(z)=c_{1} z^{-1}+c_{2} z^{-2}=0.10 z^{-1}-2.40 z^{-2} \\
& D(z)=d_{2} z^{-2}=0.11 z^{-2} \\
& E(z)=1+e_{1} z^{-1}+e_{2} z^{-2}=1+0.15 z^{-1}-0.10 z^{-2}
\end{aligned}
$$

The parameter vector to be estimated is given by

$$
\begin{aligned}
\boldsymbol{\theta} & =\left[a_{1}, a_{2}, b_{1}, b_{2}, c_{1}, c_{2}, d_{2}, e_{1}, e_{2}\right]^{\mathrm{T}} \\
= & {[0.60,0.55,0.20,-0.25,0.10,} \\
& -2.40,0.11,0.15,-0.10]^{\mathrm{T}} .
\end{aligned}
$$

The example is simulated with MATLAB software. In the simulation, the input $\{u(t)\}$ is taken as a persistent excitation sequence with zero mean and unit variance, $\{v(t)\}$ is taken as an uncorrelated sequence noise with zero mean and variance $\sigma^{2}=1.00^{2}, \sigma^{2}=2.00^{2}$ and $\sigma^{2}=3.00^{2}$, respectively. Applying the AM-LSI algorithm and the H-AM-LSI algorithm to estimate the parameters of this system, the parameters and the estimation errors with different noise variances are shown in Tables 3-4. The estimation errors $\delta$ versus $k$ are shown in Figures $1-2$, where $\delta:=\left\|\hat{\boldsymbol{\theta}}_{k}-\boldsymbol{\theta}\right\| /\|\boldsymbol{\theta}\|$.

From the simulation results in Tables 3-4 and Figures 1-2, we can draw the following conclusions.

- The H-AM-LSI algorithm generates smaller estimation errors than the AM-LSI algorithm - see

TABLE 3. The AM-LSI estimates and errors with different $\sigma^{2}$.

| $\sigma^{2}$ | $k$ | $a_{1}$ | $a_{2}$ | $b_{1}$ | $b_{2}$ | $c_{1}$ | $c_{2}$ | $d_{2}$ | $e_{1}$ | $e_{2}$ | $\delta(\%)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $1.00^{2}$ | 1 | -0.08538 | -0.02193 | -0.00365 | -0.00937 | 0.13542 | -2.49258 | 0.10832 | 0.04823 | 0.02283 | 37.62630 |
|  | 2 | 0.57369 | 0.47411 | 0.20231 | -0.37222 | 0.07338 | -2.43799 | 0.17370 | 0.50655 | 0.46209 | 26.74622 |
|  | 3 | 0.56542 | 0.52317 | 0.19279 | -0.23209 | 0.10649 | -2.41116 | 0.13767 | 0.25709 | 0.09131 | 8.82880 |
|  | 4 | 0.62053 | 0.56706 | 0.20154 | -0.27635 | 0.09278 | -2.39837 | 0.13760 | 0.15738 | -0.06341 | 2.34517 |
|  | 5 | 0.56608 | 0.52933 | 0.19849 | -0.23497 | 0.10444 | -2.40395 | 0.13045 | 0.14406 | -0.07782 | 2.05783 |
|  | 6 | 0.61874 | 0.56248 | 0.19969 | -0.27513 | 0.09282 | -2.39824 | 0.13482 | 0.15058 | -0.07124 | 2.00173 |
|  | 7 | 0.56935 | 0.53414 | 0.20016 | -0.23690 | 0.10425 | -2.40359 | 0.12974 | 0.14132 | -0.08309 | 1.80526 |
|  | 8 | 0.61559 | 0.55907 | 0.19877 | -0.27260 | 0.09341 | -2.39802 | 0.13409 | 0.14598 | -0.07764 | 1.73556 |
|  | 9 | 0.57331 | 0.53804 | 0.20102 | -0.23961 | 0.10373 | -2.40305 | 0.12975 | 0.13848 | -0.08893 | 1.57522 |
|  | 10 | 0.61208 | 0.55645 | 0.19841 | -0.26972 | 0.09425 | -2.39801 | 0.13350 | 0.14191 | -0.08419 | 1.50150 |
| $2.00^{2}$ | 1 | -0.12186 | -0.02864 | -0.00010 | -0.03187 | 0.13788 | -2.49442 | 0.12439 | 0.03461 | 0.01596 | 38.60992 |
|  | 2 | 0.55052 | 0.35767 | 0.21705 | -0.38136 | 0.06891 | -2.45475 | 0.20784 | 0.36704 | 0.30980 | 20.83298 |
|  | 3 | 0.55344 | 0.53511 | 0.20389 | -0.22779 | 0.10887 | -2.41583 | 0.16841 | 0.22010 | 0.03428 | 6.70556 |
|  | 4 | 0.61444 | 0.55277 | 0.19366 | -0.28356 | 0.09008 | -2.39699 | 0.16134 | 0.13978 | -0.08691 | 2.58648 |
|  | 5 | 0.56533 | 0.54105 | 0.20430 | -0.24173 | 0.10509 | -2.40316 | 0.15084 | 0.13455 | -0.09798 | 2.24498 |
|  | 6 | 0.60649 | 0.55152 | 0.19561 | -0.27594 | 0.09289 | -2.39671 | 0.15454 | 0.13538 | -0.09549 | 2.14089 |
|  | 7 | 0.57297 | 0.54417 | 0.20321 | -0.24785 | 0.10301 | -2.40175 | 0.15013 | 0.13308 | -0.10117 | 2.02174 |
|  | 8 | 0.60058 | 0.55016 | 0.19681 | -0.27086 | 0.09471 | -2.39739 | 0.15330 | 0.13384 | -0.09882 | 1.99471 |
|  | 9 | 0.57827 | 0.54606 | 0.20233 | -0.25213 | 0.10158 | -2.40090 | 0.15055 | 0.13253 | -0.10242 | 1.93212 |
|  | 10 | 0.59636 | 0.54914 | 0.19767 | -0.26729 | 0.09600 | -2.39793 | 0.15272 | 0.13307 | -0.10057 | 1.92993 |
| $3.00^{2}$ | 1 | -0.15833 | -0.03535 | 0.00345 | -0.05437 | 0.14034 | -2.49625 | 0.14046 | 0.02099 | 0.00908 | 39.66098 |
|  | 2 | 0.52841 | 0.26560 | 0.23067 | -0.38758 | 0.07217 | -2.46373 | 0.23397 | 0.27596 | 0.18689 | 18.46176 |
|  | 3 | 0.53050 | 0.52115 | 0.19881 | -0.21931 | 0.11188 | -2.42203 | 0.19740 | 0.20131 | 0.00914 | 6.68644 |
|  | 4 | 0.62037 | 0.55782 | 0.19216 | -0.30079 | 0.08643 | -2.39775 | 0.18707 | 0.13993 | -0.08808 | 3.79790 |
|  | 5 | 0.54679 | 0.52981 | 0.20343 | -0.23645 | 0.10765 | -2.40363 | 0.17055 | 0.13439 | -0.09771 | 3.35829 |
|  | 6 | 0.61124 | 0.55743 | 0.19503 | -0.29061 | 0.08956 | -2.39583 | 0.17680 | 0.13601 | -0.09549 | 3.18137 |
|  | 7 | 0.55623 | 0.53449 | 0.20238 | -0.24409 | 0.10498 | -2.40225 | 0.16937 | 0.13305 | -0.10051 | 3.02968 |
|  | 8 | 0.60435 | 0.55571 | 0.19644 | -0.28430 | 0.09171 | -2.39647 | 0.17511 | 0.13461 | -0.09825 | 2.96906 |
|  | 9 | 0.56274 | 0.53761 | 0.20160 | -0.24937 | 0.10325 | -2.40133 | 0.16992 | 0.13250 | -0.10174 | 2.87993 |
|  | 10 | 0.59935 | 0.55419 | 0.19735 | -0.27984 | 0.09324 | -2.39697 | 0.17435 | 0.13383 | -0.09979 | 2.85764 |
| True values |  | 0.60000 | 0.55000 | 0.20000 | -0.25000 | 0.10000 | -2.40000 | 0.11000 | 0.15000 | -0.10000 |  |



FIGURE 2. The H-AM-LSI estimation errors $\delta$ versus $k$ with different $\sigma^{\mathbf{2}}$.

Tables $3-4$. In other words, the parameter estimates accuracy of the H-AM-LSI algorithm is higher than the AM-LSI algorithm.

- The parameter estimation errors of both the AM-LSI algorithm and the H-AM-LSI algorithm become small as the noise variance decreases - see Figures 1-2.
- The parameter estimation errors given by the AM-LSI algorithm and the H-AM-LSI algorithm become smaller with increasing iteration $k$ - see Tables 3-4.
In order to validate the model, we use the AM-LSI estimates and the H-AM-LSI estimates to construct the estimated model, respectively, the predicted outputs are

$$
\begin{align*}
\hat{y}_{i}\left(t_{s}\right) & =y\left(t_{s}\right)-v_{i}\left(t_{s}\right) \\
& =y\left(t_{s}\right)-\hat{E}_{i}(z) y\left(t_{s}\right)+\hat{E}_{i}(z) \hat{\alpha}_{i}\left(t_{s}\right) \tag{67}
\end{align*}
$$

where $\hat{\alpha}_{i}\left(t_{s}\right):=\frac{\hat{C}_{i}(z)+u\left(t_{s}-n\right) \hat{D}_{i}(z)}{\hat{A}_{i}(z)+u\left(t_{s}-n\right) \hat{B}_{i}(z)} u\left(t_{s}\right)$, that is, $\hat{\alpha}_{i}\left(t_{s}\right)=\left[\hat{A}_{i}(z)-\right.$ $\left.1+u\left(t_{s}-n\right) \hat{B}_{i}(z)\right] \hat{\alpha}_{i}\left(t_{s}\right)+\left[\hat{C}_{i}(z)+u\left(t_{s}-n\right) \hat{D}_{i}(z)\right] u\left(t_{s}\right)$.

Define $\hat{y}_{i, f}\left(t_{s}\right):=\hat{E}_{i}(z) y\left(t_{s}\right)$ and $\hat{\alpha}_{i, f}\left(t_{s}\right):=\hat{E}_{i}(z) \hat{\alpha}_{i}\left(t_{s}\right)$, then (67) can be expressed as

$$
\begin{equation*}
\hat{y}_{i}\left(t_{s}\right)=y\left(t_{s}\right)-\hat{y}_{i, f}\left(t_{s}\right)+\hat{\alpha}_{i, f}\left(t_{s}\right) \tag{68}
\end{equation*}
$$

Using the AM-LSI parameter estimates in Table 3 with the noise variance $\sigma^{2}=1.00^{2}$ and $k=10$ to construct the AMLSI estimated model

$$
\begin{aligned}
\hat{y}_{1}\left(t_{s}\right)= & y\left(t_{s}\right)-\hat{y}_{1, f}\left(t_{s}\right)+\hat{\alpha}_{1, f}\left(t_{s}\right) \\
\hat{y}_{1, f}\left(t_{s}\right)= & \left(1+0.14191 z^{-1}-0.08416 z^{-2}\right) y\left(t_{s}\right) \\
\hat{\alpha}_{1, f}\left(t_{s}\right)= & \left(1+0.14191 z^{-1}-0.08416 z^{-2}\right) \hat{\alpha}_{1}\left(t_{s}\right) \\
\hat{A}_{1}(z)= & 1+0.61208 z^{-1}+0.55645 z^{-2} \\
\hat{B}_{1}(z)= & 0.19841 z^{-1}-0.26972 z^{-2} \\
\hat{C}_{1}(z)= & 0.09425 z^{-1}-2.39801 z^{-2} \\
\hat{D}_{1}(z)= & 0.13350 z^{-2} \\
\hat{\alpha}_{1}\left(t_{s}\right)= & {\left[\hat{A}_{1}(z)-1+u\left(t_{s}-n\right) \hat{B}_{1}(z)\right] \hat{\alpha}_{1}\left(t_{s}\right) } \\
& +\left[\hat{C}_{1}(z)+u\left(t_{s}-n\right) \hat{D}_{1}(z)\right] u\left(t_{s}\right)
\end{aligned}
$$

Using the H-AM-LSI parameter estimates in Table 4 with the noise variance $\sigma^{2}=1.00^{2}$ and $k=10$ to construct the H -AM-LSI estimated model

$$
\begin{aligned}
\hat{y}_{2}\left(t_{s}\right) & =y\left(t_{s}\right)-\hat{y}_{2, f}\left(t_{s}\right)+\hat{\alpha}_{2, f}\left(t_{s}\right) \\
\hat{y}_{2, f}\left(t_{s}\right) & =\left(1+0.13271 z^{-1}-0.10039 z^{-2}\right) y\left(t_{s}\right) \\
\hat{\alpha}_{2, f}\left(t_{s}\right) & =\left(1+0.13271 z^{-1}-0.10039 z^{-2}\right) \hat{\alpha}_{2}\left(t_{s}\right),
\end{aligned}
$$

TABLE 4. The H-AM-LSI estimates and errors with different $\sigma^{2}$.

| $\sigma^{2}$ | $k$ | $a_{1}$ | $a_{2}$ | $b_{1}$ | $b_{2}$ | $c_{1}$ | $c_{2}$ | $d_{2}$ | $e_{1}$ | $e_{2}$ | $\delta(\%)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $1.00^{2}$ | 1 | -0.02364 | -0.03492 | -0.04049 | -0.09402 | 0.13711 | -2.48814 | 0.11066 | 0.03974 | 0.02965 | 35.97088 |
|  | 2 | 0.55408 | 0.21759 | 0.21026 | -0.37911 | 0.08579 | -2.43230 | 0.17337 | 0.38613 | 0.43272 | 26.84590 |
|  | 3 | 0.57158 | 0.56596 | 0.20478 | -0.18428 | 0.09997 | -2.41412 | 0.15211 | 0.43214 | 0.34656 | 20.86327 |
|  | 4 | 0.60026 | 0.54644 | 0.19393 | -0.27605 | 0.07941 | -2.41654 | 0.15081 | 0.18481 | 0.00363 | 4.78122 |
|  | 5 | 0.58185 | 0.54350 | 0.20220 | -0.24617 | 0.10099 | -2.41095 | 0.13432 | 0.13771 | -0.09233 | 1.41276 |
|  | 6 | 0.60216 | 0.55009 | 0.19805 | -0.26231 | 0.09666 | -2.39899 | 0.13280 | 0.13614 | -0.09446 | 1.17924 |
|  | 7 | 0.58733 | 0.54790 | 0.20175 | -0.24968 | 0.10135 | -2.40087 | 0.13040 | 0.13292 | -0.10109 | 1.15640 |
|  | 8 | 0.59950 | 0.54959 | 0.19851 | -0.25974 | 0.09782 | -2.39836 | 0.13132 | 0.13342 | -0.09877 | 1.12719 |
|  | 9 | 0.58997 | 0.54886 | 0.20132 | -0.25175 | 0.10075 | -2.40017 | 0.13028 | 0.13242 | -0.10212 | 1.12443 |
|  | 10 | 0.59735 | 0.54902 | 0.19890 | -0.25800 | 0.09843 | -2.39862 | 0.13100 | 0.13271 | -0.10039 | 1.11472 |
| $2.00^{2}$ | 1 | -0.02318 | -0.04759 | -0.03446 | -0.09541 | 0.14039 | -2.49008 | 0.12714 | 0.02645 | 0.04740 | 36.39142 |
|  | 2 | 0.53367 | 0.21193 | 0.21928 | -0.37916 | 0.08847 | -2.43839 | 0.19907 | 0.31274 | 0.28420 | 22.03206 |
|  | 3 | 0.55148 | 0.54800 | 0.20143 | -0.19948 | 0.09861 | -2.42652 | 0.18495 | 0.27982 | 0.13624 | 11.29236 |
|  | 4 | 0.60506 | 0.54661 | 0.19375 | -0.28740 | 0.07688 | -2.41832 | 0.17649 | 0.14677 | -0.07009 | 3.41450 |
|  | 5 | 0.56599 | 0.53875 | 0.20345 | -0.24334 | 0.10397 | -2.41009 | 0.15404 | 0.13501 | -0.09731 | 2.34824 |
|  | 6 | 0.60460 | 0.55157 | 0.19618 | -0.27457 | 0.09380 | -2.39703 | 0.15448 | 0.13544 | -0.09582 | 2.09850 |
|  | 7 | 0.57447 | 0.54443 | 0.20290 | -0.24890 | 0.10272 | -2.40135 | 0.15031 | 0.13281 | -0.10117 | 1.99674 |
|  | 8 | 0.59944 | 0.55037 | 0.19719 | -0.26981 | 0.09555 | -2.39707 | 0.15258 | 0.13359 | -0.09902 | 1.95411 |
|  | 9 | 0.57927 | 0.54632 | 0.20214 | -0.25280 | 0.10154 | -2.40040 | 0.15036 | 0.13236 | -0.10218 | 1.91100 |
|  | 10 | 0.59559 | 0.54930 | 0.19792 | -0.26657 | 0.09668 | -2.39753 | 0.15202 | 0.13290 | -0.10050 | 1.89950 |
| $3.00^{2}$ | 1 | -0.02271 | -0.06026 | -0.02842 | -0.09681 | 0.14368 | -2.49202 | 0.14362 | 0.01316 | 0.06515 | 36.84747 |
|  | 2 | 0.51293 | 0.20652 | 0.22826 | -0.37843 | 0.09178 | -2.44547 | 0.22513 | 0.25443 | 0.16236 | 19.01832 |
|  | 3 | 0.53584 | 0.53299 | 0.19798 | -0.21407 | 0.10059 | -2.43077 | 0.21124 | 0.21342 | 0.03195 | 7.63231 |
|  | 4 | 0.60702 | 0.54949 | 0.19330 | -0.29711 | 0.07799 | -2.41551 | 0.19828 | 0.13974 | -0.08672 | 4.11001 |
|  | 5 | 0.55390 | 0.53344 | 0.20323 | -0.24262 | 0.10539 | -2.40789 | 0.17368 | 0.13383 | -0.09921 | 3.23204 |
|  | 6 | 0.60448 | 0.55444 | 0.19557 | -0.28481 | 0.09183 | -2.39618 | 0.17578 | 0.13488 | -0.09743 | 2.99824 |
|  | 7 | 0.56316 | 0.53914 | 0.20250 | -0.24920 | 0.10347 | -2.40128 | 0.17011 | 0.13252 | -0.10145 | 2.86936 |
|  | 8 | 0.59862 | 0.55306 | 0.19683 | -0.27924 | 0.09376 | -2.39639 | 0.17369 | 0.13365 | -0.09959 | 2.82529 |
|  | 9 | 0.56862 | 0.54156 | 0.20169 | -0.25374 | 0.10206 | -2.40034 | 0.17028 | 0.13220 | -0.10216 | 2.76552 |
|  | 10 | 0.59434 | 0.55174 | 0.19765 | -0.27547 | 0.09504 | -2.39684 | 0.17304 | 0.13311 | -0.10066 | 2.75219 |
| True values |  | 0.60000 | 0.55000 | 0.20000 | -0.25000 | 0.10000 | -2.40000 | 0.11000 | 0.15000 | -0.10000 |  |



FIGURE 3. The predicted outputs $\hat{y}_{1}(t)$, actual outputs $y(t)$ and their errors $\hat{y}_{1}(t)-y(t)$ versus $t$ based on the AM-LSI estimates.

$$
\begin{aligned}
\hat{A}_{2}(z)= & 1+0.59735 z^{-1}+0.54902 z^{-2} \\
\hat{B}_{2}(z)= & 0.19890 z^{-1}-0.25800 z^{-2} \\
\hat{C}_{2}(z)= & 0.09843 z^{-1}-2.39862 z^{-2} \\
\hat{D}_{2}(z)= & 0.13100 z^{-2} \\
\hat{\alpha}_{2}\left(t_{s}\right)= & {\left[\hat{A}_{2}(z)-1+u\left(t_{s}-n\right) \hat{B}_{2}(z)\right] \hat{\alpha}_{2}\left(t_{s}\right) } \\
& +\left[\hat{C}_{2}(z)+u\left(t_{s}-n\right) \hat{D}_{2}(z)\right] u\left(t_{s}\right)
\end{aligned}
$$

In order to validate these estimated models, we use the rest $t_{r}=100$ data from $t=t_{s}^{*}+1$ to $t=t_{s}^{*}+t_{r}$ to compute the predicted outputs $\hat{y}_{i}(t)$ of the system. Their predicted outputs $\hat{y}_{i}(t)$, actual outputs $y(t)$ and their errors $\hat{y}_{i}(t)-y(t)$ are plotted in Figures 3-4 for the AM-LSI and H-AM-LSI algorithms. Using the estimated outputs to compute the root-mean-square


FIGURE 4. The predicted outputs $\hat{\boldsymbol{y}}_{2}(t)$, actual outputs $y(t)$ and their errors $\hat{y}_{\mathbf{2}}(\boldsymbol{t})-\boldsymbol{y}(\boldsymbol{t})$ versus $\boldsymbol{t}$ based on the H-AM-LSI estimates.
errors (RMSEs)

$$
\begin{aligned}
& \operatorname{Error}\left(\hat{y}_{1}\right):=\left[\frac{1}{t_{r}} \sum_{j=t_{s}^{*}+1}^{t_{s}^{*}+t_{r}}\left[\hat{y}_{1}(t)-y(t)\right]^{2}\right]^{1 / 2}=1.07019 \\
& \operatorname{Error}\left(\hat{y}_{2}\right):=\left[\frac{1}{t_{r}} \sum_{j=t_{s}^{*}+1}^{t_{s}^{*}+t_{r}}\left[\hat{y}_{2}(t)-y(t)\right]^{2}\right]^{1 / 2}=1.06931 .
\end{aligned}
$$

From Figures 3-4, we can see that the predicted outputs $\hat{y}_{1}(t)$ and $\hat{y}_{2}(t)$ are very close to the true outputs $y(t)$, and the RMSEs of the two algorithms are very close to the noise standard deviation $\sigma=1.00$. In other words, the estimated model can capture the dynamics of the system.

## VI. CONCLUSIONS

This work mainly presents an auxiliary model based least squares iterative (AM-LSI) algorithm and a hierarchical auxiliary model based least squares iterative (H-AM-LSI) algorithm for the bilinear systems with an AR process by using interval-varying input-output data. Compared with the AM-LSI algorithm, the H-AM-LSI algorithm has a lower computational burden and a higher parameter estimation accuracy. The simulation results shown that all the proposed algorithms can identify bilinear systems well and can give accurate parameter estimates for bilinear systems. However, the convergence analyses of the proposed method is very difficult and worth further studying. The proposed methods can be extended to other linear nonlinear systems and nonlinear systems with different structure and colored noise, and can be applied to other fields.
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