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ABSTRACT As people have become more and more connected, there are certain scenarios where items
need to be recommended to groups of users rather than individual user, which motivate studies on group
recommender systems (GRSs). However, developing GRSs is not an easy task, because a group consists
of multiple members with heterogeneous preferences. How to make a trade-off among their preferences
remains challenging. Existing works almost aggregate members’ preferences into forms of single values
as group profile. However, simple aggregations fail to well reflect comprehensive group profile when it
comes to groups with highly conflicting preferences. In this paper, we propose Greption, a novel group
recommendation mechanism from the perspective of preference distribution. First, based on preference
distributions toward items in training set, a multi-dimensional support vector regression model is established
to predict preference distributions toward candidate items. Then, through a modified VIKOR method,
we transform the process of selecting items for a group into a multi-criteria decision making process.
Furthermore, the Greption is extended to be able to handle data sparsity. Specifically, we propose two
heuristic schemes for this purpose. And we present a set of experiments to evaluate the efficiency of the
Greption.

INDEX TERMS Group recommendation mechanism, preference distribution, multi-criteria decision mak-
ing, collaborative filtering.

I. INTRODUCTION
With rapid development of the Internet, more andmore online
services inevitably suffer from information overload prob-
lem [16], [30], which makes it difficult for users to find
the information they require [47], [48], [51]. Recommender
systems (RSs) [5], [41], [42] is one popular technique pro-
posed to address this issue, and it suggests items for users
according to their preferences. In the past decade, RSs have
been extended to more general fields, such as music, movies,
news, etc. Despite a lot of research efforts devoted in RSs,
most prior studies focused on providing recommendations to
individual users. However, as people have become more and
more connected, there are certain scenarios where items need
to be recommended to groups of users rather than individual
user [29], [39], [46], [52]. Fig. 1 illustrates some typical
examples of these scenarios:

1) Members of a family gather together to watch TV.
It is not easy to select suitable TV shows for them
all.

2) Friends gather to have dinner. Due to their different
tastes, it remains hard to recommend a table of dishes
for them.

3) For a community library, it is important to config-
ure ratios of various categories of books to satisfy
people’s conflicting preferences.

4) Entertainment systems on board can carry multimedia
resources. But due to limited storage space, appro-
priate resources need to be selected to satisfy all the
passengers.

Group Recommender Systems (GRSs) aim to provide
recommendations that satisfy preferences of all users in a
group [7]. However, making recommendations for groups
of users remains hard, because groups usually consist of
multiple users with heterogeneous preferences. How to make
a trade-off among them is a really challenge [6], [24]. As
for the group formation, there are two types of groups in
GRSs [3], [19]: persistent groups and ephemeral groups. Per-
sistent groups refer to a type of communities in which people
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FIGURE 1. Typical scenarios concerning recommending items to groups of
users.

have social relations or share common social circles (e.g.
classmates, colleagues, friends). Ephemeral groups represent
a type of communities in which people gather occasion-
ally or randomly, not because of social relationship or any-
thing in common (e.g. passengers occasionally taking the
same airplane). Most of researches concerning GRSs are
related to the former, because additional information (such
as social relations) can be introduced as auxiliary factor [12],
[13], [17], [37], [38], [43], [45], [54]. Our research in this
paper focuses on GRSs for the ephemeral groups [1], [2]
[20]–[22], [25], [28], [29], [33], [36], [50], [52]. Despite
difference in these methods, almost all of them just aggre-
gate members’ preferences into single values as group pref-
erences through different aggregation functions. Note that
preferences in RSs generally refer to ratings given by users
towards items. Specifically, members’ ratings towards items
are aggregated into forms of single rating values as group
profile through simple aggregation functions, such as aver-
age, least misery, weighted average, etc. Then, conventional
methods of individual recommendations like matrix factor-
ization (MF) are utilized to generate recommendations for
the group. Nevertheless, simple aggregations usually fail to
reflect conflicting characteristics of group preferences. Thus,
these methods cannot well deal with groups with highly con-
flicting preferences, especially large-scale groups. We give
an example of such case. We assume that 100 members
constitute an ephemeral group and give ratings to an item
according to their preferences. The ratings are integers rang-
ing from 1 to 5. Rating Distribution of the 100 members
is shown in Fig. 2. Although average value of their ratings
is 2.8, half of members give ratings as 1 or 5. Therefore, sim-
ple aggregation-based methods cannot model comprehensive
group profile.

In order to capture the conflicting characteristics of
group preferences, this research regards group profile as
the distributions of members’ preferences towards items.

FIGURE 2. Simple aggregations cannot well reflect comprehensive group
profile.

Thus, comprehensive group profile can be well reflected.
In this paper, a novel Group Recommendation Mech-
anism from the Perspective of Preference Distribution
(Greption) is proposed. First, idea of Label Distribution
Learning (LDL) [14], [15] is introduced to model group pro-
file. Specifically, based on preference distributions towards
items in training set, a multi-dimensional support vector
regression model is established to predict preference distri-
butions towards candidate items. Then, through a modified
VIKOR method, we transform the process of selecting items
for a group into a multi-criteria decision making process
(MCDM). Furthermore, the Greption is extended to han-
dle the sparse data. Specifically, we propose two heuristic
schemes—Preference Average (PA) and User-based Collab-
orative Filtering (CF) for this purpose. To the best of our
knowledge, we are the first to develop group recommendation
mechanism from the perspective of preference distribution.
The main contributions of this paper are summarized as fol-
lowing aspects:
• We consider the limitation of simple aggregation-
based methods, and regard the group profile as
the distribution of members’ preferences towards
items.

• In order to generate recommendations under preference
distributions, we transform the process of selecting items
for a group into anMCDM to optimize recommendation
results.

• The Greption approach is extended to be able to handle
the sparse data.

• A set of experiments are conducted on two real-world
datasets to demonstrate efficiency of the proposed
approach.

The rest of this paper is organized as follows. In Section II,
we give summary about the related work. In Section III,
we describe Greption framework and functionality of
its components. The group recommendation mechanism
from the perspective of preference distribution is pro-
posed in Section IV. Section V presents the experimental
results with analysis. Finally, we conclude this paper in
Section VI.
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II. RELATED WORK
This study attempts to propose a novel group recommenda-
tion mechanism. The following subsections briefly state prior
studies related to our research.

A. GROUP RECOMMENDATION FOR PERSISTENT GROUPS
Most of relevant researches focus on GRSs for the per-
sistent groups, because additional information (such as
social relations) can be introduced as auxiliary factor.
Salehi-Abari and Boutilier [45] developed a probabilistic
inference method to predict individual preferences given
observed social connections as well as partially observed
preferences of others. Then, they exploited these pre-
dictions in a social choice context to make recommen-
dations for groups. Quijano-Sanchez et al. [40] proposed
ARISE, an approach that makes use of social informa-
tion to produce enhanced recommendations to groups.
Gartrell et al. [13] proposed a group consensus function.
The function studies the social, expertise, and interest dis-
similarity among members. Seko et al. [47] proposed an
algorithm that calculates recommendation scores using a
feature space based on relationships among group members.
Yuan et al. [55] proposed a probabilistic model named COm-
census Model (COM) to model the generative process of
group activities, and infer users’ preferences to make rec-
ommendations. Bento et al. [3] formalized the problem of
making recommendations to persistent groups as a suitable
Multiarmed bandit (MAB) problem. Hong et al. [17] pro-
posed Group Recommendation based on social affinity and
trustworthiness. Feng and Cao [12] proposed a approach for
group recommendation based on random walk with restart
model. This approach predicts more accurate group prefer-
ences with the aid of graphical relationships among users and
items. Zhang et al. [56] pioneered a Nash equilibrium based
Item Group Recommendation approach (NIGR). Specifi-
cally, they evaluated each user’s preference towards an item
group from two perspectives: individual preference and social
affection. Then, recommendation process was modeled as a
game to achieve Nash equilibrium. In [9], Christensen et al.
presented a group recommender system for tourism, which
models group profile by analyzing not only members’ pref-
erences, but also the social relationships among group mem-
bers. Kim and El Saddik [24] introduced a new graph model
utilizing fruitful tagging information. Based on this, they
presented a stochastic method that generates recommenda-
tions according to link-structure analysis in a probabilistic
manner. Liu et al. [27] modeled group profile by considering
the personal preferences and personal impacts.

B. GROUP RECOMMENDATION FOR
EPHEMERAL GROUPS
GRSs for ephemeral groups had also been researched
in recent years. In [1], Ardissono et al. used a weighted
form of the Average Strategy to make recommendations.
In [29], O’connor et al. used the Least Misery Strategy.

But the method focused on groups with small sizes. In [28],
McCarthy et al. used a variant of the Average Without Mis-
ery Strategy for this purpose. In [52], Yu et al. proposed a
TV program recommendation strategy for groups of viewers
based on a variant of the Average Strategy. In [50], Wang
et al. developed a group recommender system which assigns
each member a contribution score and aggregates members’
profiles into group profile. In [33], Ortega et al. aggregated
the preferences of members via the Average Strategy, and per-
formed group recommendations using MF. Kaššák et al. [22]
proposed a hybrid recommendation mechanism that com-
bines content-based and collaborative strategies. In [36],
Queiroz et al. suggested a method of making recommenda-
tions for groups through fuzzy majority. In [25], Lin et al.
merged members’ historical records as a group’s historical
records, and then proposed a ranking method to suggest
recommendations. In [2], Baskin et al. presented a prefer-
ence aggregation algorithm that search for a Kemeny-optimal
ordering of items by aggregating users’ relative preferences.
In [20], Kagita et al. took all members’ transitive prece-
dence of items into consideration, and constructed a virtual
user to represent that group. In [22], Kim et al. presented a
recommender system which adopts graph-based approach to
model relations between users and items. In [18], Hu et al.
proposed a group recommendation approach which takes
individual choices and group decisions in a joint model built
with restricted Boltzmannmachines.With such a deepmodel,
high-dimensional features can be obtained to represent group
preference. In [8], Cheng et al. abstracted group features
into latent factors. Specifically, they proposed a novel rec-
ommendation model named GLFM, which attempts to learn
a factorization of latent factor space into latent subspaces
concerning behaviors.

C. LABEL DISTRIBUTION LEARNING
Conventionally, a learning process attempts to learn a map-
ping from examples to labels. There are two main ways about
the mapping in existing learning schemes [55]:

• Single-label learning (SLL): One instance is associated
with one label.

• Multiple-label learning (MLL): One instance is associ-
ated with not less than one label.

Recently, learning with ambiguity drew much attention.
Label distribution learning (LDL) was developed for this
purpose. LDL is a novel learning framework that assigns each
instance a distribution of labels. In a label distribution, a real
number Pyx ∈ [0, 1] is assigned to each label y, representing
the degree that the corresponding label describes instance x.
The sum of all the labels’ values is 1, which means that an
instance is fully described by labels. The goal of LDL is to
learn a conditional probability density function (p.d.f.) with
parameter set θ :

dyx = p (y|x; θ) (1)

where θ is the set of all parameters.
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FIGURE 3. Infrastructure of Greption.

D. VIKOR METHOD
VIKOR was proposed for multi-criteria optimization
problems [31], [32]. This method focuses on giving optimal
ranking results from a set of candidate items under conflict-
ing criteria. The final ranking results are obtained through
balancing multiple criteria.

The main work of the paper is different from above works.
Firstly, rather than simple aggregations, this paper regards
group profile as distributions of preferences. Secondly, a
scheme of generating recommendation results under prefer-
ence distribution is proposed. Thirdly, the proposed mecha-
nism is extended to be able to handle data sparsity.

III. GREPTION FRAMEWORK
In this section, we describe the proposed Greption
framework shown in Fig. 3. To begin with, we formulate
statement of research problem in this paper. Suppose that a
number of users form a group G, and that a set of candidate
items Il (l = 1, 2, . . . ,M) in which some of them will be
selected for the group. And output is top-m recommendation
results for the group, represented as LG = {L1,L2, . . . ,Lm}.
To achieve this, LDL is firstly introduced to formulate a
model to predict group profile concerning candidate items
Il . Members’ historical ratings towards items will be uti-
lized to train the model. Items of training set are denoted
as xi (i = 1, 2, . . . , n). Then, a modified VIKOR method is
proposed to generate recommendation results for the group.

The Greption framework consists of one service registry
and four main modules: group formation, data preprocess-
ing, group profile prediction, and recommendation results

decision. Among them, service registry is a repository that
stores users’ historical rating records towards items, and is
actually the source of training set in this research. Function-
ality of four main modules is described as follows:

A. GROUP FORMATION
We assume that service registry stores users’ historical rat-
ing records towards items. In this module, it is supposed
to form groups firstly. As we focus on recommendation for
ephemeral groups in this paper, groups are formed by ran-
domly selecting users, regardless of social relations among
them. Then, it is expected to compute preference distribution
of the group towards each item in service registry for training.
Specifically, the preference distribution is members’ rating
distribution towards each item.

B. DATA PREPROCESSING
Our group recommendation mechanism is particularly
designed based on the assumption that items of training set
possess sufficient rating information from group members.
Because calculation precision of preference distribution will
be reduced if rating information is not sufficient. However,
in real-world recommendations, a large number of items may
have limited ratings from group members. Thus, it is sig-
nificant to recover members’ missing ratings towards items
through various prediction means. And the Greption is also
extended to be able to handle data sparsity. In this module,
we firstly set a discrimination strategy to control the trigger
of data recovery scheme. We assume that the data recovery
scheme will be trigged according to the following rule:

5868 VOLUME 6, 2018



Z. Guo et al.: Novel Group Recommendation Mechanism From the Perspective of Preference Distribution

FIGURE 4. Complete sketch map of group profile prediction and
recommendation results decision.

• The group size is denoted as |G|. For an item xi, there
should be |G| members’ ratings towards the item. If the
number of missing ratings is not less than |G| /3, the data
recovery scheme will be trigged.

Then, to recover missing rating information, we employ two
schemes to handle this issue. The two schemes are described
in Section IV-C. After processing of this module, final pref-
erence distributions concerning training set are obtained.

C. GROUP PROFILE PREDICTION
In this module, a learning strategy LDL is implemented.
As depicted in upper part of Fig. 4, the preference distribu-
tions towards items xi of service registry are firstly input as the
training set. Then, a model with parameters that can output
preference distributions is formulated. Next, with parameters
of the model estimated, group profile concerning candidate
items Il can be calculated accordingly.

D. RECOMMENDATION RESULTS DECISION
Having modeled group profile, the aim of this stage is to
select appropriate items for the group. As depicted in lower
part of Fig. 4, predicted preference distributions of candidate
items can be transformed into multi-criteria with criterion
values respectively. Then, a modified VIKOR method incor-
porating fuzzy set theory is implemented to transform the
item selection problem into an MCDM. After processing of
this module, candidate items are ranked as recommendation
results for the group.

IV. GROUP RECOMMENDATION MECHANISM
In this section, we present mathematical description of the
proposed Greption approach. First, idea of LDL is introduced

to finely model group profile concerning candidate items.
Then, by proposing amodifiedVIKORmethod, we transform
the process of selecting items for a group into anMCDM. Fur-
thermore, theGreption approach is extended to be able to han-
dle data sparsity through two heuristic schemes: PA and CF.

A. MODELING OF GROUP PROFILE PREDICTION
As mentioned in Section 2.3, LDL is a novel learning frame-
work that views each instance as a distribution of labels. And
it is well suitable for modeling preference distributions.

1) PREFERENCE DISTRIBUTION MODELING
It is assumed that group members’ rating distribution towards
an item is viewed as a label distribution. We further assume
that training set contains |G| users as well as n items rated by
users, and that the ratings given by users comprise c levels.
Not all the items are rated by each user of the group. Let xi
denote items of training set, yj (j = 1, 2, . . . , c) denote all the
labels, and Pi

(
yj
)
denote preference distribution of xi. The

input space of LDL is obtained as:

S =
{(
x1,P1

(
yj
))
,
(
x2,P2

(
yj
))
, . . . ,

(
xn,Pn

(
yj
))}

,

Given above, the goal is to learn the group’s preference
distributions towards candidate items Il .

Preference distribution of an instance xi contains several
components, denoting several dimensions of it. We utilize
linear function to compute values of each dimension:

d = f (x) = Wϕ (x)+ b (2)

where ϕ (x) denotes a transformation of x to a higher dimen-
sional space of features RH (W ∈ Rc and b ∈ Rc).

Next, in order to output distribution of the c labels, multi-
dimensional regression analysis can be adopted to realize
it. As for research problem in this paper, linear regression
estimation problem can be regarded as finding the mapping
between an item vector x and an label distribution vector yj.
General regressions cannot well deal with operations with
high computational complexity. A more rational solution is
to utilize multi-dimensional SVR [34], leading to solving the
following optimization problem:

min

1
2

c∑
j=1

∥∥∥wj∥∥∥2 + β n∑
i=1

L (hi)

 (3)

where wj is the transpose of the j-th row of W , L (hi) is
loss function of instance xi and β is penalty parameter. The
implicit meaning of Eq.(3) can be described as: the SVR
finds the regressor W and b that minimizes the empiri-

cal error 1
2

c∑
j=1

∥∥wj∥∥2 + β n∑
i=1

L (hi). As for common multi-

dimensional SVR, its loss function is depicted as L1-norm:

L (hi) =

{
0 hi < ε

hi − ε hi > ε
(4)

hi = |d i − (Wϕ (x)+ b)| (5)

VOLUME 6, 2018 5869



Z. Guo et al.: Novel Group Recommendation Mechanism From the Perspective of Preference Distribution

where hi is a vector that represents the loss about c dimen-
sions of the i-th item. But as pointed by [34], in multi-
dimensional SVR, L1-norm loss function will be calculated
for each dimension independently, which will make compu-
tation complexity grow with the number of dimensions, thus
loss function is expected to be formulated as L2-norm for sake
of simplicity:

L (hi) =

{
0 hi < ε

(hi − ε)2 hi ≥ ε
(6)

hi = ‖ei‖ =
√
eiT ei (7)

ei = d i − (Wϕ (x)+ b) (8)

where d i denotes real label distribution of i-th instance,
Wϕ (x) + b is the label distribution calculated by prediction
model, and thus ei denotes the empirical error. Note that
L (hi) is the Vapnik ε-insensitive loss function [4], [11] and
hi is the loss. It builds an abstract insensitive zone determined
by ε around the estimate [49], meaning that loss less than
insensitive parameter ε will be ignored. In order to predict
preference distributions, it is expected to solve the optimiza-
tion problem in Eq.(3). The following subsection is organized
for this purpose.

2) OPTIMIZATION FOR MULTIDIMENSIONAL SVR
Optimization problems manage to iteratively update previous
solutions in each iteration to search for the following ones
until convergence. It is hard to directly solve the problem in
Eq.(3). Instead, a quasi-Newton based solution IRWLS [35] is
utilized to search for approximate solution. Firstly, first order
Taylor expansion of loss function term in objective function
in Eq.(3) is utilized to replace the loss function term as its
approximation:

T ′ (W , b) =
1
2

c∑
j=1

∥∥∥wj∥∥∥2 + β n∑
i=1

L
(
h(g)i

)

+β

n∑
i=1

dL (h)
dh
|h(g)i

(
e(g)i

)T (
ei − e

(g)
i

)
h(g)i

(9)

Submitting Eq.(7) into Eq.(9) leads to the following trans-
formed formula:

T ′′ (W , b) =
1
2

c∑
j=1

∥∥∥wj∥∥∥2 + β n∑
i=1

L
(
h(g)i

)

+β

n∑
i=1

dL (h)
dh
|
h(g)i

(
h2i −

(
h(g)i

)2)
h(g)i

=
1
2

c∑
j=1

∥∥∥wj∥∥∥2+1
2

n∑
i=1

aih2i + ξ (10)

where

ai =


0 hi(g) < ε

2β
(
hi(g) − ε

)
hi(g)

hi(g) ≥ ε
(11)

and ξ is sum of constant terms never relying on W or b.
Finding minimum of Eq. (10) can be solved by letting the
gradient equal to zero [35]. Due to the space limit, we leave
out detailed derivation process of optimal solution finding.
Finally, the optimal solutions wj and bj can be obtained and
then substituted into Eq. (2) to calculate predicted prefer-
ence distributions of candidate items Il . So far, group profile
concerning candidate items, denoted as P̄l

(
yj
)
, is obtained.

As all the predicted must follow the condition
c∑
j=1

P̄l
(
yj
)
= 1,

thus the final preference distribution need to be obtained by
normalizing P̄l

(
yj
)
:

Pl
(
yj
)
=

P̄l
(
yj
)

c∑
j=1

P̄l
(
yj
) (12)

B. DECISION OF RECOMMENDATION RESULTS
Given predicted group profile, the aim of this stage is to
select appropriate items for the group. However, preference
distributions are highly ambiguous, and are composed by
some components. And components correspond to preference
levels. To achieve this goal, we propose a modified VIKOR
method incorporating fuzzy set theory, and transform the
item selection process into an MCDM. To construct MCDM,
following assumptions are established:
• Let Il be the set of items to be recommended, that is,
alternatives.

• For items Il , they have group preference distribution
Pl
(
yj
)
concerning c-level rating. Let yj denote the cri-

teria for decision and Pl
(
yj
)
denote its values.

• Preference distribution values of Il corresponding to
criteria yj are called VClj.

Given candidate items Il and predicted group profile Pl
(
yj
)
,

the objective of the modified VIKOR method is to find opti-
mal ranking order for items Il under c criteria.

1) CRITERIA ASSESSMENT
As c criteria possess different meanings, we firstly adopt
fuzzy set theory to assess the nature of criteria. Here, the c
criteria are divided into three clusters C1, C2, and C3 with the
aid of membership function:

yj ∈


C1 0 < µ̃j ≤ 0.3
C2 0.3 < µ̃j ≤ 0.6
C3 0.6 < µ̃j ≤ 1

(13)

where

µ̃j =
1
2
+

1
2
sin

π

c

(
j−

c
2

)
, j = 1, 2, . . . , c (14)

2) DECISION MATRIX GENERATION
A pseudo decision maker is simulated to assess criteria values
of items Il and to give decision scores for each criterion of
items Il . As for criteria of C3, higher values signify utility.
And for criteria of C1, higher values imply dissatisfaction.
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Their decision scores are assumed to range from 0 to 100.
Yet criteria of C2 are relatively neutral, their decision scores
are not expected to be too high or too low, and are assumed
to range between two positive integers q1 and q2. Therefore,
decision score of criteria can be calculated as follows:

DS lj =


50 ·

[
2
π
arcsin

(
2VClj − 1

)
+ 1

]
yj ∈ C3(

1− VClj
)
· q1 + VClj · q2 yj ∈ C2

50 ·
[
2
π
arcsin

(
1− 2VClj

)
+ 1

]
yj ∈ C1

(15)

where DS lj denotes the decision score of j-th criterion of l-th
item. Thus, decision matrix D of the pseudo decision maker
can be constructed:

D =


DS11 DS12 · · · DS1c
DS21 DS22 · · · DS2c
...

...
. . .

...

DSM1 DSM2 · · · DSMc

 (16)

3) ITEM RANKING
For all criteria, we denote the best value by F∗j and the worst
value by F−j as follows:

F∗j =

{
maxDS lj yj ∈ C3

minDS lj yj ∈ (C1 ∪ C2)

F−j =

{
minDS lj yj ∈ C3

maxDS lj yj ∈ (C1 ∪ C2)
(17)

We denote the aggregated value of l-th item with a maximum
group utility by GUl and compute it as following formula:

GUl =
c∑
j=1

ηj

(
F∗j − DS lj

)
/
(
F∗j − F

−

j

)
(18)

We denote the aggregated value of l-th item with a minimum
individual regret of ‘‘opponent’’ by IRl and compute it as
following formula:

IRl = max
j=1,...,c

[
ηj

(
F∗j − DS lj

)
/
(
F∗j − F

−

j

)]
(19)

where ηj is the weight of criterion j, and is initially defined
as:

ηj =

M∑
l=1

VClj (20)

We denote value of benefit ratio for lth item by Ql and
compute it as following formula:

Ql = λ
(
GUl − GU∗

)
/
(
GU− − GU∗

)
+ (1− λ)

(
IRl − IR∗

)
/
(
IR− − IR∗

)
GU∗ = min

l=1,...,M
GUl,GU− = max

l=1,...,M
GUl

IR∗ = min
l=1,...,M

IRl, IR− = max
l=1,...,M

IRl (21)

where λ is a weight parameter for the strategies.
So far, all the items are ranked by sorting the values GUl ,

IRl , and Ql respectively in ascending order, obtaining three

ranking lists. The schemewithminimum value ofQ is consid-
ered the optimal solution, if these two conditions are satisfied:

1) The formula:

Q
(
I∇
)
− Q

(
I1
)
≥ 1/(M − 1) (22)

where I∇ is the second item in the ranking list byQ, I1

is the first item, and M is the number of items.
2) The item I1 must be also the best ranked byGU and/or

IR.

C. HANDLING OF DATA SPARSITY
Our group recommendation mechanism is particularly
designed based on the assumption that items of training set
possess sufficient ratings from group members. Because cal-
culation precision of preference distribution will be reduced
if rating information is not sufficient. However, in real-world
situations, a large fraction of items may have limited ratings
from group members. To handle this issue, we extend the
Greption approach by proposing two heuristic schemes—
Preference Average (PA) and User-based Collaborative Fil-
tering (CF) [40], as follows.

1) PREFERENCE AVERAGE
We assume that rating towards item k from user u is absent,
and is to be predicted. Although user u lacks rating towards
item k , we can simply calculate the average of her historical
rating records towards other items:

Ruk =

∑
Ruz
Nu

(23)

where Ruz is user u’s past rating records, Nu is the number of
user u’s past rating records, and Ruk is the estimated rating of
user u towards item k . Ruk takes the integer.

2) COLLABORATIVE FILTERING
Another way to handle data sparsity is to apply information
of other similar users. User-based Collaborative Filtering
algorithm was proposed in 1994. And it has been widely used
for infering unknown user preferences from similar users.

The first step is calculation of similarity. In general, sim-
ilarity between two users u and v is measured by Pearson
correlation coefficient [44] and computed as follows:

sim (u, v) =

∑
k∈̃I

(
rv,k − rv

) (
ru,k − ru

)
√∑
k∈̃I

(
rv,k − rv

)2√∑
k∈̃I

(
ru,k − ru

)2 (24)

where Ĩ is the set of items rated by both user u and v, ru,k
denotes rating towards item k given by user u and rv,k denotes
rating towards item k given by user v. The rating averages ru
and rv are taken over the common items rated by both user u
and user v.

After that, the unknown rating Ruk is predicted as follows:

Ruk = ru +

∑(
rv,k − rv

)
· sim (u, v)∑

|sim (u, v)|
(25)
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TABLE 1. Metadata included in the experimental dataset.

and we will compare performance of these two heuristic
solutions in Section V.

V. EXPERIMENTS AND ANALYSIS
In this section, we conduct a set of experiments on two
real-world datasets to evaluate the proposed approach.
In Section V-A, we introduce basic assumptions and setup of
our experiments. Section V-B presents relevant metrics and
baselines for the experiments. We finally present results and
analysis of the experiments in Section V-C.

A. EXPERIMENTAL SETUP
Compared with building pure simulation scenario via com-
puter technology, we tend to set up experimental scenar-
ios from real-world datasets. As far as we know, there
are no special datasets that have been published for group
recommendations. Therefore, we employ the ‘‘MovieLens
10M’’ dataset1 (referred to as MovieLens) and the ‘‘Netflix’’
dataset2 (referred to as Netflix), which are popular datasets
when evaluating methods of individual recommendations.
The MovieLens includes 10681 items and 10000054 ratings
from 71567 different users, while the Netflix includes 17770
items and 100480507 ratings from 480507 different users.
And the ratings of both datasets range from 1 to 5. It is
assumed that items which have been assessed by members of
groups will be filtered out of candidate items. Also, we select
65% of the data for training and 35% for testing.

Note that because these datasets do not contain informa-
tion of group formation. Here we present group generating
rules in this research. Our experiments attempts to construct
ephemeral groups that are probable to have highly conflicting
preferences. For this type of groups, two important features
affect evaluation results—group size and social relations
among members:
• For the former, group sizes are set to these levels: 300,
350 400, 450 and 500.

• For the latter, we randomly select users possessing no
explicit shared preference relations to construct groups.

To extract features from items, metadata of the experimen-
tal datasets is obtained from IMDb.3 Tab. 1 lists metadata
used for the dataset, in which we divide all the attributes into
two types: numeric attributes and categorical attributes. Some

1http://www.grouplens.org/
2http://www.netflixprize.com/
3http://www.imdb.com/

categorical attributes, such as names of actors, are unstruc-
tured data. In this experiment, we set a threshold φ to filter
those who appear less times than the threshold value, in order
to simplify the complexity of data. The categorical attributes
are then changed into numerical ones by numbering each
value of all the categorical attributes. Finally, normalizing all
the attributes values to the same scale.

We set the parameter β of Eq. (3) to 1.0, the tolerance
parameter ε in Eq. (15) to 0.12. q1 and q2 in Eq. (16) are set
to 15 and 85 respectively, and the weight λ in Eq. (21) is set
to 0.5. As for the two datasets, the number of labels is c = 5.

B. METRICS AND BASELINES
In our experiments, we evaluate performance of the Greption
through efficiency of recommendation lists. We adopt several
metrics that have been utilized in some relevant researches:
nDCG, MRR@m, MAP@m.
nDCG refers to normalized discounted cumulative gain.

It has been widely used in assessment of recommendation
algorithms. Detailed explanations of nDCG measure are
described in [50], and are left out here.

MRR refers to mean reciprocal rank. It is a universal rank-
ing metric to measure recommendation quality by finding out
how far from the top of the list the first successfully predicted
item is (averaged over all test cases). Detailed descriptions
are described in [10]. MRR for a group is the average of all
the group members’, denoting global rank efficiency. And
MRR@m denotes value of MRR while making top-m rec-
ommendation. In our experiments, we set m as 5 and 10 for
evaluation.

MAP refers to mean average precision. It is a popular
metric to measure precision of retrieval by finding aver-
age precision of retrieved items. Detailed explanations are
described in [27]. MAP for a group is the average of all the
group members’. And MAP@m denotes value of MAP while
making top-m recommendation. In our experiments, we setm
as 5 and 10 for evaluation.

As for baselines for comparison, we select the following
classical approaches about group recommendation as base-
lines:
• LM [29]—The group preference is viewed as forms of
single values, and is generated through the least misery
strategy.

• AVG [29]—The group preference is viewed as forms
of single values, and is generated through the average
strategy.
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• AM [28]—the group preference is generated through
the average without misery strategy. In this aggregation
strategy, A threshold is used to filter out items that will
cause disappointment for members. In our experiment,
this threshold is set to rating of 2.

• MCS [50]—The group profile is also viewed as forms
of single values, and is established with a newly pro-
posed concept weighted individual preference, in which
weights are computed for each member.

To further evaluate performance of handling data sparsity,
we denote pure Grepation approach without any schemes to
handle data sparsity as Gre. The Gre is able to represent the
proposed Greption approach. Andwe also define two variants
of Greption approach. Gre+PA is a variant of Greption with
employing PA to handle data sparsity. Gre+CF is another
variant of Greption with employing user-based CF to handle
data sparsity.

C. RESULTS AND ANALYSIS
In this subsection, our experiments can be divided into
two parts: performance evaluation of pure Greption
approach (Gre), and performance evaluation of handling data
sparsity. For the former, the Gre is compared with baselines
using both two datasets with respect to metrics: nDCG,
MAP@5, MAP@10, MRR@5, andMRR@10. For the latter,
Gre is compared with two variants Gre+PA and Gre+CF on
MovieLens with respect to same metrics.

Fig. 5 shows the obtained nDCG results on MovieLens
with different group sizes, in which Fig. 5(a) corresponds
to group size of 300, Fig. 5(b) corresponds to group size of
400, and Fig. 5(c) corresponds to group size of 500. The
X-axis indicates the number of top-m items that will be
selected after ranking, while the Y-axis represents the values
of metrics. It can be seen from each sub-figure that the recent
proposed MCS performs better than conventional methods
like LM, AVG, and AM, regardless of group size. Obviously,
simple aggregations cannot well reflect comprehensive group
profile. However, performance of MCS is not comparable to
theGre. Take top-5 recommendation as an example, theGre is
about 11% better than MCS with group size of 300, about 9%
better thanMCSwith group size of 400, and about 10% better
than MCS with group size of 500. Take top-8 recommenda-
tion as another example, the Gre is about 3% better thanMCS
with group size of 300, about 2% better thanMCSwith group
size of 400, and about 5% better than MCS with group size
of 500. The same experiments are also conducted on Netflix
who possesses richer ‘‘user-item’’ information. Fig. 6 shows
the obtained nDCG results on Netflix with different group
sizes, in which Fig. 6(a) corresponds to group size of 300,
Fig. 5(b) corresponds to group size of 400, and Fig. 5(c)
corresponds to group size of 500. The X-axis indicates the
number of top-m items that will be selected after ranking,
while the Y-axis represents the values of metrics. From this
set of results, it is easy to find that MCS also performs
better than conventional methods like LM, AVG, and AM

FIGURE 5. nDCG results on ‘‘MovieLens’’ dataset with different group
sizes respectively. (a) Group size: 300. (b) Group size: 400. (c) Group
size: 500.

with any group size. This can also prove the inefficiency
of simple aggregation-based methods. Furthermore, the Gre
exceeds MCS to some extent. Take top-5 recommendation
as an example, the Gre is about 6% better than MCS with
group size of 300, about 6% better than MCS with group size
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FIGURE 6. nDCG results on ‘‘Netflix’’ dataset with different group sizes
respectively. (a) Group size: 300. (b) Group size: 400. (c) Group size: 500.

of 400, and about 5% better thanMCSwith group size of 500.
Take top-8 recommendation as another example, the Gre is
about 7% better than MCS with group size of 300, about 5%
better than MCS with group size of 400, and about 7% better
than MCS with group size of 500. Viewing group profile as
preference distribution rather than forms of single values will

certainly be able to capture more comprehensive preference
features for a group. It is established from a global insight.
While regarding group profile as forms of single values can
only represent preferences of some members, not all the
members. It is established from a local insight. Thus nomatter
which type of aggregation method is utilized, viewing group
profile as forms of single values cannot well reflect compre-
hensive group profile. Instead, the Greption approach models
group profile from the perspective of preference distribution,
and can well overcome this issue. Therefore, above exper-
imental results show that the proposed Greption approach
performs better than baselines regarding metric nDCG.

Tab. 2 shows the experimental results on two datasets with
group size of 350, in which Gre is compared with base-
lines concerning metrics: MAP@5, MAP@10, MRR@5,
MRR@10. Left part of the table illustrates experimental
results on MovieLens, while the right part shows experi-
mental results on Netflix. And the experimental results are
average of top-3, top-5, and top-8 recommendations. The
first column of the table lists baselines and the Gre, while
other columns reveal values of different metrics. It can be
seen from the table that MCS performs better than conven-
tional methods like LM, AVG, and AM, yet cannot compare
with Gre. As for MovieLens, Gre is about 17% better than
MCS with respect to MAP@5 and MAP@10, and about
9% better than MCS concerning MRR@5 and MRR@10.
As for Netflix, Gre is about 19% better than MCS with
respect to MAP@5 and MAP@10, and about 12% better
than MCS concerning MRR@5 and MRR@10. Tab. 3 shows
the experimental results on two datasets with group size of
450, in which Gre is compared with baselines concerning
metrics: MAP@5, MAP@10, MRR@5, MRR@10. Basic
setups are the same with the above series of experiments. Left
part of the table illustrates experimental results on Movie-
Lens, while the right part shows experimental results on Net-
flix. And the experimental results are also average of top-3,
top-5, and top-8 recommendations. The first column of the
table lists baselines and the Gre, while other columns reveal
values of different metrics. It can be seen from the table
that MCS performs better than conventional methods like
LM, AVG, and AM, yet cannot compare with Gre. As for
MovieLens, Gre is about 18%better thanMCSwith respect to
MAP@5 and MAP@10, and about 9% better than MCS con-
cerning MRR@5 and MRR@10. As for Netflix, Gre is about
19%better thanMCSwith respect toMAP@5 andMAP@10,
and about 8% better than MCS concerning MRR@5 and
MRR@10. Results in the two tables also proves thatmodeling
group profile from the perspective of preference distribu-
tion is able to well represent conflicting characteristics of
group preferences. Because simple aggregation-based meth-
ods almost model group profile from a local view. In these
methods, forms of group profile cannot cover preferences
of all the members. They cannot well capture comprehen-
sive preference features of groups. yet the Greption models
group profile from a global view. In Greption, forms of
group profile contain complete preference characteristics of
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TABLE 2. Experimental results of Gre and baselines concerning metrics: MAP@5, MAP@10, MRR@5, MRR@10 (Group size: 350).

TABLE 3. Experimental results of Gre and baselines concerning metrics: MAP@5, MAP@10, MRR@5, MRR@10 (Group size: 450).

group members. Therefore, the Greption provides much
improvement in this aspect. Overall, experiments on both
two datasets show that the proposed Greption approach per-
forms better than baselines regarding these metrics:MAP@5,
MAP@10, MRR@5, MRR@10. It can be also discovered
from the two tables that when group size is increasing, per-
formance of baselines show a descending trend. Specifically,
most values of metrics of LM, AVG, AM, and MCS are
declining with the group size growing. However, relevant
values of Gre overall present an ascending trend. This can
be attributed as two aspects of reasons. For one thing, Gre,
viewing group profile from the perspective of preference dis-
tribution, is able to tackle with large-scale groups better than
others. For another, a modifiedVIKORmethod is proposed to
decide the ranking of items in Gre, which contributes to opti-
mizing recommendation results as well as ranking positions
compared with baselines.

Also, we evaluate the performance of two schemes for han-
dling data sparsity, in which Gre is compared with Gre+PA
and Gre+CF. Among the two datasets utilized in our exper-
iments, Netflix dataset is rich with user-item information,
while MovieLens is quite sparse. Thus, we evaluate perfor-
mance of handling data sparsity with experiments conducted
on MovieLens. Fig. 7 shows the obtained nDCG results on
MovieLens with different group sizes, in which Fig. 7(a)
corresponds to group size of 300, Fig. 7(b) corresponds to
group size of 400, and Fig. 7(c) corresponds to group size
of 500. The X-axis indicates the number of top-m items that
will be selected after ranking, while the Y-axis represents

values of metrics. It can be seen from each sub-figure that
performance of Gre+PA is below the Gre, regardless of
group sizes. Obviously, simple average-based schemes can-
not well recover missing information. However, performance
of Gre+CF is better than Gre. Take top-5 recommendation
as an example, the Gre+CF is about 8% better than Gre with
group size of 300, about 7% better than Gre with group size
of 400, and about 10% better than Gre with group size of 500.
Take top-8 recommendation as another example, Gre+CF is
about 16% better than Gre with group size of 300, about 7%
better than Gre with group size of 400, and 9% better than
Gre with group size of 500. Fig. 8 shows the experimen-
tal results on MovieLens with group sizes of 350 and 450,
in which performance of Gre is compared with Gre+PA and
Gre+CF concerning metrics: MAP@5,MAP@10, MRR@5,
MRR@10. The X-axis indicates those metrics that will be
used for evaluation, while the Y-axis represents the values
of metrics. And the results are average of top-3, top-5,
and top-8 recommendation. It can be also seen from each
sub-figure that performance of Gre+PA is below the pure
Greption approach Gre, regardless of group size. Obviously,
simple average-based schemes cannot well recover missing
information. Because the method just views unknown prefer-
ence information as average of historical records. But average
numbers never analyze internal rules and cannot represent
all, thus average-basedmethods have quite strong limitations.
However, performance of Gre+CF is better than the Gre.
Because when predicting unknown preference through CF,
CF analyzes behavioral features of all the users and searches
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FIGURE 7. Evaluating schemes of handling sparsity concerning nDCG with
different group sizes respectively. (a) Group size: 300. (b) Group size: 400.
(c) Group size: 500.

for the most similar user relative to objective users. On the
basis of similar neighbors, preferences of objective users can
be infered. This method to complete unknown preference
information is more rational and more probable to obtain rel-
atively high prediction precision. As for MAP@5, Gre+CF
is about 1.2% better than Gre with group size of 350, and
about 1.7% better than Gre with group size of 450. As for
MRR@5, Gre+CF is about 1.7% better than Gre with group
size of 350, and about 1.4% better than Gre with group size
of 450. Obviously, Gre+CF is better, yet just produces a little
improvement compared with Gre. Furthermore, performance
of Gre+PA is not below Gre too much. This is because the
view of preference distribution concerning large-scale groups

FIGURE 8. Evaluating schemes of handling sparsity concerning several
metrics with different group sizes of 350 and 450. (a) Group size: 350.
(b) Group size: 450.

possesses really strong robustness. Specially, the proposed
method views group profile from an insight of global feature
distribution that will not be influenced by small amount of
deviation.

In all, experimental results described in this section can
well prove that Greption can make recommendations for a
group of users better than prior works. It is superior to the pre-
vious for the following aspects. First, it considers preference
distribution instead of simple aggregation of members’ pref-
erences, which is able to finely model group profile. Second,
a modified VIKOR method is developed to view the decision
of recommendation results as an MCDM, which optimizes
the recommendation results. Third, it can be extended with
respect to handling data sparsity, which can further improve
performance of Greption.

VI. CONCLUSIONS
This paper focuses on recommending items to group of users
rather than individual user. To model group profile, existing
researches almost aggregate preferences of members into
forms of single values, and thus cannot reflect comprehensive
group profile. Therefore, we propose a novel group recom-
mendation mechanism. It views group profile as preference
distributions, and then transorms item recommendation pro-
cess into an MCDM. Futhermore, the approach is extended
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to be able to tackle with sparse data. Finally, experiments are
conducted to verify the proposed approach. As for groups
whose members have relatively similar preference features,
aggregation-based methods are suitable solutions. Because
they can achieve both ideal precision as well as rapid run-
ning speed. But when facing groups with highly conflicting
preference characteristics, the proposed approach Greption
will perform better, because it can reflect more comprehen-
sive group profile, which exceeds those based on aggrega-
tions. The research problem in this paper mainly focuses on
large-scale groups. This type of groups usually consist of
members with heterogeneous preference features. Therefore,
the proposed Greption is well suitable for scenarios in this
paper.

In the future, we plan to carry out more similar
datasets for massive experiments to verify the applica-
bility of the proposed Greption approach. What’s more,
we also plan to further research GRSs targeting persistent
groups.
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