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ABSTRACT Video analyses based on edge computing typically need high-resolution video images, while,
in practice, the resolutions of captured video images may not high enough. Thus, super-resolution techniques
are possible solutions for such purpose with input low-resolution images. Sparse-coding-based super-
resolution methods are well known for their efficiency. However, the current sparse-coding-based methods
suffer from two major problems. First, the sparse coefficient of a low-resolution patch is assumed to be
same as the sparse coefficient of its corresponding high-resolution patch, which is too strict to deal with
various patterns; and second, the current methods only learn one pair of high-resolution and low-resolution
dictionaries, while, since patches in image are of diversity in real world, it is difficult to use only one pair of
dictionaries to cover all possible patches. In this paper, to overcome these two issues, we propose a super-
resolutionmethod to: 1) relax the assumption by linearizing the sparse coefficient of a low-resolution patch to
that of high-resolution patch and 2) minimize super-resolution errors by jointly partitioning training patches
into several clusters and learning dictionaries. Experimental results validate that our algorithm achieve more
faithful reconstructions.

INDEX TERMS Edge computing, super-resolution, spare coding.

I. INTRODUCTION
Smart phone cameras as well as network cameras are
deployed everywhere in the world. Images and videos are
generated every time. It is heavy load for cloud comput-
ing if all data is directly uploaded. Therefore, preprocessing
data at the edge devices will greatly help to reduce network
load. Edge computing refers to processing/preprocessing
videos/images at the edge of networks. Edge devices can
be any available computing resources, e.g., smart phone,
gateway, etc. However, because of limitation of hardware,
the resolutions of images don’t meet requirements.

Super-resolution (SR) methods are effective for obtain-
ing high resolution (HR) images from low-resolution (LR)
images. Thus, it is necessary to exploit SR methods
to increase the resolutions of images at edge devices.
Fig. 1 illustrates the architecture of edge computing for

video analyses. In Fig. 1, cameras capture LR images, and
upload them to edge devices. To reduce the network load,
edge devices increase the resolutions of the images and then
analyze the SR images.

This study focuses on an SR method for edge computing.
Currently, there are three categories of SR methods, and they
are interpolation-based methods [1], [2], multiframe-based
methods [3]–[5] and learning-based methods [6]–[18].

Interpolation-based methods utilize the information of
neighboring pixels to estimate HR pixels. However, given that
interpolations cannot bring any new details into reconstructed
images, these methods suffer from producing blurred edges
and artifacts.

Multiframe-basedmethods [3]–[5] need several LR images
obtained from the same scene with slightly-moved view-
points. Multiframe-based SR methods reconstruct HR image
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FIGURE 1. The architecture of edge computing for video analytics.

by producing additional details from LR images. Multiframe-
based methods achieve good performance with small mag-
nification factor. However, these methods suffer from large
magnification factor.

FIGURE 2. The flowchart of learning-based SR methods.

Learning-based SR methods estimate mapping relation-
ships between LR images and HR images [6]–[18]. These
methods are shown in Fig. 2. Learning-based methods can
be further classified into three types according to mapping
relationship estimation approaches, i.e., regression-based
methods [10], [11], neighbor embedding (NE)-based meth-
ods [7], [8] and sparse coding (SC)-based methods [13]–[21].
The regression-based methods use complicated statistical
models to predict the mapping relationship. Dai et al. pro-
posed jointly optimized regressors (JOR) method dividing
patches into multiple clusters to estimate mapping relation-
ships [11]. However, the estimated relationships are not
always accurate.The NE-based methods estimate the HR
patch with the information of its nearest HR patches. Locally
linear embedding (LLE) is applied to deal with SR tasks
in [7]. The assumption of LLE is that each patch and its
neighbors are locally linear in manifold.

FIGURE 3. The flowchart of SC-based SR methods.

The SC-based methods work well under condition that an
image can be sparsely represented based on an over-complete
dictionary [13]–[15]. These methods are illustrated in Fig. 3.
Yang et al. assumed that sparse coefficient of an LR patch
is same with that of its corresponding HR patch [13]. The
sparse coefficient can be used to reconstruct the HR patch
with HR dictionary. Later, Zeyde et al. improved Yang’s
algorithm by employing principal component analysis (PCA)
and orthogonal matching pursuit (OMP) algorithms [15].
Wang et al. proposed a semi-coupled dictionary learn-
ing (SCDL) method [16]. With only one pair of HR and
LR dictionaries, it is difficult to represent various patterns in
images.

Generally, the existing SC-based SR methods typically
suffer from the following two problems. 1) It is too strict if
the sparse coefficient of an LR patch is supposed to be the
same as its HR version; and 2) Using one pair of HR and LR
dictionaries to represent various patterns in images is
unreasonable.

Inspired by JOR [11] and based on SCDL [16], in this
work, we propose to overcome the two problems and finally
achieve better SR performance. To relax the strict assumption,
we suppose that the sparse coefficient of an LR patch is lin-
early related to that of its corresponding HR patch. To accu-
rately represent different patterns in images, multiple pairs of
dictionaries are jointly learned. Thus each pair of dictionaries
provides more accurate sparse representation.

II. RELATED WORK
A. SC-BASED SR METHODS
Fig. 4 illustrates the flowchart of SC-based SR methods.

1) TRAINING PHASE
Given an HR image Ih, its down-sampled and blurred version
is Il .

Il = HBIh (1)

where H and B are down-sampling and blurring operations,
respectively.

a: EXTRACTING PATCH
Given LR image Il , yi refers to a patch extracted from Il .

yi = PatchiL(Il) (2)
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FIGURE 4. The implementation of SC-based methods.

where PatchiL(.) is an extracting patch operator for LR
image Il . The size of yi is

√
n×
√
n.

Then, the corresponding HR patch x i is extracted from HR
image Ih. The size of x i is

√
nL ×

√
nL.

x i = PatchiH (Ih) (3)

where PatchiH (·) is an extracting operator for HR image Ih.

b: LEARNING DICTIONARY
Evidently, sparse coefficient is a connection between LR
patch and its corresponding HR patch. Sparse coding based
methods assume that the sparse coefficient of LR patch is
same as that of its corresponding LR patch. The following
optimization problem should be solved:

min
{Dh,Dl ,α}

‖X − Dhα‖2 + ‖Y − Dlα‖2 + λ ‖α‖1 (4)

whereDl ∈ <n×z andDh ∈ <nL×z are dictionaries.Dl andDh
can be achieved by the following procedures:
Step 1: Initial Dl and corresponding Dh as random matrix.
Step 2: Fix Dl and Dh, update α by

α = argmin(‖X − Dhα‖2 +
1
n
‖Y − Dlα‖2 + λ ‖α‖1).

(5)

Step 3: Fix α, update Dl and Dh by

{Dl,Dh} = arg min
Dl ,Dh
‖X − Dhα‖ + ‖Y − Dlα‖. (6)

Step 4: Repeat Step2 and Step3 until convergence.

2) RECONSTRUCTION PHASE
For a given LR image Ytest , we can obtain its patches {yitest}
as Eq. (2). We obtain the sparse coefficient α̂il

α̂il = argmin
α̂il

P∑
i=1

∥∥∥Dl α̂il − yitest∥∥∥2 + λ ∥∥∥α̂il∥∥∥0. (7)

Then, we can reconstruct HR patches as:

x̂ i = Dhα̂il . (8)

All HR patches x̂ i are merged to achieved the reconstruc-
tion HR image X̂ .

B. SCDL METHODS
It is too strict if the sparse coefficient of an LR patch is
supposed to be the same as its HR version. To relax the
strict assumption, we suppose that the sparse coefficient of
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FIGURE 5. The implementation of SCDL methods.

an LR patch is linearly related to that of its corresponding
HR patch [16], as

αl = Mαh, (9)

where M is the linear projection.
Therefore, the optimization problem becomes

min
{Dh,Dl ,M ,αl ,αh}

‖X − Dhαh‖2 + ‖Y − Dlαl‖2

+ λl ‖αl‖1 + λh ‖αh‖1 + λM ‖M‖1 , (10)

Dl , Dh, αl , αh and M can be obtained through Algorithm 1.
The implementation of SCDLmethods is illustrated in Fig. 5.

III. PROPOSED METHOD
Inspired by JOR [11] and based on SCDL [16], in this work,
to relax the strict assumption, we suppose that the sparse
coefficient of an LR patch is linearly related to that of its
corresponding HR patch. To accurately represent different
patterns in images, multiple pairs of dictionaries are jointly
learned. Thus each pair of dictionaries can provide more
accurate sparse representation.

Algorithm 1
Step1: Initial Dl and Dh, as random matrix. M can be
initialized as identity matrix I .
Step2: Fix Dl , Dh and M , update αl , αh by

{αh, αl} = argmin(‖X − Dhαh‖2 + ‖Y − Dlαl‖2). (11)

Eq. (11) can be solved by LARS [16].
Step3: Fix αl and αh, and update Dl and Dh by

{Dl,Dh} = arg min
Dl ,Dh

∥∥∥x i − Dhαh∥∥∥+ ∥∥∥yi − Dlαl∥∥∥. (12)

Step4: With dictionaries Dl , Dh fixed, the linear projection
M can be updated as:

M = argmin(‖αl −Mαh‖2 + (λM/γ ) ‖M‖) (13)

A. JOINT LEARNING DICTIONARIES
Given that the patches are diverse in the patch space, using
one pair of HR and LR dictionaries to represent various
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FIGURE 6. The implementation of joint dictionary learning.

patterns in images is unreasonable. We group the patches
into n clusters. Dictionaries are learned for each cluster.
These HR and LR dictionary pair can precisely reconstruct
the patches in each cluster.

We minimize the following function

argmin
C

N∑
i=1

K∑
k=1

ck,i
∥∥∥Dh,kαih,k − x i∥∥∥2, (14)

where C is an N × K matrix with elements ck,j indi-
cating that x i is identified to a cluster k for ck,j = 1
and is not classified to k for ck,j = 0. The term
αil,k is the sparse coefficient of yi according to k th HR
dictionary Dh,k .
Multiple dictionary pairs are learned as Algorithm 2. The

methods are illustrated in Fig. 6.

Algorithm 2
Step 1. Initialization
All patches are partitioned into K clusters K-means.
Step 2. Sparse coding phase of multiple dictionaries
(1) We learn multiple dictionaries {Dh,k , Dl,k} based on
Algorithm 1.
(2) With Dh,k minimizing the error for sparse representa-
tion, we update the cluster k , to which yi is identified, as

k = argmin
k

∥∥∥Dh,kαil,k − x i∥∥∥2 . (15)

(3) Repeat (1) and (2), and Step 2 is done when

N∑
i=1

K∑
k=1

ck,i
∥∥∥Dh,kαil,k − x i∥∥∥2 ≤ ε. (16)
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FIGURE 7. The implementation of reconstruction.

B. HR IMAGE RECONSTRUCTION
Sparse coefficient αl,ki and the sparse representation error ek
can be obtained as:

α
l,k
i = argmin

α
l,k
i

∥∥∥Dl,kαl,ki − yitest∥∥∥2 + λ ∥∥∥αl,ki ∥∥∥
0

(17)

ek =
∥∥∥yitest − Dl,kαl,ki ∥∥∥

2
(18)

where ek is the error of sparse representation for {Dh,k ,Dl,k}.
Smaller ek indicates that the dictionary pair can represent
more accurately.

We reconstruct the HR patch according to Dh,m which can
get the smallest sparse representation error em.

xm,i = Dh,mα
i,m
l (19)

HR image reconstruction is illustrated as Fig. 7.

TABLE 1. The parameters of our experiment.

IV. PROPOSED METHOD
A. SAMPLES AND SETTINGS
The training set is same as [13] containing 91 images.
For testing, Set 5 and Set 14 datasets which are typically
employed. Fig. 8 shows the part of test images.

Parameters for our method are illustrated as Table 1.

B. COMPARISON WITH STATE-OF-THE-ART ALGORITHMS
The proposed method is compared with some SR meth-
ods, namely, cubic B-spline interpolation, Yang’s [13],
Zeyde’s [15] and SCDL [16].
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FIGURE 8. Part of test images.

TABLE 2. Numerical results of Figs. 9–14.

FIGURE 9. Experimental results of image butterfly: (a) LR image,
(b) ground-truth (c) r Cubic B-spline, (d) Yang’s, (e) Zeyde’s,
(f) SCDL and (g) Our method.

The visual quality of the results are shown
in Figs. 9–14. By observing the details of reconstructed
results, we can see numerous sharpness edges and artifacts

FIGURE 10. Experimental results of image Cameraman: (a) LR image,
(b) ground-truth (c) r Cubic B-spline, (d) Yang’s, (e) Zeyde’s, (f) SCDL
and (g) Our method.

FIGURE 11. Experimental results of image Worker: (a) LR image,
(b) ground-truth (c) r Cubic B-spline, (d) Yang’s, (e) Zeyde’s,
(f) SCDL and (g) Our method.

FIGURE 12. Experimental results of image Child: (a) LR image,
(b) ground-truth (c) r Cubic B-spline, (d) Yang’s, (e) Zeyde’s,
(f) SCDL and (g) Our method.

in the reconstructed images by cubic B-spline interpolation
method. Yang’s method and Zeyde’s method recover many
details. However, numerous obvious zigzagging effects are
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FIGURE 13. Experimental results of image Hat: (a) LR image,
(b) ground-truth (c) r Cubic B-spline, (d) Yang’s, (e) Zeyde’s,
(f) SCDL and (g) Our method.

FIGURE 14. Experimental results of image Lena: (a) LR image,
(b) ground-truth (c) r Cubic B-spline, (d) Yang’s, (e) Zeyde’s,
(f) SCDL and (g) Our method.

FIGURE 15. IR images.

found at the edges. SCDLmethod performswell in generating
rich details and sharp edges, but several resulted images
appear unnatural in certain parts. By contrast, the proposed
method leads the best visual quality. The approach not only
reconstructs a large number of shaper edges but also recovers
highly clear texture. The PSNR and SSIM values of the
SR results on LR images obtained using various methods
are listed in Table 2. We can observe that the proposed
method achieve highest PSNR and SSIM among those of
other methods.

C. EXPERIMENTAL RESULTS FOR IR IMAGES
Infrared images are employed to further verify the effective-
ness of the proposed method. The IR images are downloaded

TABLE 3. Numerical results of Figs. 16–19.

FIGURE 16. Experimental results of image A: (a) LR image,
(b) ground-truth (c) r Cubic B-spline, (d) Yang’s, (e) Zeyde’s,
(f) SCDL and (g) Our method.

FIGURE 17. Experimental results of image B: (a) LR image,
(b) ground-truth (c) r Cubic B-spline, (d) Yang’s, (e) Zeyde’s,
(f) SCDL and (g) Our method.

from http://www.dgp.toronto.edu/∼nmorris/data/IRData/
and IRIS Thermal/Visible Face Database. Fig. 15 shows the
samples of the test images.

Figs. 16–19 shows the results of difierent methods for
the IR image. We can see that Yang’s method and Zeyde’s
method can recovering numerous image details. However,
they produce some jagged artifacts at the edges. Although
SCDL method reconstruct more details, it still bring some
ringing artifacts. Ourmethod can recover the sharp edges, and
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FIGURE 18. Experimental results of image C: (a) LR image,
(b) ground-truth (c) r Cubic B-spline, (d) Yang’s, (e) Zeyde’s,
(f) SCDL and (g) Our method.

FIGURE 19. Experimental results of image D: (a) LR image,
(b) ground-truth (c) r Cubic B-spline, (d) Yang’s, (e) Zeyde’s,
(f) SCDL and (g) Our method.

contains fewer artifacts. In Table 3, the PSNRs and SSIMs
of the reconstructed SR images are listed, and we see the
proposed method is better.

V. CONCLUSION
In this study, by assuming the sparse coefficient of an HR
patch is linearly related to that of an LR patch, we partition
training patches into multiple clusters through joint learning
multiple dictionary pairs. Then, for all the training patches,
multiple pairs of dictionaries with the least SR errors are
generated. Experiments demonstrate that, compared with the
state-of-the-art methods, the proposed achieves competitive
performance.
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