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ABSTRACT Twitter sentiment analysis technology provides the methods to survey public emotion about
the events or products related to them. Most of the current researches are focusing on obtaining sentiment
features by analyzing lexical and syntactic features. These features are expressed explicitly through sentiment
words, emoticons, exclamation marks, and so on. In this paper, we introduce a word embeddings method
obtained by unsupervised learning based on large twitter corpora, this method using latent contextual
semantic relationships and co-occurrence statistical characteristics between words in tweets. These word
embeddings are combined with n-grams features and word sentiment polarity score features to form a
sentiment feature set of tweets. The feature set is integrated into a deep convolution neural network for
training and predicting sentiment classification labels. We experimentally compare the performance of our
model with the baseline model that is a word n-grams model on five Twitter data sets, the results indicate
that our model performs better on the accuracy and F1-measure for twitter sentiment classification.

INDEX TERMS Twitter, sentiment analysis, word embeddings, convolution neural network.

I. INTRODUCTION
Twitter, with over 319 million1 monthly active users, has
now become a goldmine for organizations and individuals
who have a strong political, social and economic interest in
maintaining and enhancing their clout and reputation. Senti-
ment analysis provides these organizations with the ability to
surveying various social media sites in real time.

Text Sentiment analysis is an automatic process to deter-
mining whether a text segment contains objective or opin-
ionated content, and it can furthermore determine the text’s
sentiment polarity. The goal of Twitter sentiment classifica-
tion is to automatically determinewhether a tweet’s sentiment
polarity is negative or positive.

Most of the existing methods of Twitter sentiment classi-
fication follow the method proposed by Pang et al. [1] and
apply machine learning algorithms to build a classifier from
tweets with manually annotated sentiment polarity label.
In recent years, there has been a growing interest in using
deep learning techniques, which can enhance classification
accuracy.

1https://about.twitter.com/company

In this article, we apply convolution algorithm on Twitter
sentiment analysis to train deep neural network, in order
to improve the accuracy and analysis speed. First we learn
global vectors for word representation (Pennington et al. [2])
by unsupervised learning on large Twitter corpora, which
expresses the word sentiment information as the words
embeddings. Afterwards, we concatenate these word rep-
resentation with the prior polarity score feature and state-
of-the-art features as sentiment feature set. These feature
sets is combined and fed into an deep convolution neural
networks to train and predict the sentiment classification
labels of the tweet. Amodel called GloVe-DCNN is presented
which implements the binary task of classifying the tweet into
negative or positive sentiment categories. The experimental
results indicate that our approach has a good classification
performance.

The rest of this paper is organized as follows. Section II
discussed related work on this topic. We proposed a
model called GloVe-DCNN for tweet sentiment classifica-
tion in Section III. The process of the experiment is shown
in Section IV. The Section V discuss experiment results.
Finally, Section VI concludes the paper.
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II. RELATED WORK
Most existing studies to Twitter sentiment analysis can be
divided into supervised methods [3]–[8] and lexicon-based
methods [9]–[11]. Supervised methods are based on training
classifiers (such as Naive Bayes, Support Vector Machine,
Random Forest) using various combinations of features such
as Part-Of-Speech (POS) tags, word N-grams, and tweet con-
text information features, such as hashtags, retweets, emoti-
con, capital words etc. Lexicon-based methods determine the
overall sentiment tendency of a given text by utilizing pre-
established lexicons of words weighted with their sentiment
orientations, such as SentiWordNet [12].

Thesemethods rely on the presence of lexical or syntactical
features that explicitly express the sentiment information.
Though, in a lot of cases, the sentiment of a tweet is implicitly
associated with th semantics of its context. In this work,
we present semantic feature for sentiment analysis, which
is word vector contextual representation of a word in tweet,
which can capture the deep and implicit semantic relation
information in the words of tweets.

Deep learning methods are now well established in
machine learning [13], [14]. They have been espe-
cially successful for image and voice p4rocessing tasks.
Recently, such methods have begun to overtake tradi-
tional sparse, linear models for nature language processing.
Kalchbrenner et al. [15] proposed a convolution neural net-
work architecture with multiple convolution layers, positing
latent, dense and low-dimensional word vectors (initialized to
random values) as inputs. They uses a dynamic convolution
neural network for sentiment classification of movie reviews
and Twitter. Experiments show that dynamic convolution
neural networks are better than those based on unigram
and bigram models. dos Santos et al. [16] introduced a
new deep convolution neural network that utilizes from
character-level to sentence-level information to implement
sentiment classification of short texts. For the Stanford
Twitter Sentiment corpus, the method obtains a prediction
accuracy of 86.4%. Kim [17] studied the performance of
convolution neural network for sentence level sentiment
classification tasks on a pre-trained word vector model.
Experiments on different datasets show that convolution
neural networks can improve classification performance.
Johnson and Zhang [18] apply convolutional neural network
to high dimensional text for text classification and obtain
several state-of-the-art performances on some benchmark
data sets for sentiment categorization, but the model are more
complex and expensive to train. Johnson and Zhang [19]
proposed a similar model, but swapped in high dimensional
‘one-hot’ vector representations of words as CNN inputs.
Their focus was on classification of longer texts, rather
than sentences. Tang et al. [20], [21] proposed a method of
continuous speech using neural network automatic acquisi-
tion of word emotion information representation, building
micro-blog text emotion feature vector, excellent perfor-
mance in SemEval2013 classification tasks. Socher et al. [22]

introduced the recursive neural tensor network for sentiment
detection, which represents a phrase through word vectors
and a parse tree and then compute vectors for higher nodes in
the tree using the same tensor-based composition function.
Li et al. [23] benchmark recursive neural models against
sequential recurrent neural models on for nature language
processing tasks including sentiment classification at the
sentence level and phrase level.

III. DEEP CONVOLUTION NEURAL NETWORKS FOR
SENTIMENT ANALYSIS
A. FEATURE REPRESENTATION
•Word N-grams features

The word N-grams feature model is one of most simple and
effective representation model for natural language analysis
and Twitter sentiment analysis. Some studies have shown
state-of-the-art performance for sentiment classification on
Twitter data using a unigram model [13], [24]. In this paper,
we use unigram and bigram features (referred to BoW fea-
ture) as the baseline feature models.
• Twitter specific features
The number of hashtags, emoticons, negation, POS and the

presence of capitalized words are used as features.
•Word sentiment polarity score features
The word sentiment polarity score is a lexicon-based sen-

timent feature, and some approaches [9], [10] commonly
use it as a sentiment feature for tweet sentiment analysis.
We used the AFINN [25] lexicon and extended it using
Senti-Wordnet [12] to obtain the tweet sentiment polarity
score. The sentiment polarity score of a tweet is the sum
of the sentiment polarity score of each word in the tweet.
The sentiment score of each word is computed by measuring
the PMI (point-wise mutual information) between the word
and the negative or positive sentiment classification of the
tweet using the formula:

SenScore(w) = PMI (w, pos)− PMI (w, neg)

Where w is a word in the lexicon, PMI (w, pos) is the PMI
score between w and the positive category, and PMI (w, neg)
is the PMI score between w and the negative category. There-
fore, a positive SenScore (w) indicates that there is a stronger
relationship between the word w with positive sentiment and
vice versa.
•Word representation features
Learning word vector representations from a large number

of unannotated text corpora has recently been used in various
natural language processing tasks. The word vector represen-
tations from unsupervised learning in massive corpora can
capture grammatical and semantic characteristics of words.
Recent studies have shown that the use of pre-trained word
embeddings can substantially improve the performance of the
model [22], [26]–[28]. In our study, we use the GloVe model
to implement unsupervised learning of word-level embed-
dings. The GloVe (Global Vectors for word representation)
was by Pennington et al. [2] 2014. The GloVe model is global
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FIGURE 1. GloVe-DCNN model architecture for an example tweet.

log bilinear regression model that combines the advantages
of the two major model families in the literature: local con-
text window and global matrix factorization methods. The
model efficiently utilizes statistical information by training
the nonzero elements in a word-word co-occurrence matrix
only, rather than on the entire sparse matrix or on individual
context windows in a large corpus. The model learns word
vector with ratios of co-occurrence probability rather than the
probability itself. Let’s consider words wiand wjthat exhibit
a particular aspect of interest, specifically, suppose we are
interested in the concept of thermodynamic phase, for which
we might take wi = ice and wj = steam. The relationship of
these words can be examined by studying the ratio of their
co-occurrence probabilities with various probe words wk .
Lets Pij is the probability that word j appear in the context
of word wi. For words k related to ice but not steam, say
wk = solid , we expect the ratio Pik/Pjk will be large.
Similarly, for words wk related to steam but not ice, say
wk = gas, the ratio should be small. For words wk like water
or fashion, that are either related to both ice and steam, or to
neither, the ratio should be close to one. Because Synonyms
and similar paragraphs usually have similar context, they are
mapped to feature vectors that are close to each other.

After training by the GloVe model, the word vectors can
be represented as semantic features of the tweet. The vectors
can be concatenated as tweet semantic sentiment features.

The GloVe tools [29] is used to train tweet word vec-
tors in Twitter corpus. The detailed algorithms are described
in in the literature Pennington et al. [2]. We trained the
GloVe model using a 20 billion twitter corpus, and induced
200-dimensional word vectors. Words that are not pre-trained
set are initialized randomly

B. TWEETS PREPROCESSING
Tweets are usually composed of incomplete expression,
a variety of noise and poorly structured sentences because

TABLE 1. The number of tweet sentiment all datasets.

of the frequent presence of acronym, irregular grammar,
ill-formed words and non-dictionary terms. Noise and
unstructured Twitter data will affect the performance of tweet
sentiment classification [30], [31]. Prior to feature selection,
a series of preprocessing are performed to tweets to reduce
the noise in the micro-blog text. The preprocessing is:

-Removal all non-ASCII and non-English characters in the
tweets.

-Removal all URL links. The URLs do not contain the
sentiment information of tweet, so there will be deleted from
tweets. First, we expand Twitter’s short URLs to URLs and
tokenize it. Then, remove the URL matching the tokens from
tweets in order to refine the tweet content.

-Removal numbers. The numbers generally do not contain
sentiment information, so it are useless when measuring sen-
timent and are deleted from tweets in order to refine the tweet
content.

-Replace negative references. Tweets contain various
notions of negation. Generally speaking, negation plays an
important role in determining the sentiment polarity of the
tweet. Here, the process of negation is transforming ‘‘won’t’’,
‘‘can’t’’, and ‘‘n’t’’ into ‘‘will not’’, ‘‘cannot’’, and ‘‘not’’,
separately.

-Expand acronyms and slang to their full words form.
Acronyms and slang are common in tweets, but are ill-formed
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TABLE 2. Accuracy using GloVe-DCNN and baseline on all datasets. BoW refer to uni- and bi-gram features. GloVe refer to concatenate BoW vectors with
the average GloVe representations, word sentiment polarity feature and twitter specific feature. DCNN refers to deep convolution neural network.
BoW-SVM represents the use of the SVM classifier and the BOW features vector.

words. It is essential to expand them to their original complete
words form for sentiment analysis. In this paper, the acronyms
and slang were expanded to their original the acronyms and
slang to their original words form utilizing the acronym
dictionary Internet Slang Dict [32]. The internet acronyms
and slang are created by internet users in order to save
typewriting. Terms have originated from various sources,
including Bulletin Boards, Email, AIM, MySpace, Yahoo,
Twitter, Facebook, IRC, Chat Rooms, and Cell Phone Text
Messaging. Each acronym corresponds to an explanation.
Example, ‘‘idts’’ is ‘‘i don’t think so’’, ‘‘ICYMI’’ is ‘‘In
Case you Missed It’’.

-Removal stopwords. Stop words usually refer to the most
common words in a language, such as ‘‘tbe’’, ‘‘an’’, and
‘‘than’’. The classic method is based on removing the stop-
words obtained from precomplied lists. There are multiple
stopwords lists existing in the literature. In our study, we uti-
lized the Van stoplist [33].

-Replace emoticons and emoji. The emoticon and emoji
are a writer’s moods expression in the form of icons in the
tweet. We replace the emoticons and emoji with their origin
text form by looking up the emoticon dictionary [34].

-Tokenization using the Tweet-NLP [35].

C. DEEP CONVOLUTION NEURAL NETWORKS MODEL
This section, we propose a deep convolution neural network
model to classifying tweet as negative or positive sentiment.

Consider a tweet t with m tokens as an example. First,
each tokens in tweets wasmapping to the corresponding word
vectors by looking up word vector table L ∈ Rn×|V | generated
by GloVe modelčwhere V is a vocabulary of the words, n is
the dimension of the word vectors. Each word w is mapping
to a vector wi ∈ Rn. After the mapping, a tweet is expressed
as a vector of the word embeddings concatenation.

Then the unigram and bigram features vector, twitter-
specific features vector and word sentiment polarity features

vector can be concatenated with the word embeddings vector
as the feature vector v of the tweet t .

v = w1 ⊕ w2 ⊕ w3 ⊕ . . .⊕ wm ⊕ wm+1 ⊕ wm+2 ⊕ wm+3
(1)

where ⊕ is the concatenation operator of vector, wm+1 ∈
R is word sentiment polarity features vector of the
tweet t,wm+2 ∈ {0, 1}l is unigram and bigram features vector
of the tweet t,wm+3 ∈ Rl

′

is twitter-specific features vector
of the tweet t .
To unify the matrix representation of tweets in different

length, the maximum length of all tweets in the dataset is used
as the fixed length for tweet matrices. For shorter tweets, zero
vector was padded at the back of a tweet matrix

In the first convolution layer, convolution calculation are
performed using employ multiple filters with variable win-
dow size h, and generate local sentiment feature vector xi for
each possible word window size. And the bias term b ∈ R and
transition matrix W ∈ Rhu×hn are generated for each filter,
where hu is the amount of hidden units in the convolution
layer. Each convolution operation generates a new context
local feature vector xi in a word window h.

xi = f (W · vi:i+h−1 + b) (2)

where f is non-linear active function and vi:i+h−1 is the the
local vector from position i to position i + h − 1 in the
vector v.

The convolution filter generates a local feature map-
ping vector for each possible word window in the tweet,
which is followed by the completion of the convolu-
tion operation to generate a new vector that can be
expressed as:

x = [x1, x2, . . . , xn−h+1] (3)

Afterward the convolution operation, a k-max pooling
operation is employed on the new feature vector x generated
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TABLE 3. The results of Precision,Recall and F1-measureusing GloVe-DCNN and baseline. BoW refer to uni- and bi-gram features. GloVe refer to
concatenate BoW vectors with the average GloVe representations,word snetiment polarity feature and twitter-specific feature. DCNN refers to deep
convolution neural network. BoW-SVM represents the use of the SVM classifier and the BoW features vector.

by the convolution layer. K-Max pooling mapped the vec-
tor x to a fixed length vector. The length of the vector is
a hyperparameter to be determined by the user and cor-
responds to the number of hidden units in the convolu-
tion layer. The local sentence features are integrated into
all the features. Pooling operation commonly used are the
mean pooling and k-max pooling. In this work, k-max pool-
ing was used. For sentiment classification, the most deci-
sive word or phrase is often only a few, but not uniformly
scattered throughout the text. The k-max pooling is just
some of the most discriminative language fragments. The
k-max pooling select the top k number of features

corresponding to multiple hidden layers, so that the most
important sentiment feature information can be retained.
At the same time, the sequence of words and the context
information of each word are also taken into consideration
in the pooling operation. This solves the problem that the
traditional method can’t express the negative words in a tweet
and affect the feeling of the tweet.

v′ = max{x1, x2, . . . , xn−h+1} (4)

In order to obtain better feature information, we fed the
fixed length vectors created by the k-max pooling to a con-
volution layer for obtaining a new vector again. In the model,
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we select the hidden layers to contain three convolution layers
and three k-max pooling layers.

The output layer of the architecture is a softmax layer that
generates probability value of positive or negative sentiment.
The output layer uses a fully connected softmax layer to
adjust the sentiment characteristics of the input layer, and
gives a probability distribution of the sentiment classification
labels.

y(j) = W (j)y(j−1) + b(j) (5)

where y(j) is output vector of softmax layer, y(j−1) is output
vector of pooling layer, W (j) is transition matrix of softmax
layer, b(j) is bias factor of softmax layer.

The probability distribution over the sentiment
labels is :

P(i|t, θ) =
exp(y(j)i )∑n
k=1 exp(y

(j)
k )

(6)

Due to need to learn a lot of hyperparameters, the depth of
convolution neural network suffer from over-fitting.We apply
dropout regularization to the fully connected layers to elimi-
nate the problem of a lot of hidden units and the connections
between them.

IV. EXPERIMENT
We test the network on five different datasets, then relate the
results of the experiments.

A. BASELINE
To provide a point of reference for the deep convolution
neural network (DCNN) results, we used two methods as
baseline. First, we used a RBF kernel SVM and Logistics
Regression (LR) exploiting unigram and bigram features
(BoW). This refer to BoW-SVM and BoW-LR. Researchers
have reported state-of-the-art performance for Twitter senti-
ment analysis using BoW model [13]. Then we also experi-
mented with combining the unigram, bigram, word sentiment
polarity features, twitter-specific features and word vector
features with a RBF kernel SVM and Logistics Regression
classifier (refer to GloVe-SVM and GloVe-LR).

B. DATASETS
In this paper, we use five data sets that are been exten-
sively applied in the related Twitter sentiment classification
literatures.

1) The Stanford Twitter Sentiment Test (STSTd) data set
was introduced by Go et al. in the literature [36]. The
STSTd is consists of 182 positive and 177 negative
sentiment tweets. Although the Stanford Twitter Senti-
ment Test set is relatively small, it has been extensively
applied in the related literatures [3], [7], [8], [4], [37]
for various evaluation tasks.

2) The SE2014 dataset was provided in SemEval2014
Task9 [38]. The dataset contains the tweet ids and
its corresponding sentiment labels which have been

annotated with positive, negative and neutral. A part of
the tweets were no longer available for downloading at
the time of the experiment, leaving 5892 tweets with
positive and negative.

3) The Stanford Twitter Sentiment Gold (STSGd) data set
was constructed by Saif et al. in the literature [39].
The STSGd contains 2034 tweets that were manually
annotated negative or positive sentiment labels by three
graduate students.

4) The Sentiment Evaluation Dataset(SED) was used in
the literature by Narr et al. [40]. It is composed
of 990 negative and 1658 positive sentiment tweets that
have been human-annotated with sentiment label by
three Mechanical Turk workers.

5) The Sentiment Strength Twitter dataset (SSTd) was
applied in the literature [7] for evaluating SentiStrenth.
It contains 1037 negative and 2289 positive sentiment
tweets which have been manually annotated with posi-
tive or negative sentiment label.

Table 1 shows the distribution of positive and negative
tweets in each dataset.

C. EXPERIMENTAL SETUP
In this paper, we apply 10-fold cross validation for each
dataset. For all datasets, the same preprocessing steps was
applied. For each experiment, we trained the convolution
neural network on the training set, and obtained the highest
accuracy points in the verification set, and reported the accu-
racy of the test set.We replicated cross validation experiments
100 times for each dataset, so that each replication was a cross
validation of 10-fold. We recorded the average performance
for each replication and report the mean average accuracy
values observed over 100 replications of cross validation.
Finally, we use the average of accuracy, F1-Measure, pre-
cision and recall of the five sets of experiments as the final
evaluation metric on each dataset.

In experiments, we set batch size as 128 and learning rate
to 0.001. A regularization with dropout rate 0.5 was applied
on the fully connected layers in the network. We tested with
different combinations of filter windows, the filter windows
seven is shown to be an appropriate combination. In the
experiment, we find that the activated function hyperbolic
ReLu is better than the performance of rectified linear units
for the convolution layer.

D. EXPERIMENTAL RESULTS
The experimental evaluation metrics is the accuracy and the
average of precision, recall, F1-Measure in the classification
of positive and negative tweets.

Table 2 reports the accuracy of sentiment prediction on
all data sets. The highest accuracy is 87.62%, which was
achieved usingGloVe-DCNNon the STSTd dataset. From the
average, the GloVe-DCNN achieves a maximum improve-
ment in accuracy of 19.14% and a minimum improvement
of 3.68% over the baseline method. From table 2, it is evident
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that the GloVe-DCNNmodel has better performance than the
baseline method.

In Table 2, we compare the performance of the GloVe-
DCNN method with the methods those presented in the rele-
vant literature. In [44], a label propagation (LProp) method
is proposed, Go et al. [36] use maximum entropy classi-
fiers (MaxEnt) for the twitter sentiment classification on the
STSTd dataset, dos Santos et al. [16] proposed CharSCNN
approach on the STSTd dataset and Saif et al. [42] proposed
Hdb approach, the method SentiStrength in [43] and the
Updated+Expanded in [44]. TheGloVe-DCNNoutperforms
the previous approaches in the prediction accuracy.

In Table 3, we present the results in precision (P), recall (R)
and the F1- Measure (F1) of positive and negative sentiment
prediction performance of baseline andGloVe-DCNNmodel.
In this table, it can be observed that GloVe-DCNN performs
better on average of precision, recall and F1-Measure than the
baseline. Compared the other approaches proposed in the lit-
eratures [45]–[48], the GloVe-DCNN approach outperforms
the approaches in the average of F1-Measure on the STSGd
and SE2014 dataset, separately.

V. DISCUSSION
The experimental results clearly indicate that the GloVe-
DCNN model can obtain a good performance of the sen-
timent classification. Comparing the deep convolution neu-
ral network and the baseline method for Twitter sentiment
classification algorithm, the results indicate that the depth
convolution neural network has obvious advantages in five
datasets. This shows that deep convolution neural network
can effectively construct text semantics. Compared with the
BoWmodel used SVM classifier, convolution neural network
can more effectively catch the context sentiment information
in the tweet, retain the word order information, and reduce
the data sparseness problem. The convolution neural network
directly models context sentiment feature from text, and
selects the most important features in the tweet effectively.
It avoid error propagation and improve the classification
performance. The pre-trained word vector representation by
learning on Twitter corpus can better describe the similarity
between words in Twitter, and extract the implicit semantic
relation and sentiment feature information between words in
the tweet.

VI. CONCLUSION
We utilize a depth convolution neural network for sentiment
classification on Twitter tweets in this work. Our approach
concatenates the pre-trained word embeddings feature gener-
ated using the GloVe word sentiment polarity features based
sentiment lexicon and n-grams features as the sentiment fea-
tures vector of the tweet, and inputs the feature sets to a deep
convolution neural network. Our model captures contextual
information with the recurrent structure and constructs the
representation of text using a convolution neural network.
We report our experimental results in five datasets. Ourmodel
performs better than the state-of-the-art approaches and

baseline model. We can finally conclude that deep convo-
lution neural network utilizing pre-trained word vectors has
good performance in the task of Twitter sentiment analysis.
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