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ABSTRACT In this paper, an ultra-low power (ULP) 8T static random access memory (SRAM) is proposed.
The proposed SRAM shows better results as compared with conventional SRAMs in terms of leakage
power, write static noise margin, write-ability, read margin, and ION /IOFF . It is observed that the leakage
power is reduced to 82× (times) and 75× as compared with the conventional 6T SRAM and read decoupled
(RD)-8T SRAM, respectively, at 300 mV VDD. In addition, write static noise margin (WSNM), write trip
point (WTP), read dynamic noise margin, and ION /IOFF ratio are also improved by 7.1%, 43%, 7.4%, and
74× than conventional 6T SRAM, respectively, at 0.3 V VDD. Moreover, the WSNM, WTP, and ION /IOFF
values are improved by 6.67%, 7.14%, and 68× as compared with RD-8T SRAM, respectively, at 0.3 V
VDD. Furthermore, a fast, reliable, less memory usage object tracking algorithm and implementation of its
memory block using ULP 8T SRAM are proposed. A quadtree-based approach is employed to diminish
the bounding box and to reduce the computations for fast and low power object tracking. This, in turn,
minimizes the complexity of the algorithm and reduces the memory requirement for tracking. The proposed
object detection and tracking method are based onmacroblock resizing, which demonstrates an accuracy rate
of 96.5%. In addition, the average total power consumption for object detection and tracking which includes
writing, read and hold power is 1.63× and 1.45× lesser than C6T and RD8T SRAM at 0.3 V VDD.

INDEX TERMS SRAM, leakage power, static noise margin (SNM), object detection and tracking and
macroblock resizing.

I. INTRODUCTION
The object detection and tracking device basically uses two
types of architectures, one is the proximity sensor and the
other one is processing logic with memory system. The pro-
cessing speed of tracking device can be improved by well-
structured algorithm. However, to control the standby power
and overall system power, a subthreshold metal oxide semi-
conductor (MOS) architecture/hardware is required. Consid-
ering the fact that tracking system requires a large amount of
memory to store information, a high capacity static random
access memory (SRAM) cell based cache memory is essen-
tial. However, the SRAM is known as a power hungry device
due to its high bit-line capacitances. In addition, the SRAM
has tendency to fail at subthreshold voltages and shows
vulnerability at various process voltage temperature (PVT)
conditions. Thus, various subthreshold SRAM cells have
been proposed in literature to achieve less standby power
with high stability [1]–[4]. The cell stability is considered
as one of the major concerns in SRAM cell architectures.
Nevertheless, the read static noise margin (RSNM) can be

improved using read decoupled logic [5], which further
improves the yield or accuracy of a SRAM cell. Although,
it is observed that RSNM is vulnerable at subthreshold
regions while reading through full swing sense amplifier
(SA) [6]–[8]. Accordingly, researchers have proposed SRAM
architectures to work in subthreshold region with better read-
write stability [9]–[15]; such as 8T SRAM cell that employ
reverse short channel effect to increase write-ability at lower
voltages [7], [12]; a 8T SRAM for variability tolerance and
low voltage operation in high-performance caches [15]. How-
ever, reducing leakage power is still a challenging task for
memory devices used in communication networks and wire-
less sensing devices.

Due to high accuracy and fast speed the SRAM has been
used in the signal processing and communications systems.
However, the systems designed for object detection and track-
ing consumes a large amount of static power. The detection
and tracking system requires a large amount of memory
to store random moving object information and the stored
information is used to compare the successive frames to
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observe any change in motion. However, the object detection
and tracking of moving objects itself is considered as a stim-
ulating task to achieve in real time environment [16]–[19].
Enhancement in methods projected for object detection and
tracking from an image or video is the primary concern
globally [20]. There are many notable algorithms exist in the
literature intended for detection and tracking of an object in
the image/video [21], [22]. The commonly used approach
for object detection and tracking using monocular camera is
to employ sequential information computed from an order
of frames to reduce forged detections. This information is
typically drawn in the form of difference between the suc-
cessive frames, which highlights varying regions in frames.
Object tracking is an interesting and complex problem to
perform in real time. Tracking normally requires the position
and silhouette of the object in every frame. Complications
in tracking objects can arise due to various reasons such
as hasty change in object motion, varying intensity of light
and occlusion. Additionally, the change in appearance of the
object may occur due to object-to-object occlusion, object-
to-scene occlusion, and camera motion. Object tracking is
an important aspect in the field of computer vision. There
are three major steps in object tracking: detection of object,
tracking it from frame to frame, and analyzing the object
motion to identify its actions [23]. Substantial amount of
work has been done in the past to improve the accuracy and
speed of object tracking [21], [24]–[33]. It is noted from
literature that the main focus of researchers was on improving
the accuracy of object tracking in real-time scenarios, which
introduce extra hardware, specifically, static random access
memory (SRAM) architectures. Accordingly, in this work,
fast, reliable, less memory demanding object detection and
tracking algorithm is proposed. The goal is achieved in four
steps, namely segmentation & thresholding, object detection,
quadtree method to minimize pixelation and tracking.

Furthermore, the proposed 8T SRAM in this paper over-
comes the standby power issue with better cell stability,
which improves the total power consumption required for
object detection and tracking. The rest of the paper is orga-
nized as follows: Proposed 8T SRAM cell with 32×64 array
is presented in section II. Operation of proposed cell is
explained in section III. The simulation results and discussion
of proposed 8T SRAM are mentioned in section IV. The
summary of experimental results for 8T SRAM 2-kb array
is explained in section V. Further, the proposed quadtree
based approach for object detection and tracking is detailed
in section VI. Section VII demonstrates the simulation results
and comparisons of proposed tracking algorithm. Lastly,
section VIII concludes our proposed work.

II. POSITIVE FEEDBACK CONTROLLED (PFC)
8T SRAM FOR OBJECT TRACKING
Object tracking requires an ultra-low power memory block
to store the information of present and reference macroblock
in the form of pixels. Each grey pixel has 8-bit informa-
tion. Thus, an 8 bit array of memory is required for storing

FIGURE 1. (a) Architecture of proposed 8T SRAM cell. (b) Layout of
proposed 8T SRAM cell at 65nm standard technology, where all W/L
ratios are same W=150nm and L=60nm. (c) Schematic of C6T SRAM cell.
(d) Layout of C6T SRAM cell at 65nm standard technology. (e) Schematic
of read decoupled 8T SRAM cell. (f) Layout of RD8T SRAM cell at 65nm
standard technology.

one pixel. The memory array is designed using SRAM cells
due to its fast write and read access time. However, there
are some limitations of subthreshold SRAM based memory
architecture, specifically, high leakage power, low static noise
margins, disparity in stability and susceptibility due to differ-
ent PVT conditions.

Consequently, a read decoupled positive feedback con-
trolled 8T (PFC8T) SRAM cell is proposed to resolve the
ambiguous behavior of subthreshold SRAM architectures at
variable PVT conditions in 65-nm standard CMOS technol-
ogy. The schematic of proposed cell and its layout are shown
in Fig. 1(a) and Fig. 1(b), respectively. The schematic and
cell layout of conventional 6T and read decoupled (RD)-8T
SRAM cell are shown in Fig. 1(c), Fig. 1(d), Fig. 1(e)
and Fig. 1(f), respectively. All the metal oxide semicon-
ductor (MOS) transistors in proposed and existing cells are
taken as low voltage threshold (LVT) transistor. However,
the proposed 8T cell has 1.4× the layout area as compared
to the standard C6T SRAM cell, but the improvement in its
leakage power and cell stability at different PVT conditions
makes it a better choice for portable memories.

A. CELL ARCHITECTURE
The proposed cell has two write access n-MOS transis-
tors, MN1 and MN2. An input bit is written to the SRAM
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cell through these transistors. The BL contains single bit
information to write and at the same time BLB contains
the complementary of that. However, n-MOS transistors
MN4 and MN6 are used as a read decoupled logic to read
information from the cell. The BLB is precharged to VDD
before the read operation is performed. TheMP1-MP2-MN3-
MN4-MN5 transistors form a latch, where, MP1 andMP2 are
the pull-up p-MOS transistors linked to VDD. In addition,
MN3 and MN4 are the pull down transistors connected with
MN_VG, where MN_VG is an n-MOS transistor connected
to ground terminal, which eventually used as a stacking tran-
sistor to improve the leakage power in hold operation. The
MN_VG is controlled by external XOR gate which is shared
among the whole row of the SRAM array.Moreover, MN5 is
the feedback cutting transistors that is used to disconnect the
path between VDD to GND. This transistor is activated by
control signal CS, which helps to improve, read static noise
margins and leakage power of the cell. The operations at
different states are shown in Table 1.

TABLE 1. Truth table for various operations in proposed PFC8T SRAM.

FIGURE 2. Proposed 8T SRAM cell based 2x2 array layout, where
W=150nm and L=60nm. The RWL, WWL, CS and VDD shared by each row,
while BL and BLB are shared by each column.

B. SRAM ARRAY LAYOUT
For a better understating of input/output ports and MOS
transistors, a 2×2 array layout is shown in Fig. 2. The layout
shows the linkage between various input and output ports
connected using different metal layers. In proposed cell archi-
tecture, three metal layers are used, namely M1, M2 and M3.
The design of array is made as compact as possible.
These metal layers are connected with each other and poly

through ‘via’, such as Poly-M1, M1-M2 and M2-M3. There
are separateWWL and RWL for each rows of array to control
write and read operation, respectively. The control signal (CS)
used to make 8T SRAM decoupled during read operation is
shared with every column of array. The BL and BLB signals
are also shared by each column of array.

However, the bit-line capacitance associated with the read
and write operations for SRAM layout depends upon the
number of bits linked with each column. In our case, the
bitline in read condition share two transistors MN2 and
MN6. Due to two pass transistors coupled with the read
path, the bitline capacitance is increased. Though, the capac-
itance is higher than that of conventional 6T SRAM and
RD8T SRAM, the leakage power and static noise margin are
improved. In addition, the cell layout area of RD8T is similar
to our proposed 8T SRAM. To make simulation results more
vigorous, we considered C6T SRAM in iso-area with pro-
posed SRAMcell bymaking pass transistors’ width to 350nm
at 65nm standard CMOS Technology.

C. 8T SRAM 32×64 MACRO
The architecture of 8T SRAMMacro is shown in Fig. 3. The
Macro consists of 32 rows and 64 columns. The proposed
Macro has two row world-line controllers; WWL and RWL
embodied for write and read operations, respectively. The
XOR gate is shared with each row of SRAM Macro to offer
an input to MN_VG transistor. In addition, the stacking tran-
sistor MN_VG is also linked with each row which eventually
assists to reduce the leakage power.

FIGURE 3. Architecture of 8T SRAM cell based 32×64 bit macroblock. The
WWL and RWL are world lines provided for writing and reading the
information, respectively. The control signal ‘CS’ is generated from
controller unit. The MN_VG is the NMOS transistor used for stacking
purpose and shared to each row to reduce leakage power associated with
bitlines. The input to the MN_VG is controlled by the external XOR gate.

III. OPERATION OF 8T SRAM
This section elaborates the various operations that take place
in proposed 8T SRAM and further discusses the leakage
power, read-write static noise margin, and behavior of SRAM
at different PVT values.
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A. READ OPERATION
Before reading information, BL and BLB are precharged
to VDD. The read operation is obtained through ultra-fast
current mode sense amplifier [34]. Read operation is per-
formed by keeping read word line (RWL) HIGH, write
word line (WWL) LOW and the control signal (CS) and
XOR_I/P kept at LOW and HIGH, respectively, as shown
in Fig. 4(a). Subsequently, for read ‘1’ (Q=1), logic 1 is
stored at storage node Q and RWL is kept HIGH, which
eventually turns ON MN4 and MN7. This forms a discharg-
ing path across BLB-MN6-MN4-MN_VG and a voltage dif-
ference,1VBLB = {VDD-[VDD-Iread×RMN_VG−MN4−MN6]}
appears between BL and BLB, which is sensed by the full
swing inverter sense amplifier; where, Iread is the cell current
and RMN_VG−MN4−MN6 is the resistance through MN_VG,
MN4 and MN6. The read time is measured as the time the
RWL is HIGH until the BLB is discharged to the required
voltage needed by SA to read.

B. WRITE OPERATION
For write operation, WWL is kept HIGH and the RWL LOW.
To write ‘1,’ the control signals CS and XOR_I/P are kept
HIGH. The logic 1 is written to storage node Q through
BL-MN1-Q. The write ‘1’ time is measured as the time when
WWL signal is HIGH and storage node Q reaches to 90%
of VDD. Similarly, write ‘0’ time is measured as the time
when WWL signal is HIGH and storage node Q reaches to
10% of VDD. The write ‘1’ operation is shown in Fig. 4(b).

FIGURE 4. (a) Read operation schematic shows discharging of BLB
potential from VDD to VDD-VT. Where VT is the minimum voltage required
by SA to sense and read information from cell. (b) Write ‘1’ operation
schematic shows charging and discharging of storage nodes ‘Q’ and ‘QB’.

C. STANDBY POWER ESTIMATION
Generally, the memory cell remains in static or hold state
for most of time. Therefore, there would be very high pos-
sibility of increase in leakage power in SRAM cell at differ-
ent process-voltage-temperature (PVT) values. In proposed
PFC8T SRAM cell, the control signal XOR_I/P turns OFF
MN_VGwhich helps to reduce the leakage current by discon-
necting the path of the latch from VDD to GND. The leakage
power in C6T SRAM cell introduces due to non-availability
of virtual ground transistor such as MN_VG. In proposed
8T SRAM cell, MN3/MN4 and MN_VG transistors forms a

stack, where one node of the stack is linked to VDD and other
end is connected to ground. In hold mode, the tail transistor
(MN_VG) is turned OFF as output of the XOR-gate is low
(due to both WWL and RWL are low). Therefore, the cross-
coupled inverters are decoupled from the ground and a stack
is formed between MN3/MN4 and MN_VG. Because of this
effect, the intermediate node A rises to some positive voltage.
This positive voltage (VA) reduces leakage and hold power
during standby mode.

D. READ STATIC NOISE MARGIN (RSNM)
A key figure of merit for an SRAM cell is its read static noise
margin (RSNM). It can be extracted by plotting the largest
possible square in the two voltage transfer curves (VTC) of
the involved CMOS inverters [35]. The RSNM is defined
as the length of side of the square, given in volts. When an
external DC noise is larger than the RSNM, the state of the
SRAM cell can change and data is lost. In read ‘0’ operation,
node Q and QB are at logic 0 and logic 1 state, respectively.
In conventional 6T SRAM, if a DC noise is added atQ orQB,
it flips the state of opposite storage node and causes a reduc-
tion in RSNM value. Moreover, in proposed PFC8T SRAM
read operation, CS is LOW, which eventually turns OFF
MN5, which disconnects the path from QB to GND. This,
subsequently, improves the RSNM value. Consequently, QB
will remain at logic 1 value, besides, a positive noise added
at Q. However, in conventional 6T SRAM cell, if a positive
noise, 1Vnoise is added at Q=0+1Vnoise and reaches to the
threshold voltage of opposite n-MOS transistor, which turns
it ON and makes a discharging path from QB to GND, which
would flips the state of QB from logic 1 to logic 0 and
degrades the RSNM value.

IV. SIMULATION RESULTS OF PFC8T SRAM
The proposed 32×64 bit SRAM array is simulated using
standard 65-nm CMOS technology. The post layout sim-
ulations in iso-area condition is carried out to determine
various constraints like leakage current, power, read-write
delay and power, power delay product (PDP), read static
noise margin (RSNM), write static noise margin (WSNM),
dynamic noise margin (DNM), half select issues, and write
trip point (WTP). Further, all the constraints are observed
at different temperature values ranging from 0◦C to 100◦C
and at different process corners namely fast-fast (FF), slow-
slow (SS), typical-typical (TT), slow-fast (SF) and fast-
slow (FS) using Monte Carlo (MC) simulations at standard
6σ (sigma) variations.

A. LEAKAGE CURRENT AND POWER CONSUMPTION
Leakage current in SRAM is measured as the current drawn
from VDD to GND while the SRAM cell is at static or hold
condition. The static power or leakage power is the amount of
power dissipated at hold operation. Fig. 5(a) shows the leak-
age power variations for proposed 8T SRAM w.r.t. the tem-
perature conditions ranging from 0 to 100◦C. It is observed
that the spread of the distribution curves of leakage power of
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FIGURE 5. (a) Distribution curves of leakage power of 8T SRAM
(b) Leakage power of C6T SRAM at various temperature values.

FIGURE 6. (a) Distribution curves of leakage power of RD8T SRAM cell
in 10,000 Monte Carlo simulations. (b) Leakage power of proposed 8T
SRAM compared with C6T and RD8T SRAM at various temperature values.

C6T SRAM (in Fig. 5(b)) and RD8T SRAM (in Fig. 6(a))
at various temperature values is wider than that of proposed
8T SRAM (Fig. 5(a)). The leakage power of proposed 8T
SRAM ranges from 0pW to 200pW at various temperature
values. Further, the mean (µ) values of leakage power are
observed at different temperatures as shown Fig. 6(b). It is
observed that the proposed SRAM has low leakage power
variations at higher temperature values. It shows a remarkable
improvement as the proposed cell has negligible leakage
power as compared to C6T and RD8T SRAM at various
process-voltage-temperature (PVT) values.

FIGURE 7. (a) Read delay and power consumption at different supply
voltages. (b) Distribution curve of read delay at 300mV VDD.

B. READ DELAY AND POWER ANALYSIS
Read delay is measured when RWL is activated and BLB dis-
charges and reaches to the minimum sensing voltage required
by SA [34]. It is obtained from a 32-bit SRAM cell column
architecture having a bit-line capacitance of 320fF at worst
case process corner (SS). The power measured till the read
access time is defined as a read access power of SRAM.
Fig. 7(a) shows the plot of read delay and power in SS and

FF process corners. It is noticed that proposed PFC8T SRAM
have similar read access time as compared to C6T SRAM
with less read power consumption as shown in Fig. 7(b).

C. WRITE DELAY AND POWER ANALYSIS
The write ‘1’ access time is measured as the time whenWWL
signal is triggered and storage nodeQ reaches to 90% ofVDD
value. Similarly, write 0 access time is defined as the time
whenWWL signal is activated and storage node Q reaches to
10% of VDD value. The write dynamic power is measured as
the product of average current flow and the source voltage
at the write access time. Fig. 8(a) show the mean (µ) and
sigma (σ ) values of write ‘1’ delay and power at various
supply voltages. The delay time and power are compared with
C6T and RD8T SRAM, which show the proposed PFC8T
SRAM has similar write access time. The write power of
proposed PFC8T SRAM shows reduction of 2.4% and 7%
as compared to C6T and RD8T, respectively at 300mV VDD
as shown in Fig. 8(b). Due to profound reduction in leakage
power with slight improvement in read-write power, the pro-
posed cell shows better alternative for power hungry wireless
devices such as mobile, laptops and medical portable devices.

FIGURE 8. (a) Write ‘1’ delay, power and the power delay product in worst
case process corners at different VDD. (b) Distribution curve of write ‘1’
delay at worst case process corner (SS).

FIGURE 9. (a) Read static noise margin (RSNM) and write static noise
margin (WSNM) of proposed 8T SRAM is observed at 300mV VDD.
(b) RSNM, HSNM and WSNM of C6T SRAM 300mV VDD.

D. RSNM AND DYNAMIC READ MARGIN
Read static noise margin (RSNM) is measured by applying a
DC noise voltage source at one of the storage node Q or QB
and examining the effect on other. The RSNM is examined
in the read operation when RWL is HIGH andWWL is LOW.
The control signal (CS) is kept LOW which disconnects the
path between node Q and GND which makes a decoupled
logic from BLB toGND. The RSNM of proposed 8T is shown
in Fig. 9(a), which shows an improvement by 2.86× and
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1.03× than that of C6T and RD8T SRAM, respectively as
shown in Fig. 9(b) and Fig. 10(b) respectively, at 0.3V VDD.

FIGURE 10. (a) RSNM of C6T (b) RSNM of RD8T (c) RSNM of P8T is
observed at 300mV VDD in different temperature values. (d) Comparison
of RSNM values of C6T, RD8T and P8T at different temperatures.

FIGURE 11. (a) Read dynamic noise margin (RDNM) of proposed 8T
SRAM (b) RDNM of C6T SRAM at 300mV VDD.

Simultaneously, the RSNMvalues for C6T, RD8T and P8T
SRAM are observed at different temperature values as shown
in Fig. 10(a), (b) and (c), respectively. The comparison of
RSNM values are also shown in Fig. 10(d). It shows that the
proposed cell has better read stability than C6T and RD8T
SRAM. On the other hand, while measuring dynamic read
margin, RWL is activated HIGH and WWL is kept at LOW.
Further, when the BLB reaches to the minimum offset voltage
required for sensing the stored information, the difference
between the values of storage node Q and QB is defined as
read dynamic noise margin (RDNM). Fig. 11(a) and 11(b)
shows the observation of RDNM of proposed 8T SRAM. The
RDNM of proposed SRAM comes out to be 290mV at worst
case process corner, which is 7.4% better as compared to C6T
SRAM. The distribution curve in Fig. 12(a) shows that the
proposed 8T SRAM has RDNM distributed near to 300mV at
0.3V VDD and has narrow variations at different PVT values
as compared to C6T as shown in Fig. 12(b).

FIGURE 12. (a) Comparison of distribution curves of RDNM of PFC8T and
C6T SRAM at 300mV VDD. (b) Distribution curve of RDNM of C6T SRAM at
different temperature values at 300mV VDD.

E. WSNM
The write static noise margin (WSNM) is considered at the
time of write operation by initiating a linear DC noise at one
of the storage node and observing the effect of the noise at
other. To achieve it the WWL is kept HIGH, RWL kept LOW
and the CS is kept HIGH. Fig. 9(a) shows that the WSNM of
PFC8T as 128mV at 300mVVDD, which is 7.1% (119.5mV)
better than that of C6T SRAM as shown in Fig. 9(b).

F. WRITE TRIP POINT (WTP)
Write trip point (WTP) is measured at the time of write
operation while WWL asserted HIGH and RWL is LOW.
It can be observed by two methods one by adding a linearly
variable DC voltage source at BL and observing its effect on
the BLB and other by varying WWL and writing through BL
and BLB [36]. The WTP when WWL varies comes out to
be 30mV which is 43% better than C6T SRAM (21mV) at
300mVVDD inworst case process corner (SF). Fig. 13 shows
the comparisons of simulation results of WTP observed for
PFC8T, C6T and RD8T at different supply voltages. The
write margin (WTP) is the important factor to improve the
writing ability of SRAM.

FIGURE 13. Write trip point (WTP) at worst case (SF) process corner.

G. Ion AND Ioff CURRENT ANALYSIS
Another key metric for the read state is the read current or on
current. The on current is the current across the pass tran-
sistor that discharges the bit-line during the read state. The
differential sense amplifiers can be used in a single ended read
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configuration using a reference voltage at the other input [37]
for structures other than 6T. In the proposed 8T SRAM, the on
current is lower due to the stacking effect caused by inclusion
of MN7. While the stacking effect decreases the read current,
it also reduces the leakage current of the access transistors.
This causes a higher Ion/Ioff for the 8T cell as shown in Fig. 14.

FIGURE 14. Ion and Ioff ratio measured at different supply voltages.
Inset: Off current of proposed 8T SRAM as compared to C6T SRAM.

FIGURE 15. Off-Current distribution curve analysis of proposed 8T SRAM
measured at different temperature values.

In addition, the higher Ion/Ioff ratio increases the sensing
margin, the maximum cells per bit-line, and the sensing tim-
ing window. The proposed cell showsmuch better Ion/Ioff cur-
rent ratio as compared to conventional SRAM architectures.
The technique to reduce the OFF current evolves as a major
factor to improve ON-OFF current ratio. The distribution
curve for OFF current is shown in Fig. 15. The 6σ process
variation shows deviations from 0 to+6 fA (Femto Ampere).

V. RESULTS SUMMARY FOR 2-kb ARRAY
A read decoupled positive feedback controlled (PFC) 8T
SRAM cell for fast and low power object tracking is pro-
posed in this work. Furthermore, the proposed cell is used
to implement a 2-kb macro. The proposed cell is designed
in 65-nm standard CMOS technology. It is observed from

the simulation results that the proposed cell shows a superior
performance in terms of cell stability, write trip point (WTP)
and leakage power as compared to existing SRAM cells. The
proposed cell also shows better ON to OFF current ratio
(Ion/Ioff) and energy for read and write operations. Further,
the leakage power and energy is observed for 2-kb mac-
roblock and it shows improved outcomes at different supply
voltages in subthreshold regime.

The proposed 8T SRAM power consumption is compared
with the total power consumed by conventional 6T and RD8T
SRAM cell. It is observed that the total power is reduced to
0.33× as compared to C6T and RD8T SRAM. Table 2 shows
the summary of post-layout simulation results of proposed
PFC8T SRAM cell based 2-kb SRAM at 0.3V power supply.
Further, it is observed that the WSNM is improved by 7.1%,
RSNM by 2.86×; WTP by 43% as compared to C6T at worst
case process corners. The power delay product (PDP) for
write 1 operation is reduced by 32.85% as compared to C6T
SRAM cell. The leakage power is also reduced by 82× as
compared C6T SRAM cell based 2-kb array at 300mV VDD.

TABLE 2. Summary of mean (µ) value of simulation results of proposed
PFC8T SRAM based 2-kb macro in UMC 65-nm Technology using
1,000 Monte Carlo simulations at standard 6-sigma process variance.

VI. OBJECT DETECTION AND TRACKING
An image is an array represented by a numbers of bits.
An image is defined as a two-dimensional function f(X, Y),
where X and Y are the coordinates of image, and the ampli-
tude of f(X, Y) defines the intensity of the image at that
point. The object detection and tracking are achieved using
various steps, which are mentioned in the block diagram
shown in Fig. 16. In proposed object detection and track-
ing algorithm, rectangular shape macroblocks are placed
at every entrance points in the FOV. Further, the object is
detected by considering the difference of root mean square
(RMS) values of reference and current frame. After detecting
object, quadtree based approach is employed to minimize
the bounding box. This is the one of the major contributions
of the proposed work to reduce the processing time, logical
comparators, memory utilization and henceforth power con-
sumption. Thereafter, object tracking is achieved by using
macroblock resizing. Further, implementation of memory
required for the proposed approach is performed using ultra
low power (ULP) 8T SRAM cell.

A. SEGMENTATION
Image segmentation is a basic step in image processing and
is also a significant part of image analysis. The macroblocks
are placed at various locations of the FOV of camera, where
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FIGURE 16. Block diagram of proposed object tracking algorithm and its
memory cache implementation using proposed 8T SRAM.

the probability of entering the object is high. These entry
blocks, which are in rectangular shape, are denoted as initial
macroblocks. The captured RGB frame is converted into gray
image and the initial macroblocks are considered as reference
macroblocks. Fig. 17 shows themost probable entry locations
and corresponding macroblocks.

FIGURE 17. Rectangular macroblocks are selected at the entry points in
the FOV where the possibility of entering the object is high and detected
at the bottom.

B. OBJECT DETECTION
To detect the object, RMS values of macroblocks are con-
sidered. The RMS value of macroblock is calculated using
equation (1).

rms =

√√√√√ N∑
k=1

p2k

N
(1)

where, rms denotes root mean square (RMS) value of
macroblock, N is number of pixels in macroblock and pk
is gray intensity value at kth pixel. The difference of RMS
value between reference macroblock and current macroblock
is determined and compared with an adaptive threshold value
for object detection. When the difference of RMS value
becomes greater than or equals to the threshold, in that case
the object is detected in the FOV.

C. QUADTREE METHOD
To determine the exact location of object in the mac-
roblock and to reduce the size of bounding box, quadtree
decomposition approach is used [38]. The macroblocks of

reference and current frames are divided into four quadrants.
The RMS values of corresponding quadrants of reference and
current frames are compared. If the difference of RMS values
of at least three quadrants is greater than the threshold, then
minimum bounding box is achieved. Otherwise, the quad-
rants with difference of RMS value greater than threshold
value will be further divided into four parts. The procedure
is repeated until the minimum bounding box is achieved.
It should be noted that if we divide the macroblock into
four parts, then the new threshold of each quarter is changed
to 2× of the threshold value of initial macroblock, according
to the equation (1). The number of pixels after dividing the
frame into 4 parts will be N/4, thus RMS becomes twice of
the original value.

In Fig. 18(a), the quadtree approach is defined by using
the flow diagram. Fig. 18(b) shows the initial macroblock
which is further divided into 4 equal quarters. As shown in
Fig.18(b), if difference of RMS value of 2nd quad become
greater than or equal to 2×threshold value of initial mac-
roblock then it would be further divided into 4 parts. It will go
on until at least three quarters reaches to

√

2(i+1) × threshold
of the initial macroblock. Where, ‘i′ represents number of
divisions performed for each quadrant.

FIGURE 18. (a) Quadtree method for reducing the macroblock size of
detected object. (b) Macroblock divided into four quarters to reduce the
bounding box.

D. TRACKING USING MACROBLOCK RESIZING
After minimizing the bounding box around the object, our
next objective is to improve the tracking speed and the area
utilization in terms of memory. The less memory usage con-
sequently results in minimizing the power consumption of
memory blocks. Fig. 19 shows the macroblock where object
is detected in 2nd quad. After applying quadtree method,
the size of quad is reduced to 1/4× the size of original
macroblock. Therefore, to improve tracking speed with high
accuracy rate and less memory utilization, it is intended
to have motion vectors in all four directions as shown
in Fig. 19(a) and 19(b). In Fig. 19, k is the directional vector
pixels (DVPs) taken outside and inside of the rectangular
macroblock or the sub-blocks reckoned from the quadtree
approach.
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FIGURE 19. (a) Selected quad is incremented and decremented by a
factor ‘k’ in all directions to trail the trajectory. (b) The selected 2nd quad
where object is detected and further the object tracking algorithm is
implemented using the eight rectangular sections just outside and inside
to the selected 2nd quad.

The algorithm for object detection and tracking is
described as a pseudo code in algorithm 1 and 2, respectively.
It takes a video input and extracts it into numbers of frames.
Further, the quadtree approach minimizes the bounding box
and thereafter, the object tracking algorithm is implemented
on the selected quad as shown in Fig 19(a) and 19(b).

FIGURE 20. The object tracking memory block using 8T SRAM cell based
8-bit register for storing and comparing the Grey-coded frames.

Further, for tracking an object or group of objects in a
scene, an object detection/tracking system is required. The
processing unit comprises a memory block, comparators,
counters, decoders and clocking unit, as shown in Fig. 20.
The tracking system shown in the figure detects the motion
vectors of consecutive frames. The memory block is required
to store current and reference macroblocks. Further, an 8-bit
comparator is used to compare the change in information

Algorithm 1 Object Detection
Input: video, macroblock_coordinates
Output: object_boundbox, objdet_frame

thresh = calc_threshold (video);
img= read_frame(video(1));
ref_macroblock= macroblock(img,

macroblock_coordinates);
ref_rms= rms(Ref_macroblock);

for i=1 to nframes do
img = read_frame(video(i));
cur_macroblock = macroblock(img,

macroblock_coordinates);
cur_rms = rms(cur_macroblock);
if (ref_rms-cur_rms)>=thresh then

object_detect=1;
object_boundbox=quadtree(cur_macroblock);
objdet_frame=i;

end if
.if mod(i,5)=0then
ref_rms= cur_rms;

end if
end for
Definitions:
• video is a input video
• macroblock_coordinates are the initial macroblock coor-
dinates.

• object_boundbox is the final coordinates where the
object is detected after applying quadtree approach.

• objdet_frame is the frame in which object is detected.
• calc_threshold() takes video as an argument and calcu-
lates the threshold value for object detection.

• read_frame() takes video as an argument and returns
frames.

• macroblock() selects macroblock in the FOV and returns
coordinates of macroblock.

• rms() takes coordinates of block as an argument and
calculates RMS value of the block.

• quadtree() takes input as macroblock where is object is
detected and returns the minimum bounding box around
the object.

of the macroblocks. With the aim of fast and low power
tracking system, SRAM is used as a memory device due
to its benefits of high performance and low power con-
sumption. Evidently, the cache memory block for object
detection/tracking requires arrays of SRAM cell to write,
store, compare and read binary information [39]–[43].
In [39], a micro-programmable real-time video signal pro-
cessor (VSP) -large scale integration (LSI) has been devel-
oped for constructing a parallel video signal processing
system.

The VSP-LSI utilizes a multistage pipelined architec-
ture and can handle complex image and signal process-
ing applications such as high-speed edge detection, face
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Algorithm 2 Object Tracking
Input: video, object_boundbox, objdet_frame, k, thresh
Output: new_boundbox, objdet_frame

[x, y, h, w]=coord(object_boundbox);
ref_rms = rms(object_boundbox);

for i= objdet_frame+1 to nframes do
img = read_frame(video(i));
leftout_block=img(x-k: x, y: y+h);
cur_rms=rms(leftout_block);
if (ref_rms-cur_rms)>=thresh and

other_condition=0 then
new_boundbox=img(x-k: x+w-k, y: y+h);

else
new_boundbox = img(x: x+w, y: y+h);

end if
if mod(i,5)=0then
ref_rms = cur_rms;

end if
end for

Note: The other_condtion is defined as the conditions for
the other 7 blocks just outside and inside of the 2nd quad.
In our algorithm we took the left out rectangular block
‘‘EGHF’’ as shown in Fig. 19(b), where the co-ordinates
are (x-k: x, y: y+h). Similarly, all the other 7 rectan-
gular blocks are observed and if the diff_rms becomes
greater than or equal to the threshold of initial mac-
roblock than we expect that the object moves towards that
direction.
Definitions:
• ‘k’ is the incremented or decremented pixels taken
within and outside the 2nd quad.

• coord() takes block as an argument and returns x, y
coordinates, height h and width w of the block.

• leftout_block is the left side outer rectangular block
‘‘EGHF’’ taken in our example. The movement of object
is observed at the left side of the image.

• new_boundbox is the new moved bounding box accord-
ing to the movement of object towards left side of the
image.

detection andmotion compensation. The LSI contains SRAM
based cache for the realization. In [40], real-time face detec-
tion system is fabricated in a 0.13µm CMOS technology.
It consists of 75,000 gate logic, 58,000 bit SRAM, and an
ARM-Advanced Microcontroller Bus Architecture (AMBA)
bus interface. In [41], a dynamically reconfigurable SRAM
array for low-power mobile multimedia application is pre-
sented which shows how a SRAM array can significantly
changes the overall multimedia power. However, a large

number of memory arrays in portable tracking devices con-
sume a huge amount of processing and leakage power. There-
fore, a subthreshold 8T SRAM cell is proposed to reduce
leakage power consumption, detailed in section III, which
further utilized to implement SRAM arrays for tracking
device.

VII. TRACKING SYSTEM ANALYSIS AND SRAM
UTILIZATION: RESULTS AND COMPARISONS
The proposed object tracking algorithm uses less number of
memory blocks to compare two different frames as shown
in Table 3. Instead of comparing whole frames of size
704×576 in given example, the proposed algorithm uses a
macroblock resizing approach. The average memory utilized
in the proposed work can be determined from the infor-
mation of mean of total numbers of pixels used to track
the object. To measure the average power consumption of
memory block, the amount of power consumption bymemory
bit cell is required. The average power of bit cell is measured
in the supply range of interest, assuming equal probability
of performing read and write operations. To authenticate the
proposed algorithm in MATLAB tool, a monocular camera
based surveillance video is considered. To support high-
level video surveillance task and other processing algorithms,
the server is equipped with an INTEL Core i7 4710HQ
2.5GHz CPU and 8GB RAM.

TABLE 3. Average memory size required/frame for detection and tracking
with object detection and tracking delay.

The average leakage power/frame for C6T, RD8T and
proposed PFC8T SRAM is equivalent to 272nW, 251.5nW
and 3.2nW, respectively as shown in Table 4. The average
total power consumption is the sum of power consumedwhile
writing, reading and holding (leakage) a data into SRAM for
tracking an object. The total power consumed is equivalent

Tracking Accuracy Rate (TAR in %) =
N∑
i=k

Area of proposed bounding box − Area of actual bounding box
Area of actual bounding box

(2)
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TABLE 4. Average leakage power observed in tracking an object
at 0.3V VDD.

to 38.33mW, 33mW and 23.5mW for C6T SRAM, RD8T
and PFC8T SRAM based memory array required for tracking
an object. Fig. 21 shows the set of frames extracted from a
video. In the very first frame of the video the macroblock
of size 64×79 is selected. To detect the object in the scene,
a threshold value is determined which is equal to the peak
of the difference of RMS value of the selected macroblocks.
In Fig. 21, it is shown that the object enters the scene at
frame 129 and after that a quadtree approach is used to reduce
the bounding box size. Consequently, by using quadtree
approach, the object can be tracked by using 1/4th or 1/8th

numbers of pixels as compared to original macroblock. The
object tracking output using macroblock resizing is shown
in Fig. 21. From this observation, we calculated the accuracy
of our proposed work. Table 5 shows the accuracy rate of the
proposed work as compared to other works in the past.

FIGURE 21. Object tracking using quadtree pixelation where the
bounding box is selected at the entry points of the FOV.

TABLE 5. Comparison of tracking accuracy rate w.r.t the actual bounding
box.

The accuracy rate is calculated by using the equation (2),
where the percentage of difference area of actual bound-
ing box to proposed bounding box is measured. In the
present work the accuracy rate comes out to be 96.5%.
The accuracy rate could be different for different mac-
roblock size. Equation (2), as shown at the bottom of previous

page, where, k is the number of frame where the object is
detected and N is the total number of frames present in the
video.

VIII. CONCLUSION
The proposed work presents an ULP 8T SRAM cell with
better leakage power, write static noise margin, write-ability
and read margin as compared to C6T and 8T SRAMs. Further
a fast, reliable, less memory usage object tracking algorithm
and implementation of its memory block using ULP 8T
SRAM is proposed. A quadtree based approach is employed
to diminish the bounding box and to reduce the computations
for fast and low power object tracking. The proposed object
detection and tracking method is based on macroblock resiz-
ing, which demonstrates an accuracy rate of 96.5%.

Further, the leakage and total power consumption of
required memory block for tracking algorithm is observed
and implemented using a proposed 8T SRAM. The memory
block implementation of tracking system using proposed 8T,
C6T and RD8T has been observed at worst case process
corner using Monte Carlo simulations.

It is observed that the average leakage power/frame for
tracking system using proposed 8T SRAM is 82× and 75×
better than that of C6T and RD8T SRAM, respectively.
The average total power consumption is the sum of power
consumed while writing, reading and holding (leakage) a
data into SRAM for tracking an object. The total power
consumed is equivalent to 38.33mW, 33mW and 23.5mW
for C6T SRAM, RD8T and PFC8T SRAM based memory
array required for tracking an object. The total power of
proposed SRAM block is 1.64× and 1.4× better than that of
C6T SRAM and RD8T SRAMbased object trackingmemory
block.
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