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ABSTRACT This paper proposes a novel access protocol based on the distributed queue (DQ) mech-
anism to effectively tackle the massive access issue in the cellular-based machine-to-machine (M2M)
communications. To fully take the advantage of the DQ mechanism, we newly propose a method to avoid
the DQ’s inherent over-division problem by letting the base station first roughly probes the number of
colliding devices in a random access opportunity. Based on the probing result, the base station then randomly
divides these devices into a determined number of groups and ‘‘pushes’’ these groups to the end of a logical
access queue. In addition, we develop an analytic model to accurately estimate the average access delay of
the proposed protocol in the massive scenarios. Computer simulations are also performed to validate the
correctness of the analytic model as well as the effectiveness of the proposed protocol in comparison with
the LTE standard and conventional DQ access schemes.

INDEX TERMS Distributed queue, load estimation, LTE, massive M2M communications, random access
protocols.

I. INTRODUCTION
Machine-to-Machine (M2M) communications, which
supports a huge number of connected Machine-Type
Devices (MTDs) operating in an autonomous manner, comes
with not only invaluable chances for life-changing smart
applications [1], [2], but also serious challenges to network
foundation. To best accommodate the ubiquity of MTDs, the
housing communications infrastructure must offer worldwide
availability as well as enormous coverage. There are twomain
approaches currently being taken in an attempt to implement
MTD over mobile cellular networks as depicted in Fig. 1 [2].
The first choice involves organizing MTD devices in a
so-called M2M area networks using short-range wireless
standards, such as Bluetooth, wifi. TheseM2M area networks
are then connected to a mobile Base Station (BS) via M2M
gateways equipped with Subscriber IdentityModules (SIMs).
In this case, the gateways act as User Equipment (UE) from
mobile network perspective. The second option is to directly
incorporate MTDs into the existing mobile networks, such as
existing LTE or the fifth generation (5G) networks [3], [4].
This approach not only eliminates the need for deployment

of M2M-specific base stations, but also readily provides
IP-native connectivity and thus, greatly facilitates the
penetration of M2M into the market. This paper tack-
les the design and implementation issues of the second
approach, which is also known as the cellular-based
M2M communications.

One of the most challenging issues in the cellular-based
M2M communications is the massive population of MTDs
and their periodic access pattern [1], which may cause the
Random Access Channel (RACH) of LTE to break down
when thousands of devices try to access the network simulta-
neously. Recent studies have pointed out that in such scenario,
the LTE RACH may experience heavy congestion, leading to
very low access success probability [5]. Moreover, according
to the 3GPP requirements, the cellular-based massive M2M
is expected to have a capacity of 30K devices per cell, and
for the 5G, a 10 times higher capacity, i.e. 300K devices
per cell, should be envisioned [2]. Novel and more effective
access protocols are therefore the key factor for the success-
ful deployment of the M2M communications in the next-
generation mobile networks.
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FIGURE 1. Cellular-based M2M communications.

Over the past few years, there has been much effort focus-
ing on improving the LTE standard protocols to deal with
the M2M massive access issue [8]–[12]. As a matter of fact,
the 3GPP has adopted an access protocol class called Access
Class Barring (ACB) as the baseline solution to LTE RACH
overload issue. ACB scheme categorizes devices into differ-
ent ‘‘access classes’’ based on various criteria, and devices
belonging to a class may perform access request in need with
a certain probability called ‘‘barring factor’’ [6]. Simulation
results provided in [7] with different MTD barring factors
show that while the method does increase the access success
probability under a relatively heavy load, the access delay of
MTDs is severely degraded.

An alternative, promising solution is to employ the Dis-
tributed Queue (DQ) mechanism, a near-optimum contention
resolution scheme [13]. The DQ-based protocols try to com-
pletely resolve an initial access collision using an m-ary
splitting tree before attempting to handle subsequent ones
and thus, effectively eliminates the uncertainty and instability
seen in the LTE standard protocols [14]–[21]. Recent studies
show that, compared to the standard ACB, the DQ-based
protocol exhibits noticeable improvement under a relatively
high load in comparison with the LTE standard ones. Nev-
ertheless, the access delay is still prolonged in the massive
access scenario (more than 1,500 and 2,500 simultaneous
arrivals for the original DQ, namely, Contention Resolution
Queue (CRQ), [16] and the improved one [20], [21], respec-
tively) due to the over-division issue.

This has motivated us to propose a novel DQ-based ran-
dom access mechanism to resolve the problem of M2M
massive access, particularly when there may be more than
ten thousands simultaneous arrivals. The key concept of our
proposed protocol is to probe the number of colliding MTDs
in each Random Access Opportunity (RAO) using a partial
estimation strategy and randomly split these devices into a
number of groups in a way such that the over-division issue in
DQ-based protocols can be effectively avoided. To confirm
the effectiveness of the proposal, we also develop an analytic
model to estimate the average access delay of the proposed
protocol over the Long-Term Evolution (LTE) networks with
the massive access scenarios. The analytic results are also
validated by computer simulations, and it is seen that,

FIGURE 2. Standard LTE network access procedure with ACB scheme.

compared to the baseline ACB and CRQ schemes, the pro-
posed protocol offers a significant delay reduction and rea-
sonable average access delay in the low load and massive
access scenarios, respectively.

The rest of our paper is organized as follows: In section II,
we briefly introduce the standard random access proce-
dure in LTE and the conventional DQ-based protocol. Our
proposed protocol and its analytic model are presented in
Section III and IV, respectively. Results and discussions are
shown in section V and finally, section VI concludes the
paper.

II. RANDOM ACCESS PROCEDURES
This section describes the overview of the standard
LTE systems (the ACB protocol) and the DQ-based
CRQ protocol. We also discuss their limitation and layout the
background for the newly proposed one.

A. LTE RANDOM ACCESS CHANNEL (RACH)
Before fully examining the contention-based random access
procedure, it is advisable to have a glimpse at the operation
of the LTE RACH over which MTDs compete against each
other to send their access requests.

The LTE RACH consists of a periodic sequence of time-
frequency resources explicitly allocated for random access
purpose known as Random Access Opportunities (RAOs).
The temporal periodicity of these RAOs is encoded and
broadcast to all MTDs via a parameter namedPhysical RACH
(PRACH) Configufation Index. An example of this encoding
is illustrated in Fig. 3. The 3GPP specifies 64 of such fixed
mappings [22] where there can be a minimum of 1 RAO
per 2 frames to a maximum of 1 RAO per 1 subframe.1

It should be noted that the RAOs are implemented on the
uplink physical channel and thus, the BS must carefully
consider the compromises between the amount of allocated
RAOs per frame and the amount of resources used for data
transmission.

1A frame is composed of 10 subframes, each of duration 1ms.
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FIGURE 3. PRACH configuration index.

B. STANDARD LTE PROCEDURE
Now let us proceed to the details of the LTE contention-based
Random Access (RA) procedure which, as depicted in Fig. 2,
is a four-message handshake between MTDs and the BS. The
role of each message is as follows.

Msg. 1, RA PREAMBLE : When an MTD needs to access
the network, it first chooses one among a maximum of
64 orthogonal preamble sequences as its access request and
sends that to the BS. This transmission takes place in the
nearest future RAO, that is, over the RACH as discussed
earlier. In this step, multiple MTDs of the same RAO may
also choose the same preamble and cause a preamble collision
that may or may not be discovered at the BS.

Msg. 2, RANDOM ACCESS RESPONSE (RAR): Three
subframes after their preamble transmission RAO, the MTDs
start looking for a response message known as the RAR for
a time window of length ra-ResponseWindowSize subframes
on the Physical Downlink Shared Channel (PDSCH). Note
that theMTDs can pinpoint the location of their awaited RAR
inside the PDSCH based on the location information of the
RAO in which their preambles were sent. The RAR contains,
for each successfully detected preamble, a 6-bit ‘‘identity’’ of
that preamble, timing alignment instruction and initial uplink
resource grant for Msg. 3. It may also include a Backoff
Indicator (BI) to instruct the MTDs whose used preambles’
identities are not found in the RAR to backoff for a random
amount of time (based on BI) before attempting preamble
retransmissions [23]. In the rare occasionwhere anMTDdoes
not find any RAR during the designated time window at all,
it restarts the RA procedure.

Msg. 3, CONNECTIONREQUEST : Based on the instruc-
tions received inMsg. 2, MTDs transmit a connection request
message containing the reason for access request and their
identities. Here, undetected preamble collisions from Msg. 1
may result in more than one MTDs being granted the same
resource to transmit Msg. 3 and cause a collision at the BS.
In such case, colliding MTDs keep resending their Msg. 3
without success until a certain number of attempts is reached,
then restart the RA procedure [23].

Msg. 4, CONTENTION RESOLUTION : This message
is a response to MTDs whose Msg. 3 is received correctly
by the BS and contains corresponding identities. At this

point, the MTDs whose identities are found in Msg. 4 have
successfully accessed the network and start scheduling their
data transmissions, while the others restart the RA procedure.
In the case where one Msg. 3 is decoded despite multiple
Msg. 3 transmissions on the same time-frequency resource,
only one MTD has its identity included in Msg. 4 and may
progress [23].

Additionally, each MTD has a counter to keep track of the
number of times it has sent a preamble. If this counter exceeds
a threshold denoted by preambleTransMax, the MTD shall
give up on the RA procedure and indicate a random access
problem to upper layer. In such case, the MTD is said to be
‘‘blocked’’ from accessing the network [5].

When ACB is activated, an MTD first generates a random
number in [0,1) and compare it with the MTD barring factor
set by the BS. If the former is smaller, the UE may perform
RA process; otherwise it has to wait for a random duration of
(0.7 + 0.6 ∗ X )∗Barring_Time, where X is another random
number in [0,1), before retrying the test [6]. This mechanism
helps spreading the load across the time domain to alleviate
contention under high loads.

C. CONTENTION RESOLUTION QUEUE (CRQ) PROTOCOL
It is seen that in the LTE contention-based procedure, MTDs
have to participate in an ALOHA-like contention process
to transmit their preambles. At this point, the instability of
ALOHA under high load has been proven [24]. Therefore,
without carefully tuned barring parameters, an MTD follow-
ing this mechanism may find itself continuously resending
preambles without success due to consecutive collisions with
a large number of backlogged MTDs before, eventually,
blocked by the network.

CRQ is thus proposed to tackle this issue in the LTE sup-
porting massive M2M [16]. The protocol organizes groups
of devices that select the same preambles (i.e., colliding
devices) in RAOs into a logical access ‘‘queue’’ based on
the relative order of colliding preambles themselves. That
is, when preamble collisions occur in an RAO, the group
of MTDs selecting the lower-in-order colliding preamble is
‘‘pushed’’ to the end of the queue in advance of those who
pick the higher-in-order one. Then in each RAO, given that
the queue is non-empty, only the group of MTDs residing at
the head of the queue may exit and re-perform the preamble
transmission step. This splitting tree-likemechanism prevents
MTDs involved in a collision from intervening in future
retransmissions of MTDs involved in other collisions. As a
result, the CRQ can eliminate the uncertainty factor to support
an unlimited number of simultaneous arrivals.

An example of CRQ protocol with three available pream-
bles is displayed in Fig. 4. In the first RAO, all devices
collide and enter the queue. (u1, u7) occupy the first position
since they used the lowest-in-order colliding preamble while
(u3, u4) and (u2, u5, u6) take up the second and third
place, respectively. The two first groups then succeed in
RAO 2 and 3 and exit the queue. The third group (u2, u5, u6)
retransmits in RAO 4, but only u6 makes it to leave while the
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FIGURE 4. An example of CRQ protocol.

others collides and re-enters the queue. Finally, (u2, u5) leave
the queue in RAO 5 where they succeed.

It is seen from Fig. 4 that each time a preamble collision
occurs in an RAO, the CRQ, in essence, reserves a future
RAO for the group of involved MTDs. This mechanism
may cause excessive RAOs reservation when there are many
preamble collisions occurring in an RAO, but each collision
involves relatively few MTDs. That is, under such scenario,
the CRQ inadvertently reserves a large number of RAOs
(equal to the number of preamble collisions), but each RAO
only serves an amount of involving MTDs way lower than
its capability. This phenomenon, hereby referred to as over-
division, is the main culprit behind the CRQ’s performance
inconsistency as proved in our earlier work [21]. To better
visualize the impact of over-division, let us assume that there
are 90 MTDs and 18 preambles to start with. Also let us
assume that in the first RAO, each preamble is selected
by 5 MTDs and ends up in a collision. Since there are
18 preamble collisions in total, the CRQ books 18 future
RAOs (i.e., RAO 2 to RAO 19). Retransmitting in each of
these RAOs, however, are only 5 MTDs, which are far less
than the number of usable preambles i.e., 18. As a conse-
quence, a huge number of unused preambles is generated and
the delay is severely prolonged.

III. PROPOSED ACCESS PROTOCOL
As it is described in the last Section, that each of current
approach has its own pros and cons in the considered context
i.e., the massive M2M access. While the ACB scheme may
work reasonably well in such case, it does so at the cost of
a certain degree of instability which may result in excessive
access delay of a small number of devices. Furthermore,
improper setting of barring parameters may cause RACH
overload when the number of devices exceed a certain mark.
On the contrary, the CRQ protocol can theoretically support
an unlimited number of devices [5]. Nevertheless, its over-
division issue may cause excessive access delay for the whole

population in massive multiple access scenario, as proved in
our previous work [21]. This has motivated us to propose a
novel design of DQ-based protocol that enjoys the advantages
of both approaches to resolve the massive multiple access
dilemma in an efficient manner.

The key concept of our protocol is to probe the number
of colliding MTDs in each RAO using a partial estimation
strategy and randomly split these devices into a number of
groups in a way such that over-division can be avoided. In fol-
lowing sections, we describe the load estimation methods and
the details of the proposed protocol.

A. LOAD ESTIMATION METHODS
Load estimation plays a crucial role in reducing random
access delay, as it facilitates the design of optimal scheduling
schemes. In fact, various estimation methods have been pro-
posed to optimize the performance of random access proto-
cols, albeit mainly in Radio Frequency IDentification (RFID)
literature [25]. Recently, similar efforts have been made for
cellular-based M2M with fixed-location devices (which is
also our considered case in this paper). Recent work confirms
that it is feasible to estimate the number of such devices
in an RAO with a relatively good accuracy as long as they
can maintain the same received power at the BS (which,
practically, can be done via power control schemes) [26].

Particularly, the method in [26] divides the cell cover-
age into Nt regions, where devices in the same region have
same delay to the BS. Then, each time transmissions from
device(s) selecting an i-th preamble in the j-th spatial region
are detected, the corresponding delayed version of the pream-
ble i.e., Pi,j is subtracted from the received signal Y . This
process cycles between all preambles until the power of Y
drops below a threshold, and the number of devices selecting
a particular preamble is found by counting the number of sub-
tractions that have beenmade corresponding to that preamble.

The major issue with such iterative estimation method is
that the needed number of iterations is roughly the same as
the number of transmitting devices in the RAO. This leads to
an excessive overhead delay, which may become prohibitive
in massive access scenario with tens of thousands of simul-
taneous arrivals. We therefore propose an additional partial
estimation step where we first probe the power level P of
a randomly chosen i-th preamble by correlating it with the
received signal Y as follows

P =
1
T

Nt∑
j=1

∫ T

0
Y (t)Pi,j(t)dt = Pi + Pn, (1)

where T is the duration of an OFDM symbol, Pi is the power
from devices using the i-th preamble, and Pn is the noise
power out of the integration-and-summation unit. To some
extent, P can be used as a representative for the total number
of transmitting devices. Thus, we may infer that if P is higher
than a certain threshold γ , then the total number of transmit-
ting devices is also likely to bemore than a correspondingNγ .
In such case, we only perform this partial estimation step,
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FIGURE 5. The proposed partial estimation strategy.

instead of the iterative estimation method as proposed in [26],
in order to guarantee system response time. We will only
perform the iterative estimation when the partial estimation
step infers that the number of transmitting devices is less
than Nγ . An example of this strategy is illustrated in Fig. 5
where the probed preamble is randomly chosen to be the
first one.

It is noteworthy to mention that γ can be obtained via
training for different values of Nγ and can be set at the BS.
In this paper, we assume that γ is chosen corresponding to
Nγ = K 2, where K is the number of available preambles.
In other words, our key assumption is that whenever the
number of transmitting MTDs in an RAO is higher than K 2,
the BS will not necessarily perform the iterative estimation
and thus, will not know the total number of accessing MTDs.

B. DQ-BASED ACCESS PROTOCOL WITH
LOAD ESTIMATION
Now, we present our proposed DQ-based access protocol
using load estimation methods to handle collisions under
massive simultaneous access scenario. The key point of our
protocol is that it controls the number of groups, G, which
unsuccessful MTDs are divided into, so that the over-division
issue can be effectively avoided. In particular, the BS first
probes the number of transmitting MTDs i.e., Nr , in an RAO
using our partial estimation strategy described earlier and
select G as follows. Note that Ns here denotes the number of
successful devices (or equivalently, the number of preambles
selected by only one device) in an RAO.
• If Nr > K 2, then the number of devices are high enough
so that the BS assumes Ns = 0. In this case, G = K .
This does not cause over-division since the number of
unsuccessful MTDs per group is still more than K .

• If Nr ≤ K 2, perform iterative estimation to track the
accurate value ofNr andNs. ThenG =

[
(Nr − Ns) /K

]
,

where [·] denotes the round operator, so that the number
of unsuccessful MTDs per group is K on average to
prevent over-division. Furthermore, when (Nr − Ns) <
K , the number of unsuccessful MTDs in this RAO is

small enough that further division is always excessive.
In such case, no more division is needed and thus,
G = 1.

These G groups are then ‘‘pushed’’ to the end of a
‘‘distributed queue’’ to retry later. It is important to note that
unsuccessful devices are not divided to groups based on their
used preambles as in the CRQ, but rather in a randommanner
into a predetermined number of groups i.e., G.

As stated above, to realize the protocol, it is necessary
to maintain a logical ‘‘distributed queue’’ wherein colliding
devices are organized. This queue does not exist physically,
but is facilitated via two parameters named DQ and pDQ.
The former represents current ‘‘length’’ of the queue and is
maintained by the BS while the latter is stored exclusively at
each device to inform the device about its current ‘‘position’’
inside the queue. A device may transmit if its pDQ = 0 i.e., if
it is at the queue’s head. These parameters encode all relevant
information on the queue and are updated after each RAO
according to the following rules.

For DQ (at the BS):
• If DQ > 0, then DQ is decreased by 1 due to removal of

the entry at the head of the queue.
• If preamble collisions occur, DQ = DQ + G to reflect

the addition of G groups of MTDs into the queue.
For pDQ (at individual MTD):
• If the device is waiting in the queue i.e., pDQ > 0, then
pDQ = pDQ − 1 due to removal of the entry at the
queue’s head.

• If the device collides with others of the same preamble,
it randomly select an integer g between [0, G - 1] to
reflect its choice of group. Then its pDQ = DQ−G+ g
to indicate that it, along with other devices of the g-th
group, has re-entered the queue from the end. Note that
G and DQ are included in corresponding Msg. 2.

Newly arrived MTDs must first observe the status of
the ongoing process by listening to corresponding Msg. 2.
If there are unsolved collisions (DQ > 0), they wait for DQ
RAOs before re-checking Msg. 2 to acquire an updated value
of DQ. This procedure is repeated until they find a Msg. 2
indicating that DQ = 0. In such case, the devices may invoke
the access procedure in the very next RAO. Compared to
the CRQ, these settings not only prevents newly arrived
devices from interfering in the ongoing process, but also
lower the energy consumption of such devices as they do not
need to listen to Msg. 2 continuously.

Figure 6 presents an example of our protocol with K = 6
available preambles. Here, each rectangular represents an
RAO while the upper and lower numbers in a rectangular
represent the number of transmitting devices Nr and the
number of unsuccessful devices i.e., Nr − Ns, in that RAO,
respectively. In the very first RAO, Nr = 90 devices transmit
simultaneously and cause collisions in all preambles. Via
partial estimation step, the BS knows that Nr > K 2 in
this RAO. Thus, it safely sets G = K = 6 to randomly
break these 90 MTDs into 6 groups without triggering over-
division. That is, the BS does so without worrying about
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FIGURE 6. An example of the proposed protocol.

the number of MTDs per group falling very short compared
to K . The 6 groups then exit the queue in turn to re-perform
preamble transmissions in the next 6 RAOs i.e., RAO 2 to
RAO 7. Again, via partial estimation step, the BS is aware
that the numbers of transmitting MTDs i.e., Nr , in each of
these RAOs are lower than K 2. Thus, the BS first performs
iterative estimation to obtain accurateNr andNs of eachRAO.
Then, to avoid over-division, the BS instructs the Nr − Ns
unsuccessful MTDs in each of these RAOs to split into G =
[(Nr − Ns)/K ] groups so that the number of MTDs per group
is approximately K . An example of this can be found by
looking the second RAO where 14 unsuccessful MTDs are
randomly divided into G = [14/6] = 2 groups with 7 MTDs
(which are well around K ) in each. All 13 groups created
during RAO 2 to RAO 7 then consecutively exit the queue
to retransmit in RAO 8 to RAO 20. As the number of MTDs
in each of these 13 groups is approximately K , RAO 8 to
RAO 20 achieve maximum efficiency (which occurs when
Nr ≈ K ). The number of unsuccessful MTDs per RAO from
that point also drops below K and thus, no further division is
required and G is always 1 afterwards.

C. MULTIPLE DISTRIBUTED QUEUES AND PROPOSED
ACCESS PROCEDURE
In the previous subsection, we have comprehensively
described the operation of our proposed protocol which, how-
ever, only acts as a conceptual replacement to the underlying
ALOHA-like framework of LTE. To be considered practical,
the protocol must fully satisfy the timing requirements of the
LTE’s handshake procedure. Such task is actually non-trivial
due to the reasons discussed in the following paragraph.

From Fig. 2, it is seen that after performing a pream-
ble transmission, an MTD cannot take any further actions
until the corresponding RAR-probing time window is over.
This time window begins at exactly three subframes after
the MTD’s preamble transmission RAO and has a length
of ra-ResponseWindowSize subframes, which results in a
total locking interval of W = 3 + ra-ResponseWindowSize
subframes. Consequently, any RAOs taking place during this
interval is considered unusable for the transmitting MTD.

FIGURE 7. Example of multiple queues running in parallel.

This barely affects the ACB scheme, as RAOs unusable for
a transmitting MTD may still be utilized by others who just
resume from their previous backoff or barring wait. On the
contrary, DQ-based protocols require that all MTDs (that
is, both transmitting and waiting ones) do not adjust their
counters until transmitting MTDs have received their RAR
i.e., until the locking interval W of transmitting MTDs has
elapsed, to ensure that the queue operates in a synchronous
manner. Thus, in effect, a single distributed queue can only
use RAOs that are at leastW subframes apart from each other.
This leads to under-utilization when the RAOs are spaced at
less than or equal to W subframes.

To overcome this issue, we propose to facilitate more
than one distributed queues running in parallel so that RAOs
unusable by a queue will be exploited by the others. Our idea
is best described via the example provided in Fig. 7 where
ra-ResponseWindowSize is set to 5 subframes [27], and the
RAOs are located at subframes number 1 and 6 of any frames
(which is equivalent to setting PRACH Configuration Index
to 6). If there is only one queue, it is easy to see that to satisfy
the RAOs spacing condition i.e., consecutive usable RAOs of
a queue must be spaced at leastW subframes apart, the queue
can only use either the pair of subframes number 1 or 6, which
leads to only 50% RAOs utilization. To achieve full RAOs
utilization while still secure the RAOs spacing constraint, we
propose the parallel use of two separate queues where the first
occupies the pair of subframes number 1 and the second takes
the pair of subframes number 6 as depicted in the middle and
bottom of Fig. 7, respectively. This concept extends naturally
to other PRACH configurations. Also, we assume that the
number of parallel queues as well as the allocated positions
of their RAOs inside a frame are broadcast to all MTDs by the
BS as part of system information. Upon entering the network,
an MTD will randomly select a queue to associate with.

The access procedure, modified to accommodate our pro-
posed protocol, can finally be visualized as in Fig. 8.

IV. ANALYTIC MODEL & PERFORMANCE ANALYSIS
In this section, we propose an analytic model to study the
access delay of our proposed protocol. The operation of the
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FIGURE 8. Access procedure representation of the proposal.

FIGURE 9. Analytic delay model of the proposed protocol.

proposed protocol can be visualized as anm-ary splitting tree
in Fig. 9, where each node corresponds to an RAO, and the
number of children of a node corresponds to the number of
groups which unsuccessful devices in that node are divided
into. Here, we perform approximation by assuming that every
nodes of the same depth d has the same average number of
children denoted by G(d), and the number of devices in each
child node is also the same. G(d) can be written as

G(d) =

max

(
Nr (d)− Ns(d)

K
, 1

)
, Nr (d) ≤ K 2

K , Nr (d) > K 2

(2)

where Nr (d) and Ns(d) are the average number of transmit-
ting devices and successful devices in a node of depth d ,
respectively.Ns(d) is related toNr (d) asNs(d) = Nr (d)Ps(d),
where Ps(d) is the probability of success of a device given
that it is at a node of depth d . Ps(d) may be interpreted as the
probability that no other devices in the node selects the same

preamble as this device and thus, is expressed as

Ps(d) =
(
1−

1
K

)Nr (d)−1
. (3)

As seen from the Fig. 9, if anMTD succeeds at a depth d , it
will have waited for a number of RAOs equal the total number
of nodes from all previous depths plus, on average, half of the
number of nodes of d (as it may belong to any node of d with
equal probabilities). For convenience, we denote the number
of nodes of a depth d by Ln(d) and the average number of
elapsed RAOs for a device succeeding at d by L(d). The
relationship between the two is expressed as

L(d) =
d−1∑
d ′=1

Ln(d ′)+
Ln(d)
2

. (4)

In order to find Ln(d), we must know G(d ′) for all
d ′ < d as they directly affect the number of nodes at each
depth upto d . It is evident that G(d ′) = K for all depths d ′

at which Nr (d ′) > K 2. On the other hand, at a particular
depth (da−1), the number of devices per node start dropping
below K 2 and thus,

G(da − 1) = max

(
(1− Ps(da − 1))Nr (da − 1)

K
, 1

)
.

(5)

This makes the average number of devices per node at the
very next depth Nr (da) approximately K and thus, no more
division is needed afterwards i.e., G(d ′) = 1 for all d ′ ≥ da.
Having found all G(d) based on da, we then proceed
to calculate Ln(d) as follows. Note that it is trivial that
Ln(1) = 1.
• For 2 ≤ d ≤ (da − 1):

Ln(d) =
d−1∏
d ′=1

G(d ′) = K d−1. (6)
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TABLE 1. Simulation parameters.

• For d = da, Ln(d) is rewritten as

Ln(da) = G(da − 1)
da−2∏
d ′=1

G(d ′) = G(da − 1)K da−2.

(7)

• For d > da, there is no further splitting and thus,

Ln(d) = Ln(da) = G(da − 1)K da−2. (8)

It is clear that da must be derived for specific calculation
of L(d). To find da, we first observe that Ps(d) ≈ 0 and
G(d) = K for all d < da − 1. Then, Nr (da − 1) can be
found as

Nr (da − 1) =
N

K da−2
. (9)

It is also reminded that at da−1, the number of devices per
node starts dropping below K 2 i.e., Nr (da − 1) < K 2. Thus,
N < K da and since da is the smallest integer that satisfies
this condition, we can conclude that da =

⌈ log(N )
log(K )

⌉
. It is

important to note that G(da − 1) is consequently derived by
substituting Nr (da−1) in (9) into (5) and (3). This completes
the calculation for L(d).
Now that L(d) is found, the remaining task is to derive the

probability that an MTD succeeds at d denoted by Pr(d).
This is interpreted as the probability that the device fails at
all depths prior to d and then succeeds at d , which is then
expressed as

Pr(d) = Ps(d)
d−1∏
d ′=1

(
1− Ps(d ′)

)
. (10)

As seen from (3), Nr (d) is required to calculate Ps(d) for
any d . In general, Nr (d) can be written as

Nr (d) =
(1− Ps(d − 1))Nr (d − 1)

G(d − 1)
. (11)

Therefore,Nr (d) is a function ofNr (d−1). This establishes
a recursive solution to find Nr (d) for any d , where the initial
condition is Nr (1) = Nq where Nq denotes the total number
of simultaneous arrivals at the MTD’s choosen queue. Thus,
Pr(d) for any d is consequently derived. Finally, the average
number of RAOs (or correspondingly, the average access
delay) that an MTD has to wait, denoted by D(Nq), is found
as

D(Nq) =
∞∑
d=1

L(d)Pr(d). (12)

Note that D(Nq) is measured in the unit of RAOs of the
MTD’s chosen queue. That is, these RAOs must be spaced
at least W subframes apart of each other. To provide a
more practical result, we fix the value of W to 8 subframes
as in Fig. 7 and the spacing between consecutive RAOs
of a queue to 9 subframes (which is well longer than W )
so that there is one RAO per one frame i.e., one RAO
every 10ms, for every queue. The average delay that an
MTD has to wait until its successful preamble transmission,
measured in the unit of seconds, is then easily found as
0.01 ∗ D(Nq)
Finally, let us assume that there areN simultaneous arrivals

to the system and Q queue(s) running in parallel. Since the
MTDs randomly choose one among Q queue(s) to perform
access, each queue serves on average Nq = N/Q simultane-
ous arrivals. Furthermore, since the queues run in parallel, the
average delay of an MTD of any queue is also the average
delay of all MTDs. That is, the average delay that an MTD
has to wait until its successful preamble transmission given
N and Q, measured in the unit of seconds, is written as
0.01 ∗ D(N/Q).

V. RESULTS & DISCUSSIONS
In this section, computer simulations using basic
MATLAB programming are performed to validate our ana-
lytic model for delay analysis, as well as to demonstrate the
effectiveness of the proposed protocol in comparison with
standard ACB scheme and the CRQ protocol. Configuration
parameters for the RA procedure are summarized in Table 1
and are assumed to be known by all MTDs. As for the
traffic model, we employ batch arrivals with the following
assumptions (which are reasonable for M2M traffic):
• N MTDs try to access the network simultaneously every
Tp seconds, where Tp is the period of the batches.

• There is no new arrivals between two consecutive
batches.

• Tp is long enough that all collisions from previous batch
has been resolved by the time a new batch arrive.

The protocols of interest are then assessed using access
delay as the main performance metric. Note that we only
observe the random access delay of an MTD until when it
successfully sends its preamble, as following Msg. 2, 3 and 4
transmissions are not random but scheduled by the BS. The
access delay of the MTD, in the unit of seconds, is then found
as 0.01 × the number of RAOs of the chosen queue that has
elapsed until the MTD’s successful preamble transmission.
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FIGURE 10. Analytical vs. simulation result of average access delay of the
proposed protocol, given PRACH Conf. Index = 3.

It is also worth mentioning that the average access delay is
calculated over non-blockedMTDs only. This means that the
delay of blocked MTDs i.e., MTDs who have exceeded the
maximum allowed number of preamble retransmissions, is
not considered.

We first validate the analytic delay model by the com-
puter simulation in Fig. 10 that shows both the analytic and
obtained simulation results of the average access delay of the
proposed protocol with the number of arrivals, N , of up to
10,000 and PRACH Configuration Index set to 3. It is seen
that there is a good agreement between the two in all cases,
which validates the correctness of the analytic model. Using
this model, ones can quickly estimate the average access
delay of MTDs with a specific system configuration.

Next, we confirm the effectiveness of the proposed proto-
col, in terms of average access delay, in comparison with the
LTE standard scheme (ACB) and the conventional DQ-based
CRQ protocol under the settings of PRACH Configuration
Index = 3 and Tbar = 2 seconds. Initially, in Fig. 11a we
compare all three protocols in the load range of up to 2,100
simultaneous arrivals. The result clearly shows that our pro-
posed protocol offers a significant improvement compared to
both ACB and CRQ at any level of load. As an example, at
the number of arrivals N = 1500, the advantages of ours
over the CRQ are seen to be 37%, 65% and 54% when there
are 18, 36 and 56 preambles, respectively. Compared to the
ACB under the same conditions, these numbers respectively
become 71%, 75% and 68%. The result also confirms the fact,
as also can be seen in [16], that the DQ-based protocol (CRQ)
outperforms the ACB in this range of load. Nevertheless, as
the load gets higher, the CRQ suffers from higher access
delay than that of the ACB due to excessive reservation issue
which becomes apparent. It is shown that, at N = 1, 900, the
ACB starts outperforming the CRQ. Thus, for better clarity,
we omit the CRQ and use the ACB as reference in massive
simultaneous arrivals scenario.

Delay performance of our protocol and the ACB scheme
in the high load region is found in Fig. 11b where we assess
up to around 15,000 simultaneous arrivals. It is seen that
the proposal still shows a remarkable gain in the range of
1, 900 ≤ N ≤ 5, 000. However, as the system enters the mas-
sive multiple access region of N > 5000, the performance
gap between the protocols becomes gradually narrower. This
trend continues until the ACB scheme reaches a breakpoint
at which its average delay is dangerously close to ours. Nev-
ertheless, the average access delay of ACB starts to increase
rapidly beyond these marks, which suggests that its RACH
has been overloaded. On the contrary, our protocol still keeps
a stable delay performance to re-widen the advantage gap.
As an example, at N = 14, 700 and K = 56, this gap has
already been re-expanded to 16%.

We also note that the breakpoints of ACB for different
K are different, where K = 18, 36 and 56 show breakpoints
at N = 13,100, 11,500 and 9,900 respectively. This may
seem odd at first since the cases with higher K reach their
breakpoints sooner. However, it is important to keep in mind
that the barring factor is much smaller when K is low, which
greatly disperses access attempts on the time domain. In such
case, the RACH can accommodate more MTDs at the cost of
significantly higher access delay.

Figure 12 is then plotted in an attempt to investigate the
access delay of the system under different LTE settings at
the peak load of the considered massive access region, i.e.
N = 14, 700. Here, the immediately recognized feature
is that even with different LTE configurations, our protocol
manages to surpass the ACB scheme in most cases. Further-
more, observed access delay of the latter appears to vary
in an arbitrary manner. To better understand such dynamic,
it is recalled that the access delay is averaged over non-
blockedMTDs only. Thus, the access delay should be viewed
in conjunction with the blocking probability, defined as the
ratio of the number of blocked MTDs to the total number of
MTDs N and used as an indicator for the severity of access
congestion, for a complete picture.

The blocking probabilities corresponding to Fig. 12 is
displayed in Table 2.2 For the sake of discussion, we hence-
forth consider the system (using ACB) as in non-overloaded
state if the blocking probability is approximately 0%, and
in overloaded state otherwise. It is consequently seen that
whenever the system is non-overloaded e.g., in most of the
cases associated with PRACH Configuration Index = 6 or 9,
ACB scheme at lower Tbar performs very similar to the
proposal. As Tbar grows, however, access delay of the former
is prolonged, causing it to fall short against our protocol.
This is because being in non-overloaded state implies that
the system with ACB is capable of handling the offered
load, and increasing Tbar thus unnecessarily defers MTDs’
(re)transmissions without significantly improving the already
infinitesimal blocking probability.

2Our protocol does not have blocking under the simulation conditions in
Table 1 and thus, is dropped from this table
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FIGURE 11. Average access delay comparison of the protocols, given PRACH Conf. Index = 3 and Tbar = 2s. (a) Lower access
region. (b) Massive access region.

FIGURE 12. Average access delay of the proposal and ACB under peak load i.e., N = 14700.

TABLE 2. Blocking probability of ACB schem under peak load i.e., N = 14700.

When the system is overloaded, e.g.PRACHConfiguration
Index is 3, our proposed protocol outpaces the ACB scheme
by a remarkable margin for all tested Tbar . Moreover, we can
safely assure that although access delay of the latter seems

to gradually drops as the barring time increases, it cannot
drop below ours even if Tbar keeps getting prolonged. This
claim is backed up by the fact that at Tbar settings where the
observable performance gap is smallest i.e., at Tbar = 2s, the
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blocking probabilities of the ACB is already very close to 0%.
That is, further increment in Tbar quickly puts the system back
to the non-overload state in which the delay is bounded to rise
as Tbar gets higher.

Finally, one may conclude from Fig. 12 that in the case
of very high load, i.e. massive arrivals from MTDs, our
protocol shows a performance level that is anywhere from
comparable with to significantly better than the ACB. What
we want to emphasize here is that the ACB scheme requires
almost perfect coordination between all LTE parameters in
accordance with a specific load to achieve the performance
level similar to what ours has to offer.

VI. CONCLUSIONS & FUTURE WORK
In this paper, the foreseen massive multiple access issue in
the context of cellular-based M2M communications had been
throughout studied. It was seen that in dense scenario where
hundreds of thousands of MTDs are expected to be housed
by a single base station, simultaneous access attempts from
a measly 1% of the population could still impose signifi-
cant stress on the current-gen LTE networks’ random access
channel. Several existing countermeasures, including both
the 3GPP’s ACB scheme and the CRQ protocol, as well as
their pros and cons, were also investigated. More importantly,
we then introduced a novel DQ-based random access protocol
coupled with an estimation strategy to address the issue in a
more efficient manner. By randomly dividing unsuccessful
MTDs in an RAO into a number of groups based on the
estimation strategy’s output and pushing these groups to the
end of a logical access queue to retry later, our protocol was
able to avoid both the over-division problem of the CRQ and
the uncertainty factor of the ACB. The use of multiple access
queues running in parallel was also suggested to fully exploit
the closely-spaced RAOs. Finally, we constructed a delay
model for the proposal and performed computer simulations
to validate both the analytic model and the effectiveness of
the proposed protocol over the ACB and the CRQ.

The simulation results showed that the CRQ initially out-
performed the ACB scheme, but quickly lost its favor when
the load increased due to over-division. Our protocol, how-
ever, outpaced both the ACB and CRQ in a wide range of
load up to around 15,000 simultaneous access attempts, given
a certain LTE configuration. Under closer inspection at peak
load, it was seen that even with different LTE configurations,
our protocol exhibited a performance level ranging from
comparable with to remarkably better than the ACB. Thus,
the proposed protocol emerged as one highly feasible solution
for massive M2M access scenario, when the CRQ suffered
from the severe impact of over-division and the ACB started
getting overloaded.

Finally, it is worth noting that besides the simultaneous
access pattern considered in this paper, there exists other
approaches to model MTDs’ access patterns as well. In fact,
the 3GPP has readily provided two references, quoted as the
uniform and Beta traffic models, to depict the access patterns
of uncorrelated and highly correlated MTDs, respectively.

These models assume that the MTDs wake up to perform
random access following certain temporal distributions over a
fixed period, which is significantly different from the studied
simultaneous case where the MTDs access at the same time
instance. Therefore, in our future works, we are interested in
seeing how our protocol fares compared to the ACB and other
novel access schemes under the 3GPP’s reference setups.
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