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ABSTRACT Monocomponent image decomposition plays an important role in image analysis and related
areas, such as image denoising, object detection, and texture segmentation. Existing image decomposition
methods can extract monocomponents but their performances are insufficiently accurate because of inter-
ference and redundancy component problems caused by inaccurate spectrum segmentation. In this paper,
an empirical monocomponent image decomposition (EMID) is proposed for fully recoverable monocom-
ponents. The EMID method empirically decomposes an image into monocomponents based on energy
concentration in Fourier support. This method is composed of two main processes: 1) energy concentration-
based segmentation and 2) empirical image filter bank construction. In the former process, the base of a
mountain-shaped energy concentration that can perfectly represent the monocomponent spectrum boundary
is detected and identified. This process provides a more accurate spectrum segmentation which helps prevent
the serious problems from interference and redundancy components. In the latter process, an empirical image
filter bank is constructed in accordance with the actual monocomponent boundaries by means of ellipse
and Gaussian functions and used to decompose an image into monocomponent images with fewer ringing
artifacts. The experimental results show that the proposed EMID method achieves a better decomposition
than the state-of-the-art methods in terms of the quality of monocomponent images that are evaluated by
peak signal-to-noise ratio and structural similarity index. Furthermore, in a real world dataset, the EMID
method is able to clearly detect text regions, thus significantly improving the efficiency of Thai text character
localization in natural scene images.

INDEX TERMS Empirical wavelet transform, energy concentration-based segmentation, image
decomposition, monocomponent image, monocomponent spectrum.

I. INTRODUCTION
Image decomposition is a process for separating an image
into meaningful components that are essential for image
analysis in various applications such as image denoising
[1]–[8], object detection [9]–[14], and texture segmenta-
tion [15]–[20]. In image denoising, an efficient decomposi-
tion can separate the noisy part and the clear image part into
distinct components such that meaningful components are
fully recoverable. In object detection, image decomposition
plays a role in separating object regions from the background
and identifying them. Texture segmentation is also an impor-
tant task in applications of computer vision that requires
partitioning an image into a set of disjoint regions that have
a certain homogeneous pattern characteristic. As mentioned,
image decomposition is absolutely necessary for separating
each component from a whole image with no interference
from another component. This kind of non-interfered compo-
nent is called a ‘‘monocomponent.’’ For more comprehensive

characteristics of a monocomponent in the form of a signal,
we refer to Fig. 1 that visually defines the monocomponent
signal. A single ‘‘ridge’’ which corresponds to an elongated
region of energy concentration is the monocomponent signal
in a time-frequency domain [21]. The monocomponent is a
key to the performance of applications based on image analy-
sis. Consequently, many image decomposition methods have
been investigated for better decomposition of fully recover-
able components as reviewed in the following paragraphs.

For ease of explanation, the terms ‘‘component’’ and
‘‘subband’’ are interchangeable; hereafter, component and
subband are used as the terms for the results of gen-
eral signal/image decomposition and classical wavelet
transform, respectively. Conventional image decomposition
can be divided into non-adaptive and adaptive methods.
In the non-adaptive method, 2D discrete wavelet transform
(2D DWT) [22], a well-known method, was developed from
a classical wavelet transform [23]. It is widely used to

38706
2169-3536 
 2017 IEEE. Translations and content mining are permitted for academic research only.

Personal use is also permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.

VOLUME 6, 2018

https://orcid.org/0000-0003-4981-7815


U. Suttapakti et al.: Empirical Monocomponent Image Decomposition

FIGURE 1. Monocomponent signal in a time-frequency representation.

decompose an image into multi-level subbands by using
a prior function; that is, for the first decomposition level,
the low- and high-pass filters are applied to the original
image along the row direction and then both filtered images
are downsampled by half. Along the column direction, this
operation is repeated again. As a result, the original image
is decomposed into four subbands: Low-Low, Low-High,
High-Low, and High-High. For the next level, the Low-
Low subband is repeatedly decomposed, similarly to the
previous step, until the decomposition reaches a desired
level, while the other three subbands are not repeatedly
decomposed. This kind of decomposition is very useful for
image analysis, but it has one drawback, i.e., in a multilevel
decomposition, only the low-frequency subband (Low-Low)
is selected for analysis, whereas the high-frequency subbands
(Low-High, High-Low, and High-High) are disregarded
for the next decomposition level. This easily leads to
interference from other frequencies in each segmented
subband [24]. In other words, it is hard to extract the mono-
components. Wavelet packet transform (WPT) proposed by
Coifman et al. [25] was extended from the 2D DWT method
by preserving both low- and high-frequency subbands. This
method partitions an image into subbands in the form of a
multi-level binary tree such that both low and high frequen-
cies are preserved for the next level decomposition. However,
it does not guarantee that the monocomponents will be
successfully decomposed [24].

On the other hand, adaptive decomposition methods have
been proposed to extract monocomponents from an image.
Linderhed [26] presented a 2D empirical mode decomposi-
tion (2D EMD) in spatial domain to adaptively separate an
image into a set of intrinsic mode functions (IMFs) based on
spline interpolation. Likewise, Nunes et al. [27] introduced
a bidimensional empirical mode decomposition (BEMD) to
separate an image by means of radial basis function (RBF).
These methods adaptively decompose an image by using
the characteristics of the image itself as a decomposition
criterion to obtain monocomponents [24]. Unfortunately,
there is still some interference from adjacent monocompo-
nents. This interference has a great impact on image qual-
ity for analysis [24]. Recently, Gilles et al. [6] proposed

a 2D empirical wavelet transform (2D EWT) that was the first
adaptive image decomposition in frequency domain extended
from the empirical wavelet transform [28] for signal anal-
ysis. Gilles’s method adaptively decomposes an image by
segmenting its spectrum in Fourier support. Then, it builds an
adaptive wavelet filter according to its spectral segmentation
to obtain monocomponents. The spectral segmentation of 2D
EWT is based on local minimum detection that segments
spectra at the local minima between two contiguous max-
imum spectra. Additionally, this method can be done by
various types of segmentation such as 2D Tensor EWT, 2D
Littlewood-Paley EWT, and 2D empirical curvelet transform.
However, all of these 2D EWT methods make use of an aver-
age magnitude technique for segmentation. This generally
leads to inaccurate spectral segmentation problems which can
be categorized into interference and redundancy components.
In the case of the interference component, the conventional
2D EWT methods cannot segment the spectra of differ-
ent components into different monocomponents. In the case
of the redundancy component, they frequently segment the
spectrum of a single component into different components.
Furthermore, ringing artifacts often appear in the components
that are segmented by the conventional 2D EWTmethods due
to an inefficiently designed wavelet filter for decomposing
the image. These problems have a great impact on the quality
of monocomponents.

As mentioned in the previous paragraph, various adap-
tive image decomposition methods have been attempted to
improve the quality of monocomponent images. However,
those methods still cannot achieve high quality mono-
component images. Therefore, this paper proposes a new
approach, called empirical monocomponent image decom-
position (EMID), that applies energy concentration-based
segmentation (described in Section III-B) for accurate
decomposition of monocomponent spectra and for quality
improvement of monocomponent images. The main idea of
the proposed EMID method is that each centroid of energy
concentration in Fourier support is identified as the first
step. This centroid accurately represents the center of the
monocomponent spectrum, thus clearly defining amonocom-
ponent spectrum boundary. This can be done as follows. The
proposed EMID method is composed of two main processes:
(i) energy concentration-based segmentation and (ii) empir-
ical image filter bank construction. In the first process, 2D
local maximum point detection is performed on an empirical
mean plane that is created by principal component anal-
ysis (PCA) to detect the central frequencies of candidate
monocomponent spectra and also to eliminate a global trend
problem as reported in [6]. Then a 2D local minimum bound-
ary detection algorithm is used to detect a component bound-
ary from each detected central frequency. After that, an actual
monocomponent identification algorithm is used to identify
actual monocomponent spectrum boundaries. In the second
process, an empirical image filter bank is constructed in
accordance with monocomponent spectrum boundaries by
means of ellipse and Gaussian functions, and is used to
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decompose an image intomonocomponent imageswith fewer
ringing artifacts. In this way, the proposed EMID method is
able to achieve a high quality of monocomponent images in
terms of image quality as measured by peak signal-to-noise
ratio (PSNR) [29] and structural similarity index (SSIM) [30].
Furthermore, it can be successfully applied to text region
detection for Thai text localization in natural scene images.

The remainder of this paper is organized as follows.
2D EWT is briefly explained and analyzed in Section II.
Section III introduces the proposed EMID method. The
experimental results are reported and discussed in Section IV,
and finally, the conclusion is presented in Section V.

II. PROBLEM FORMULATION
In this section, the conventional empirical wavelet trans-
form (EWT) method is briefly reviewed and its limitations
are pointed out.

A. EMPIRICAL WAVELET TRANSFORM AND
ITS EXTENSIONS
An assumption of image decomposition is that an image
consists ofN monocomponents, whereN is a positive integer.
Each monocomponent must be well segmented in Fourier
spectrum [24]. In practice, the 2D empirical wavelet trans-
form (2D EWT) introduced by Gilles et al. [6] is an adap-
tive image decomposition based on Fourier transform that
is used to decompose an image into monocomponents. The
efficiency of a conventional 2D EWT method depends on
accurate Fourier spectrum segmentation and proper wavelet
filter bank design. Furthermore, the 2D EWT was extended
from 1D EWT [28], thus its spectrum segmentation and
wavelet filter bank construction are based on the 1D EWT
method. Both 1D and 2D EWTmethods are described below.

1) 1D EMPIRICAL WAVELET TRANSFORM
1D empirical wavelet transform (1D EWT) was first intro-
duced by Gilles [28]. It has two main signal decomposition
steps: (i) Fourier spectrum segmentation and (ii) wavelet
filter bank construction in accordance with segmented spec-
trum. In the first step, the Fourier spectrum is segmented
based on local maximum detection. Local maximum points
in the spectrum are detected and sorted in decreasing order.
Then, a number of components are manually selected, and
finally, spectrum boundaries are segmented by using the
mean between two contiguous local maximum points. It is a
simple technique. However, inaccurate segmentation usually
occurs as shown in Fig. 2: an improper Fourier boundary
is shown as the vertical solid line while the proper Fourier
boundary should be at the vertical dashed line. Recently,
the local minimum detection introduced by Gilles et al. [6]
was proposed to solve the inaccurate spectrum segmenta-
tion problem. Fourier boundaries are segmented by using
local minimum detection between two contiguous maximum
spectra. Although this method is efficient in segmenting the
Fourier spectrum as shown in Fig. 2 (the vertical dashed line),
it is unsuccessful when the low frequency region contains

FIGURE 2. 1D Fourier spectrum segmentation based on local maximum
detection.

a very high magnitude spectrum. Consequently, many local
maximum points are detected in the same low frequency
region. This problem, called a global trend problem, causes
incorrect spectrum segmentation. In order to reduce this
effect, Gilles et al. [6] proposed a mathematical morphology
with logarithm to depress the magnitude of Fourier spectrum
prior to segmentation. Both local maximum detection and
local minimum detection are achieved by adaptive spectrum
segmentation methods depending on the characteristics of
the spectrum. Nevertheless, they need to predefine the maxi-
mum number of components for spectrum segmentation, i.e.,
manually select the maximum number of components.
It is difficult to efficiently predefine the appropriate
number of components for decomposing signals. Thus,
Gilles and Heal [31] introduced a coarse histogram segmenta-
tion based on scale space for spectrum segmentation in order
to automatically define a suitable number of components. The
Fourier boundaries are determined by local minima of scale-
space representation.

In the second signal decomposition step, detected Fourier
boundaries are used to construct wavelet filter banks consist-
ing of a low-pass filter with an empirical scaling function
and band-pass filters with an empirical wavelet function.
Then, the signal is decomposed into approximation and detail
coefficients by using those low-pass and band-pass filters as
described in [6].

2) 2D EMPIRICAL WAVELET TRANSFORM
Gilles et al. [6] introduced a 2D empirical wavelet trans-
form (2D EWT) extended from 1D EWT. The 2D EWT
segments average magnitude spectra based on local mini-
mum detection and/or local maximum detection—amanually
selectedmaximum number of components. The segmentation
of 2D EWT is introduced in various methods. To explain
eachmethod, a synthesized image-I as established in Fig. 3(a)
is used for demonstration. This synthesized image is gen-
erated from a combination of reference images shown
in Figs. 3(b), 3(c), 3(d), and 3(e). When the syn-
thesized image-I is transformed into frequency domain,
monocomponent-1, -2, -3, and -4 of the reference images
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FIGURE 3. Synthesized image-I and its reference images in spatial domain. (a) Original synthesized image-I, (b) reference image-I,
(c) reference image-II, (d) reference image-III, and (e) reference image-IV.

FIGURE 4. Detected Fourier boundaries of synthesized image-I using 2D EWTs in manual mode. (a) Fourier spectrum of Fig. 3(a),
(b) 2D Tensor EWT, (c) 2D Littlewood-Paley EWT, (d) 2D Curvelet EWT-I, and (e) 2D Curvelet EWT-II.

clearly appear as illustrated in Fig. 4(a) labeled with let-
ters A, B, C, and D, respectively. 2D EWT segmentations
in a manually selected maximum number of components
are of 2D Tensor EWT, 2D Littlewood-Paley EWT, 2D
Curvelet EWT-I, and 2D Curvelet EWT-II as shown in
Figs. 4(b), 4(c), 4(d), and 4(e), respectively. Each method is
described below.

First, a 2D Tensor EWT segments an average magnitude
spectrum in Fourier support in row and column directions
independently. Suppose that a Fourier spectrum is segmented
in the row direction, and the average magnitude spectrum is
then calculated for each row. Next, the Fourier boundaries
based on 1D EWT segmentation are detected from this aver-
age magnitude spectrum. Each boundary is used to build a
unique filter bank. After that, the image is filtered along the
row direction to obtain row components. For segmentation in
the column direction, the Fourier spectrum is segmented in
the same way as in the row direction. The 2D Tensor EWT
is a simple technique to decompose image components, but
it is unable to obtain the corner edges of the components
as reported in [6]. In order to preserve corner edges, a 2D
Littlewood-Paley EWT was introduced to decompose differ-
ent components by means of ring-shaped Fourier spectrum
segmentation. The Fourier spectrum segmentation is per-
formed on a polar representation which is a two-dimensional
coordinate system consisting of radius and angle. An average
spectrum is segmented into different radius components. This
method can decompose components and retain corner edges.
However, it still cannot decompose an image into components
with different angles in Fourier spectrum. For this reason,

a 2D Curvelet EWT is designed to segment different radii
and different angles of an average Fourier spectrum on the
polar representation. This method of segmentation can be
of two types: 2D Curvelet EWT-I and 2D Curvelet EWT-II.
In the first type, the Fourier spectrum is independently seg-
mented in radius and in angle representations as shown
in Fig. 4(d). In radius segmentation, the Fourier spectrum
is divided into a series of ring-shaped segments; different
rings can have different thicknesses. In angle segmentation,
the Fourier spectrum is divided into a set of sectors with
different angles. In the second type, the Fourier spectrum is
initially segmented into different radii in ring-shaped seg-
mentation, and then each radius is segmented into differ-
ent angles based on its own radius average spectrum as
shown in Fig. 4(e). The second type of segmentation dif-
fers from the first one in that the second type requires a
specific sequence of segmentation: radius first and angle
later.

Furthermore, a coarse histogram [31] can be used to auto-
matically segment an average magnitude spectrum in the
Fourier spectrum into different types: 2D Tensor EWT, 2D
Littlewood-Paley EWT, 2D Curvelet EWT-I, 2D Curvelet
EWT-II as depicted in Figs. 5(a), 5(b), 5(c), and 5(d),
respectively. Moreover, 2D Curvelet EWT-III [32] as shown
in Fig. 5(e) can segment the Fourier spectrum into differ-
ent radii and angles that differ from 2D Curvelet EWT-I
and 2D Curvelet EWT-II. The Fourier spectrum is primar-
ily segmented into different angles, and then each angle is
segmented into different radii based on its own angle aver-
age spectrum as displayed in Fig. 5(e). This series of 2D
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FIGURE 5. Detected Fourier boundaries of synthesized image-I using 2D EWTs in automatic mode. (a) 2D Tensor EWT, (b) 2D Littlewood-Paley
EWT, (c) 2D Curvelet EWT-I, (d) 2D Curvelet EWT-II, and (e) 2D Curvelet EWT-III.

FIGURE 6. Interference components in spatial domain when Fig. 3(a) is decomposed by 2D Littlewood-Paley EWT.
(a) Component C-I1 of the Fourier boundary in Fig. 5(b) labeled with number 1, (b) component C-I2 of the Fourier
boundary in Fig. 5(b) labeled with number 2, (c) component C-I3 of the Fourier boundary in Fig. 5(b) labeled with
number 3, and (d) interference between monocomponent-3 and monocomponent-4 in component C-I4 of the Fourier
boundary in Fig. 5(b) labeled with number 4.

EWTs is specifically designed to increase the accuracy of
spectrum segmentation. All of the segmented components
are used to construct a set of wavelet filter banks for image
decomposition.

B. ANALYSIS OF 2D EMPIRICAL WAVELET TRANSFORM
This subsection aims to analyze problems of the conventional
2D EWT methods and point out key factors that degrade the
quality of monocomponents. As described in Section II-A,
the conventional 2D EWTs, including 2D Tensor EWT, 2D
Littlewood-Paley EWT, 2D Curvelet EWT-I, 2D Curvelet
EWT-II, and 2D Curvelet EWT-III, use 2D Fourier spectrum
segmentation methods based on an average magnitude tech-
nique that leads to inaccurate spectrum segmentation. This
inaccurate spectrum segmentation always creates two serious
problems: interference and redundancy components. For the
former problem, interference components occur when spectra
of different components cannot be segmented into different
components. In other words, spectra of different components
are grouped into the same Fourier boundary. An example
of interference components is illustrated in Fig. 6 when the
2D Littlewood-Paley EWT in an automatic mode is applied
to the synthesized image-I. Detected Fourier boundaries
in Fig. 5(b) labeled with numbers 1 to 4 are decomposed
into component-1 to -4 (C-I1 to C-I4) in Figs. 6(a) to 6(d),
respectively. The spectra of different components in Fourier
spectrum labeled with letters C and D in Fig. 4(a) are
detected within the same Fourier boundary shown in Fig. 5(b)

labeled with number 4. That is a cause of the interference
between monocomponent-3 and monocomponent-4 as can
be seen in Fig. 6(d). Interference components also occur
from detected Fourier boundaries with 2D Tensor EWT and
2D Littlewood-Paley EWT in manual modes. For the lat-
ter problem, the redundancy components occur when the
spectrum of a single component is segmented into different
components. Fig. 7 shows a case of redundancy components.
Figs. 7(a) to 7(e) are component-1 to -5 (C-I1 to C-I5)
recovered from segmented Fourier boundaries of Fig. 5(c)
labeled with numbers 1 to 5, respectively. The redundancy
components of monocomponent-2 are explicitly shown in
Figs. 7(b) and 7(c). The cause of the redundancy components
comes from segmenting a spectrum of monocomponent-2
into different Fourier boundaries as illustrated in Fig. 5(c)
labeled with numbers 2 and 3. The redundancy components
still occur from detected Fourier boundaries with 2DCurvelet
EWT-I, 2D Curvelet EWT-II in manual modes, 2D Curvelet
EWT-II and 2D Curvelet EWT-III in automatic modes.

Moreover, the wavelet filter banks designed for the con-
ventional 2D EWTs commonly decompose an image into
different components that provide approximation and detail
coefficients. Unfortunately, the use of wavelet filter banks
in 2D EWT becomes another cause of ringing artifacts that
appear as small ripples [33], [34]. Figs. 8(a) to 8(d) explicitly
show that ringing artifacts appear around the sharp edges of
each component. These artifacts have a direct impact on the
quality of monocomponents.
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FIGURE 7. Redundancy components in spatial domain when Fig. 3(a) is decomposed by 2D Littlewood-Paley EWT. (a) Component C-I1 of the
Fourier boundary in Fig. 5(c) labeled with number 1, (b) and (c) redundancy monocomponent-2 of component C-I2 and component C-I3 of Fourier
boundaries in Fig. 5(c) labeled with numbers 2 and 3, (d) component C-I4 of the Fourier boundary in Fig. 5(c) labeled with number 4, and
(e) component C-I5 of the Fourier boundary in Fig. 5(c) labeled with number 5.

FIGURE 8. Ringing artifacts appearing in spatial domain when Fig. 3(a) is decomposed by 2D Littlewood-Paley EWT with wavelet filter banks.
(a) Component C-I1 of Fig. 6(a), (b) component C-I2 of Fig. 6(b), (c) component C-I3 of Fig. 6(c), and (d) component C-I4 of Fig. 6(d).

FIGURE 9. Inaccurate spectrum segmentation caused by using an average
magnitude spectrum segmentation of 2D Tensor EWT, thus producing the
interference components shown in dotted rectangles.

As previously mentioned, the causes of the problems with
conventional 2D EWTs come from two factors: (i) inaccurate
spectrum segmentation and (ii) improper wavelet filter bank
design. The first problem is caused by using an average
spectrum segmentation that commonly produces interference
and redundancy components. Fig. 9 is a clear example of the
interference problem caused by applying row and column
average magnitude spectrum segmentations of 2D Tensor
EWT. In this case, the interference component is shown in
a dashed rectangle. The second problem is caused by using
improper wavelet filter banks that lead to ringing artifacts in
decomposed monocomponent images. In order to overcome

these problems, this paper proposes a novel image decom-
position method, called empirical monocomponent image
decomposition (EMID), presented in Section III.

III. PROPOSED METHOD
This paper aims to decompose an image intomonocomponent
images for image analysis. The key concepts, implemented
processes, and algorithms of the proposed method are cov-
ered in the following topics: definition of monocomponent
image, energy concentration-based segmentation, and empir-
ical image filter bank construction. In addition, mathematical
notations used in this section and the next section are listed
in the Appendix for a clear definition.

A. DEFINITION OF MONOCOMPONENT IMAGE
A monocomponent image can be defined as in Definitions 1
and 2 below to expose its important characteristic—energy
concentration.
Definition 1:LetOs andFs be a single flat object image and

a single frequency image, respectively, in Fourier support.
The convolution of the two images Os and Fs yields energy
concentration in the form of a single ‘‘mountain’’ shape.
A single mountain energy concentration is a monocomponent
spectrum and its inverse Fourier transform is a monocompo-
nent image.
Definition 2: Let Om and Fs be a multiple flat object

image and a single frequency image, respectively, in Fourier
support. The convolution of the two images Om and
Fs yields energy concentration in the form of a single
‘‘mountain’’ shape. A single mountain energy concentration
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FIGURE 10. Synthesized flat object images. (a) A single flat object image
in spatial domain, (b) a multiple flat object image in spatial domain,
(c) a top view spectrum of Fig. 10(a), (d) a top view spectrum of Fig. 10(b),
(e) a 3D view spectrum of Fig. 10(c), and (f) a 3D view spectrum of
Fig. 10(d).

is a monocomponent spectrum and its inverse Fourier trans-
form is a monocomponent image.

From Definitions 1 and 2, a visual definition can be
expressed by providing a single flat object Os and a
set of flat objects Om in spatial domain as shown in
Figs. 10(a) and 10(b), respectively. Both Os and Om
images are transformed into Fourier domain as exhib-
ited in Figs. 10(c) and 10(d). The 3D view spectra of
Figs. 10(c) and 10(d) are graphically plotted on a log-scale as
shown in Figs. 10(e) and 10(f) to expose a ‘‘mountain’’ shape
of energy concentration. Also, a single frequency image in
Fourier support is clearly provided and graphically plotted on
a log-scale as illustrated in Figs. 11(a) for top view and 11(b)
for 3D view.

In Definition 1, a monocomponent spectrum determined
from the convolution of Fig. 10(c) and Fig. 11(a) is illustrated
in Fig. 12(a). A mountain shape of such a monocom-
ponent spectrum is clearly shown in Fig. 12(b). In the
same way, the top and 3D view monocomponent spectra
of Definition 2 are still similar to the previous ones from
Definition 1 as demonstrated in Figs. 12(c) and 12(d), respec-
tively. Figs. 13(a) and 13(b) are inverse Fourier transforms

FIGURE 11. One single frequency image in Fourier support plotted on a
log scale. (a) Top view and (b) 3D view.

FIGURE 12. Monocomponent spectra in Fourier support. (a) A top view
monocomponent spectrum of Definition 1, (b) a 3D view monocomponent
spectrum of Definition 1, (c) a top view monocomponent spectrum of
Definition 2, and (d) a 3D view monocomponent spectrum of Definition 2.

FIGURE 13. Monocomponent images in spatial domain representation
of (a) Definition 1 and (b) Definition 2.

of Figs. 12(a) and 12(c) that show monocomponent images
of Definitions 1 and 2, respectively. Both definitions demon-
strate that a mountain peak location of a single frequency is a
principal location of energy concentration.
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According to Definitions 1 and 2 that clearly illus-
trate the important characteristics of monocomponent spec-
tra and images, the proposed EMID method uses energy
concentration-based segmentation as a key process in order to
segment monocomponent spectra based on mountain shapes
in a 2D Fourier support representation. Furthermore, a moun-
tain peak location of the energy concentration always repre-
sents the central frequency of the monocomponent spectrum.
This makes it completely different from the state-of-the-art
methods, 2D EWTs described in Section II-B, which use a 1D
average magnitude spectrum segmentation in decomposing
monocomponent spectra. More details of the EMID method
are given below.

B. ENERGY CONCENTRATION-BASED SEGMENTATION
Energy concentration-based segmentation is a process
that segments more accurate N -monocomponent spectrum
boundaries in Fourier support. It consists of three subpro-
cesses: (i) 2D local maximum point detection implemented
with PCA that creates an empirical mean plane for eliminat-
ing a global trend problem and for detecting themore accurate
central frequencies of candidate monocomponent spectra in
Fourier support; (ii) a 2D local minimum boundary detection
algorithm used for solving an inaccurate spectrum segmen-
tation problem and for defining monocomponent spectrum
boundaries; and (iii) an actual monocomponent identification
algorithm used for identifying actual monocomponent spec-
trum boundaries. Each subprocess is described as follows:

FIGURE 14. Separated Fourier support of synthesized image-I.
(a) Approximation and (b) detail regions.

1) 2D LOCAL MAXIMUM POINT DETECTION
2D local maximum point detection is employed to detect
central frequencies of candidate monocomponent spectra of
an image in Fourier support. Let F be a 2D Fourier spec-
trum of Fig. 4(a) transformed from the synthesized image-I
in Fig. 3(a). Generally speaking, F in Fourier support can
simply be divided into two regions: approximation and detail.
The approximation and detail regions are located at the cen-
tral and surrounding regions of Fourier support as depicted
in Figs. 14(a) and 14(b). Based on Definitions 1 and 2, each
energy concentration location is detected by a local maximum
point. However, in a real situation, a global trend problem
always occurs when a very high magnitude spectrum occurs
in the approximation region, a low frequency region, as men-
tioned in Section II-A. Consequently, many local maximum

points are detected only in the approximation region as shown
in Fig. 15(a) for a top view and 15(b) for a 3D cross-section
view. This leads to a failure of detecting monocomponent
spectra in the detail region that contains valuable information
such as texture and strong edges. Technically, in order to
achieve accurately detected monocomponent spectra in the
detail region, the global trend problem is first solved by
excluding an approximation region from Fourier support as
shown in Fig. 14(b). Then an empirical mean plane of the
detail region is formed by means of PCA [35] and used as
a new reference plane instead of the original Fourier support
plane for projecting spectra. As shown in Fig. 15(c), a solu-
tion of the proper detected local maximumpoints is illustrated
by red dot marks in the detail region. With this technique,
the central frequencies of candidate monocomponent spectra
in the detail region are accurately obtained from the projected
spectra that are above the empirical mean plane. An algorithm
of 2D local maximum detection can be described as having
the following stages.

In the first stage, the main purpose is segmenting an
approximation region. Fortunately, the central frequency of
the approximation region is typically located at the cen-
troid of F as shown in Fig. 16(a). Thus, the approxima-
tion region segmentation is easily done by identifying the
centroid location of F . Then, a monocomponent spectrum
boundary is detected in the region surrounding the central fre-
quency as exhibited in Fig. 16(b). Subsequently, the complete
monocomponent spectrum boundary is generated from the
monocomponent spectrum boundary of Fig. 16(b). Fig. 16(c)
shows the approximation region segmented by this stage. The
determination of a monocomponent spectrum boundary and
of a complete monocomponent spectrum boundary will be
described in Sections III-B-2) and III-C, respectively.

In the second stage, all candidate central frequencies of
monocomponent spectra of detail regions are targets. In order
to achieve this goal, the segmented approximation region
derived from the first stage is subtracted from F . Resulting
from this step is the detail regionF ′, which is used to calculate
the empirical mean plane. Fortunately, one of the important
properties of Fourier transform is the symmetry property [36].
This property is applied in this stage for creating the empirical
mean plane. To do this, the detail region F ′ is divided into
four symmetrical quadrants: an upper-right q1, a lower-right
q2, a lower-left q3, and an upper-left q4 as shown in Fig. 17(a).
The quadrants q1 and q2 are used to construct empirical mean
planes for each. With the symmetry property of Fourier trans-
form, the empirical mean planes of quadrants q3 and q4 are
simply constructed from those of quadrants q1 and q2, respec-
tively. To create each empirical mean plane, u-coordinate,
v-coordinate, and F ′ of each quadrant are arranged in a matrix
form X as

X =

 u1 v1 F ′1
...

...
...

uh vh F ′h


h×w

, (1)
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FIGURE 15. Global trend problem and its solution. (a) A top-view plot of many improper local maximum points
(red dot marks) detected at the approximation region, (b) a 3D cross-section plot of Fig. 15(a) to show a cause of
improper detected local maximum points (red dot marks), and (c) a 3D cross-section plot without the approximation
region of Fig. 15(a) to show a solution of the proper detected local maximum points by means of an empirical
mean plane.

FIGURE 16. Detected approximation region. (a) A central frequency,
(b) a monocomponent spectrum boundary, and (c) a complete
monocomponent spectrum boundary.

where h and w are the number of rows and columns of each
quadrant, respectively.

Then a square symmetric covariance matrix A is
calculated by

A =
1

w− 1
(X− 0)T (X− 0) , (2)

where 0 is an h×wmean matrix of X and T is the transpose
operator.

Here, the mean matrix is a matrix in which all elements
of each column are equal to the mean value of that column.
Next, the eigenvector matrix S and eigenvalue matrix 3 of A
are determined by

AS = 3S. (3)

The eigenvectormatrix S can be expressed in a block vector
form as defined in

S = [s1 s2 s3] , (4)

where s1, s2, s3 ∈ Rh×w.
At this point, an empirical mean plane can easily be formed

from the first two principal components s1 and s2 as shown
in Fig. 17(b). The third principal component s3 is orthogonal
to s1 and s2. Thus, its normal vector is also orthogonal to the
empirical mean plane. From this, the perpendicular distance
vector d, which represents the distance between s3 and the

FIGURE 17. Detected candidate central frequencies of monocomponent
spectra at a detail region. (a) A detail region divided into four quadrants,
(b) perpendicular distances di from each magnitude spectrum coefficient
to the empirical mean plane, (c) a 3D view of detected candidate local
maximum points on the four concatenated empirical mean planes,
and (d) a top view of Fig. 17(c).

empirical mean plane, is simply determined by

d = (X− 0) s3. (5)

In general, elements of the perpendicular distance vector
d are positive, negative, or zero numbers. The positive and
negative numbers mean that those elements are above and
below the empirical mean plane, respectively. In the case
of zero numbers, those elements are on the empirical mean
plane.

The perpendicular distance vector d of quadrant q1 is
denoted as dq1 and is converted into a perpendicular distance
matrixDq1 to easily compare to its neighbors in the final step.
Each perpendicular distance element di of Dq1 is graphically
shown in Fig. 17(b). Subsequently, the perpendicular distance
matrix of quadrant q2 is determined in the same way as that of

38714 VOLUME 6, 2018



U. Suttapakti et al.: Empirical Monocomponent Image Decomposition

FIGURE 18. Smoothed energy concentration with a Gaussian function at different scales and detected spectrum boundaries of component C-I4.
(a) Results of varying the scale parameter from a small value to a large value, and (b) results of detecting base boundaries.

quadrant q1. At this point, the symmetry property of Fourier
transform is simply applied to the perpendicular distance
matrices of quadrants q1 and q2 so as to obtain those of quad-
rants q3 and q4. Finally, all perpendicular distance matrices
are concatenated into a single matrix D̂ as expressed in

D̂ =
[
Dq4 Dq1
Dq3 Dq2

]
, (6)

whereDq1,Dq2,Dq3, andDq4 are the perpendicular distance
matrices of quadrants q1, q2, q2, and q4, respectively.
According to Definitions 1 and 2, the central frequency of

a monocomponent spectrum is a mountain peak of energy
concentration. In other words, it is a local maximum point of
the spectrum. Therefore, it is easy to detect all candidate local
maximum points in a detail region by using the following
constraints: if a spectrum coefficient xi is above the empir-
ical mean surface, which is generated from four empirical
mean planes, and is greater than its eight neighbors, that
coefficient is defined as a localmaximumpoint {pm}m=1,...,M .
Figs. 17(c) and 17(d) show the detected candidate central
frequencies in the detail region on the empirical mean surface
in 3D view and top view, respectively.

2) 2D LOCAL MINIMUM BOUNDARY DETECTION
2D local minimum boundary detection is a process that
is designed to adaptively detect candidate monocom-
ponent spectrum boundaries in Fourier support. From
Definitions 1 and 2, the base of a mountain-shaped energy
concentration can perfectly represent the monocomponent
spectrum boundary. However, as a result of the 2D local maxi-
mumpoint detection (see Fig. 17(c)), the 2DFourier spectrum
of a typical image always has a rough surface, making it
inaccurate in detecting the boundaries of monocomponent
spectra. Therefore, we propose region growing based on a
scale-space representation algorithm to detect the base of
a mountain-shaped energy concentration. In this algorithm,
Gaussian function G1 with a scale parameter is applied to 2D
Fourier spectrum F(u, v) to automatically smooth its rough
surfaces as defined in

L
(
u, v; σ 2

l

)
= F (u, v) ∗ G1

(
u, v; σ 2

l

)
, (7)

G1

(
u, v; σ 2

l

)
=

1
2πσ 2 e

−

(
u2+v2

2σ2

)
, (8)

where L is the smoothed 2D Fourier spectrum; ∗ denotes the
convolution operator; the semicolon in arguments of L and

G1 means that the convolution is performed only over the
variables u and v; and σ 2 is the variance of the Gaussian
function. This variance is defined as a scale parameter whose
subscript l is the index.

Fig. 18(a) shows the results of varying the scale parameter
from a small value to a large value. Then the proposed region
growing based on a scale-space representation algorithm is
applied to detect the base boundaries of a mountain-shaped
energy concentration. Fig. 18(b) shows the detected base
boundaries at different scale values. The best one from these
candidate boundaries represents the monocomponent spec-
trum boundary. It can be seen that the detected base boundary
at the scale value 0.30 in Fig. 18(a) is the most suitable.
In addition, the criterion for selecting the best detected base
boundary by varying the scale parameter is essential. Based
on preliminary experiments, it is revealed that the maximum
region growth rate as demonstrated in Fig. 19 always provides
the best detected base boundary. Therefore, the maximum
region growth rate is used as a criterion for selection.

FIGURE 19. Relation between a scale parameter and a growth-region rate.

In order to explain how the region growing based on scale-
space representation algorithm works, the key variables and
parameters are defined as follows. Let r be a distance from a
central frequency to its boundary, Lτ be a boundary element
of a local search region, Lε be a neighboring element of Lτ ,
R(u, v; σ 2

l ) be a growth region, and Figs. 20(a)-20(d) be a
sample of 2D Fourier spectra. More formally, the algorithm
can be presented as having the following steps.
Step 1: Initialize σ 2

l = 0.10 and r = 1 at pm.
Step 2: Convolve the 2D Fourier spectrum F(u, v) with

Gaussian function G1(u, v; σ 2
l ) as defined in Eq. (8).
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FIGURE 20. 2D local minimum boundary detection on a grey-colored
local search region with an initialized distance r = 1. (a) - (d) Examples of
smoothed 2D Fourier spectrum L for local search region in Steps 1 to 5,
(e) - (h) defined spectrum coefficient neighbors of Lτ in Steps 1 to 5,
and (j) - (l) growth region in Steps 1 to 5.

Step 2.1: Define the local search region for a local max-
imum point pm with a square size of (2r + 1)2

elements, and set a growth region R(u, v; σ 2
l )

with the constraint that is defined by

R
(
u, v; σ 2

l

)
=

{
1, if r = 1
do nothing, otherwise,

(9)

where 1 represents an active element.
Figs. 20(e) and 20(i) show the initial local
search region in gray color and initial growth
region R(u, v; σ 2

l ) at r = 1, respectively.
Step 2.2: Set a 3×3 mask on the local search region

boundary and define spectrum coefficient
neighbors {Lεy }y=1,...,Y of Lτj but exclude {pm,
{Lτj }j=1,...,J} where I and J are the maximum
number of Lεy and Lτj , respectively, as demon-
strated in Fig. 20 (f).

Step 2.3: Detect the growth region R(u, v; σ 2
l ) at pm by

using a sign function defined by

R
(
u, v; σ 2

l

)
=

{
1, if

{
Lεi
}
i=1,...,I ≤ L

τ
j

−1, otherwise,
(10)

where -1 represents an inactive element; that
is, an outbound boundary of a region is
detected. Figs. 20(j) to 20(l) demonstrate the
detected growth regionR(u, v; σ 2

l ) derived from
Figs. 20(f) to 20(h) of Figs. 20 (b) to 20(d),
respectively.

Step 2.4: Increase r by 1 and then repeat Steps 2.1-2.4
until all elements in the outbound boundary of
the growth region R(u, v; σ 2

l ) are equal to −1.
Fig. 21 shows the results on the growth region
of increasing distance r .

Step 3: Increase σ 2
l with a step size 0.10, and reset r to 1,

and then repeat Step 2 until σ 2
l equals 2.00.

Step 4: Select the argument γ of maximum growth rate of a
growth region from all scales σ 2

l at pm by using the
criterion defined by

γ = argmax
σ 2l{∑U
u=1

∑V
v=1

∣∣R (u, v; σ 2
l

)
−R

(
u, v; σ 2

l−1

)∣∣∑U
u=1

∑V
v=1 R

(
u, v; σ 2

l

)
×100

}
. (11)

Step 5: Use γ to retrieve the best growth region from all can-
didates in R(u, v; σ 2

l ) to represent a monocomponent
spectrum boundary of R(u, v; σ 2

γ ). Fig. 22(a) shows
the result of a detected monocomponent spectrum
boundary of a local maximum point.

The outcome of the local minimum boundary detection
algorithm is a set of monocomponent spectrum bound-
aries surrounding the local maximum points as illustrated
in Fig. 22(b). This algorithm can adaptively detect can-
didate monocomponent spectrum boundaries. Moreover, it
automatically provides a suitable scale-space selection based
on a Gaussian function. However, there are many overlap-
ping candidate monocomponent spectrum boundaries. There-
fore, an actual monocomponent identification algorithm is
required to identify actual monocomponent spectrum bound-
aries as described in the next section.

3) ACTUAL MONOCOMPONENT
IDENTIFICATION ALGORITHM
According to two previous algorithms, 2D local maximum
point detection and 2D local minimum boundary detection,
which provide a large possible number of monocomponent
spectrum boundaries as shown in Fig. 22(b), an actual mono-
component identification algorithm is essential for identify-
ing the actual ones from a large number of sets. As mentioned
in Sections III-B-1) and III-B-2), a set of local maximum
points pm and monocomponent spectrum boundaries ω are
required to identify the actual monocomponents. The algo-
rithm concept is to search for the best of the monocomponent
spectrum boundaries. To do this, each local maximum point
is compared to its nearest neighbors; if its peak is the highest
and its boundary is non-overlapped, that local maximum
point is identified as an actual monocomponent. Furthermore,
the separated vertical (column) and horizontal (row) searches
are very useful for seeking the actual monocomponent spec-
trum boundaries. This makes the algorithm not only identify
actual monocomponents but also consume less computation
time. In order to clearly explain how the actual monocom-
ponent identification algorithm works, the key variables are
defined as follows. Let pm be a local maximum point matrix
and ωpm be the spectrum boundary of pm. The algorithm can
be described in the following steps.
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FIGURE 21. Detected growth regions of increasing distance r .

FIGURE 22. Detected monocomponent spectrum boundaries at a detail
region. (a) A detected monocomponent spectrum boundary obtained
from Fig. 21 and (b) detected monocomponent spectrum boundaries of
all local maximum points.

Step 1: Set t = 1 where t is the iteration order.
Step 2: Convert a matrix p(t)m to a 1D array P(t) by concate-

nating either rows or columns of the matrix.
Step 3: Compare each p(t)m to the nearest neighbors by

using (12) and update array P(t+1).

P(t+1) = {p(t)m | p
(t)
m−1 < p(t)m and p(t)m >p(t)m+1}. (12)

Step 4: If all monocomponent spectrum boundaries ωp(t+1)m
indexed by P(t+1) are non-overlapping, then they are
actual monocomponent spectrum boundaries and the
algorithm is terminated. Otherwise, go to Step 5.

Step 5: If ωp(t+1)m indexed by P(t+1) are not empty, then
increase t by 1 and go to Step 3. Otherwise, over-
lapping boundaries are grouped into a single mono-
component spectrum boundary ωs by means of the
following union operator.

ωs =

V⋃
m=1

ωp(t)m , (13)

where V denotes the maximum number of overlap-
ping elements in each group. If there ismore than one
group, the overlapping boundaries are independently
grouped by isolating them from the other overlap-
ping boundaries. The result of the union operation
is identified as the actual monocomponent spec-
trum boundary and then the algorithm is terminated.
A final set of monocomponent spectrum bound-
aries consists of independent grouped-boundaries
and non-overlapping boundaries.

Based on the synthesized image-I, the outcome of each
iteration is shown in Fig. 23(a) for the row search and
Fig. 23(b) for the column search. The results of identifying
actual monocomponent spectrum boundaries in both row and
column searches are not different. This algorithm can iden-
tify actual monocomponent spectra and solve the inaccurate
segmentation problem that causes redundancy or interfer-
ence components. Therefore, the monocomponent spectrum
boundaries detected by our algorithm are more accurate than
those obtained by 2D EWT methods. However, in nature
scene images, the identification results of row and column
searches are probably different. Hence, to support a variety
of real-world datasets, this algorithm is able to identify actual
monocomponent spectrum boundaries in either row or col-
umn search. The central frequency of each monocomponent
spectrum is accurately detected as illustrated in Fig. 23, but its
boundary shape is still not complete. Therefore, the detected
monocomponent spectrum boundaries are used to estimate
the complete monocomponent spectrum boundaries prior to
creating actual bandpass filter banks called ‘‘empirical image
filter banks’’ as presented in the next section.

C. EMPIRICAL IMAGE FILTER BANK CONSTRUCTION
Empirical image filter bank construction is the process of
constructing a bandpass filter bank in accordance with the
detected monocomponent spectrum boundary which is the
base of a mountain-shaped energy concentration. This filter
bank is useful for decomposing an input image (2D signal)
into a set of monocomponent images with fewer ringing arti-
facts. Nevertheless, as a result of Section III-B-3), the shape
of the actual monocomponent spectrum boundaries is incom-
plete for decomposing monocomponent images efficiently.
Hence, the empirical image filter bank design based on an
ellipse function is proposed to provide the complete mono-
component spectrum boundary. Moreover, ringing artifacts
which appear in the monocomponent images as illustrated
in Fig. 8 are an outcome of the constructed wavelet filter
bank by 2D EWT. Typically, these artifacts can be removed
by using a simple low-pass filter [37], i.e., a Gaussian filter
because it has the property of being non-oscillatory. Thus,
we use a Gaussian function to construct an empirical image
filter bank in order to reduce the artifacts. The empirical
image filter bank construction for decomposingmonocompo-
nent images consists of two stages: (i) generation of complete
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FIGURE 23. Illustration of step-by-step identification of actual monocomponent spectrum boundaries in a detail
region. (a) Actual monocomponent identification in row search and (b) actual monocomponent identification in
column search.

FIGURE 24. Complete monocomponent spectrum boundaries at a detail
region of the synthesized image-I.

monocomponent spectrum boundaries and (ii) construction
of empirical image filter banks. In the former stage, the
u-coordinate and v-coordinate of amonocomponent spectrum
boundary derived from the actual monocomponent identi-
fication algorithm are used to estimate the corresponding
u′-coordinate and v′-coordinate of a complete monocompo-
nent spectrum boundary by means of an ellipse function
defined in

u′ = u′0 + α cosα cos θ − b sinα sin θ, (14)

v′ = v′0 + α cosα sin θ − b sinα cos θ, (15)

where (u′0, v
′

0) is the center of an ellipse; a and b represent
the major axis and the minor axis of the ellipse; θ is the
orientation of the ellipse; and α is the angular parameter
with an interval [0, 2π]. (u′0, v

′

0), a, b, and θ are estimated
by means of least square fitting of the ellipse function as
recommended in [38]. Figs. 16(c) and 24 show the complete
monocomponent spectrum boundaries of the approximation
and detail regions, respectively. Each complete monocom-
ponent spectrum boundary δ is used to generate a complete

monocomponent spectrum region β defined in

β
(
u′, v′

)
=

{
1, δ

(
u′, v′

)
∈ E

0, otherwise,
(16)

where E is the ellipse region.
In the latter stage, the complete monocomponent spectrum

region β is used to construct an empirical image filter bank
ψ defined in

ψ
(
u′, v′

)
= G2

(
u′, v′; σ 2

)
∗ β

(
u′, v′

)
, (17)

where G2 is the Gaussian function, which is similar to G1
defined in Eq.(8). The σ 2 value is calculated from the mini-
mum of a and b.

The empirical image filter banks for approximation coef-
ficient ψa and detail coefficient ψd are constructed from
Eq. (15). These filters are used to decompose the monocom-
ponent spectrum from approximation and detail regions. The
monocomponent imagesMa andMd are decomposed from
the approximation and detail regions by applying inverse
Fourier transform to the dot product of F(u, v) and ψa(u′, v′),
and of F(u, v) and ψb(u′, v′) as expressed in

Ma = F−1
(
F (u, v) · ψa

(
u′, v′

))
, (18)

Md = F−1
(
F (u, v) · ψd

(
u′, v′

))
, (19)

where ( . ) is the dot product operator.
Based on the synthesized image-I, Fig. 25(a) shows the

empirical image filter bank for the approximation coeffi-
cient of component C-I1. On the other hand, the empirical
image filter banks for detail coefficients of components C-I2,
C-I3, and C-I4 are shown in Figs. 25(b), 25(c), and 25(d),
respectively. This process yields a set of monocompo-
nent images {Md , {Md }

N−1
n=1 }}, where N is the number of

monocomponent images. Based on the synthesized image-I,
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FIGURE 25. Illustrations of empirical image filter banks constructed for the proposed EMID method and decomposed components
of synthesized image-I. (a) Empirical image filter banks of the approximation region for decomposing component C-I1,
(b), (c), and (d) empirical image filter banks of the detail region for decomposing components C-I2, C-I3, and C-I4, (e) Ma
component image of C-I1 in top view, (f), (g), and (h) Md component images of components C-I2, C-I3, and C-I4 in top view,
(i) reduced ringing artifacts of the Ma component image of component C-I1 in 3D view, and (j), (k), and (l) reduced ringing
artifacts of the Md component images in 3D view.

Fig. 25(e) shows the reconstructed monocomponent image
of flat objects by taking the inverse Fourier transform of
component C-I1 at the approximation region. Although the
flat object edge of component C-I1 is blurred, the object
shape is similar to that of the reference image-I. In the same
way, Figs. 25(f), 25(g) and 25(h) show the reconstructed
monocomponent images of textured objects by taking the
inverse Fourier transform of components C-I2, C-I3, and
C-I4 at the detail region, respectively. It can be seen that
the texture objects of those components, C-I2 to C-I4, and
those of reference image-II to -IV are similar. Moreover,
Figs. 25(i) to 25(l) show that ringing artifacts appearing in
these four components are greatly reduced due to the efficient
empirical image filter bank.

Also, those components are monocomponent images
according to Definitions 1 and 2. However, partial spectrum
loss commonly occurs with real world images in the form
of strips. To solve this problem, a set of compensated filter
banks Z are constructed as expressed in

Z = {ζ1, ζ2, ζ3, . . . , ζC } , (20)

where C is the number of compensated filter banks and ζ is
a compensated filter bank. More details for this issue are
implemented and presented in Section IV-B.

IV. EXPERIMENTS AND DISCUSSION
In this section, the performance of the proposed EMID
method is evaluated (i) with a synthesized image-II in terms
of the quality of monocomponent images and (ii) with a real
image in terms of Thai text localization. Two experiments are
set up to test each of these aspects as follows.

FIGURE 26. Synthesized image-II (a toy image proposed by
Gilles et al. [6], Gilles [28]).

A. QUALITY OF MONOCOMPONENT IMAGES
The first experiment aims to evaluate the quality of mono-
component images. This experiment is designed with the
following steps. In data preparation and measurement,
synthesized image-II (a toy image) in Fig. 26, proposed
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FIGURE 27. Components of synthesized image-II decomposed by the proposed EMID and baseline methods in manual mode.
(a) Reference images, (b) images decomposed by the proposed EMID method, (c) 2D Tensor EWT, (d) 2D Littlewood-Paley EWT,
(e) 2D Curvelet EWT-I, (f) redundancy components from 2D Curvelet EWT-I, (g) 2D Curvelet EWT-I, (h) 2D Curvelet EWT-II,
and (i) redundancy components from 2D Curvelet EWT-II.
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by Gilles et al. [6] and Gilles [28], is used to evaluate
the performance of the proposed and baseline methods.
It is generated from a combination of five reference images
displayed in columns 1 to 5 of Fig. 27(a). The reference
image-I (upper-left corner of Fig. 27) contains a flat object
that is composed of low as well as high frequencies. The other
reference image-II to -V (the 2nd-5th columns of Fig. 27(a))
contain texture objects that are composed of different high
frequencies. When this synthesized image-II is transformed
into Fourier domain, its spectrum locations in Fourier support
of reference image-I to -V are labeled with letters A to E,
respectively, as depicted in column 6 of Fig. 27(a). For ease
of observation and explanation, the reference image-I in
Fourier domain possessing more low frequencies is defined
to be a monocomponent spectrum-1 (see 6th column of
Fig. 27(a) labeled with letter A). In the same way, the
other reference image-II, -III, -IV and -V possessing high
frequencies are defined to be monocomponent spectrum-
2, -3, -4 and -5 (see 6th column of Fig. 27(a) labeled
with letters B, C, D, and E), respectively. Component-1
to -5 (C-II1 to C-II5) are obtained from decomposing mono-
component spectrum-1 to -5, respectively, of the synthesized
image-II. Obtained images C-II1 to C-II5 are monocompo-
nent image-1 to -5, respectively, when they are perfectly
decomposed with high image quality. For quality measure-
ment, these reference images are used to assess the quality of
monocomponent images decomposed by all test methods in
terms of peak signal-to-noise ratio (PSNR) [29] and structural
similarity index (SSIM) [30]. The PSNR is a classical metric
for measuring image quality based on the intensity of the
image. A high PSNR value means a high quality image.
On the other hand, the SSIM based on the image structure is
more consistent with human-eye perception than the PSNR
as reported in [6]. The range of SSIM value is from −1.0 to
1.0 where 1.0 means the best quality and −1.0 means the
worst quality. In order to clearly assess the quality of mono-
component images, both PSNR and SSIM metrics are used
to test the hypothesis of experiments which seek to determine
an efficient method of decomposing monocomponent images
from a synthesized image-II with high quality.

In experimental conditions, the baseline methods are tested
in both non-adaptive and adaptive decomposition for mono-
component images. The non-adaptive decomposition con-
sists of 2D discrete wavelet transform (2D DWT) and 2D
stationary wavelet transform (2D SWT) [39]. The 2D SWT
is derived from the 2D DWT by modifying the decimation
operation to support the translation invariance property [40].
On the other hand, the adaptive decomposition consists of two
main methods: 2D empirical mode decomposition (2D EMD)
and 2D empirical wavelet transform (2D EWT). The 2D
EMD method [41] is derived from a bidimensional empirical
mode decomposition (BEMD) based on radial basis func-
tion (RBF). This method is more practical for performance
evaluation due to faster decomposition. In addition, all 2D
EWTmethods are tested in two segmentation modes: manual
and automatic. The manual mode requires a suitable number

of components for spectrum segmentation, but the automatic
mode does not. In the manual mode, the conventional 2D
EWT methods including 2D Tensor EWT, 2D Littlewood-
Paley EWT, 2D Curvelet EWT-I, and 2D Curvelet EWT-II
introduced by Gilles et al. [6] require an appropriate number
of components for decomposing an image into monocompo-
nent images. The criteria used for Fourier boundary detection
are based on local minimum and/or local maximum detec-
tion in conjunction with a preprocessing stage for removing
the global trend problem. Additionally, all parameters of
the baseline methods are set as recommended by [6]. In the
automatic mode, the conventional 2D EWTs automatically
select the number of components based on the coarse his-
togram in conjunction with Otsu’s algorithm [31]. Gilles et al.
introduced a series of 2D Curvelet EWT called 2D Curvelet
EWT-III [32]. The type III of this series is also included
in the experiment for testing a variety of possible compo-
nent segmentations of the conventional 2D EWT methods.
Our proposed EMID method, which is already designed for
fully automatic component segmentation, is tested only in
the second mode.

As listed in Table 1, the test results of PSNR clearly
demonstrate that the proposed EMID method outperforms
the conventional 2D EWT methods in terms of quality of
monocomponent images. The PSNR values of components
C-II2, C-II3, C-II4, and C-II5 decomposed by the proposed
method are higher than those decomposed by other baseline
methods in both manual and automatic modes. However,
the PSNR value of component C-II1 decomposed by the
proposed method is 24.1154 dB which is lower than that of
component C-II1 of 2D Littlewood-Paley EWT, 2D Curvelet
EWT-I, and 2D Curvelet EWT-II in both manual and auto-
matic modes. When we look inside the decomposed compo-
nents, the PSNR value of components C-II1 to C-II5 decom-
posed by 2D DWT, 2D SWT, and 2D EMD is lower than
that of the proposed method. Furthermore, the PSNR values
of components C-II1, C-II4, and C-II5 decomposed by 2D
Tensor EWT in manual mode are much lower than those of
the proposed method. Likewise, the PSNR values of com-
ponents C-II2, C-II3, C-II4, and C-II5 decomposed by 2D
Littlewood-Paley EWT in manual and automatic modes are
much lower than those of the proposed method. The PSNR
value of component C-II1 decomposed by 2D Tensor EWT
in automatic mode is significantly lower than that of the
proposed method. The average PSNR value obtained by the
proposed method is 52.0803 dB which is higher than those of
all of the baseline methods. In particular, the average PSNR
values decomposed by the proposed method are 20.1123 dB,
30.0208 dB, and 30.0213 dB higher than those decomposed
by 2DTensor EWT inmanual mode and 2DLittlewood-Paley
EWT inmanual and automatic modes, respectively. These are
dramatically higher values.

SSIM assessment also demonstrates that the proposed
method outperforms all baseline methods. Table 2 shows
that the SSIM values obtained by the proposed method are
substantially higher than those of all of the baseline methods
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TABLE 1. Comparison between the PSNR values of each component of a synthesized image-II provided by the proposed and baseline methods.

TABLE 2. Comparison between the SSIM values of each component of a synthesized image-II provided by the proposed and baseline methods.

in both manual and automatic modes. Because of the SSIM
value based on the structure image, the shape of the object in
components decomposed by the proposed method is similar
to reference images, thus the image quality of those compo-
nents decomposed by the proposed method is the highest.

Comparison between five reference images and compo-
nents decomposed by the proposed and baseline methods
are illustrated in Figs. 27, 28, and 29 where different rows
are from different decomposition methods. Columns 1 to 5
in these figures depict decomposed components C-II1 to
C-II5, respectively. The last column of Figs. 27 and 28 shows
the detected Fourier boundaries of the baseline method
and monocomponent spectrum boundaries of the proposed
methods. The decomposed component labels correspond to
the monocomponent spectrum boundary labels. Different
image decompositions mostly detect different monocompo-
nent spectrum boundaries.

The proposed method is able to detect the boundaries
of monocomponent spectrum-1 to -5 accurately and com-
pletely as shown in column 6 of Fig. 27(b). For this rea-
son, our decomposed components shown in columns 1 to 5

of Fig. 27(b) bear a very close resemblance to the refer-
ence images in columns 1 to 5 of Fig. 27(a), respectively.
The components are monocomponent images according to
Definitions 1 and 2 in which objects in each component
contain a single frequency. Also, there are no interfer-
ences or redundancy components, and fewer ringing artifacts.
This leads to higher image quality as shown in Tables 1 and 2.

On the other hand, the components decomposed by the
baseline methods still exhibit interference and redundancy
components. The interference occurs in some components
decomposed by 2D Tensor EWT in manual mode and 2D
Littlewood-Paley EWT in manual and automatic modes as
shown in Figs. 27(c), 27(d), and 28(c). In the same way, the
interference occurs in all components decomposed by 2D
DWT, 2D SWT, and 2D EMD as illustrated in Fig. 29.

Column 6 of Fig. 27(c) shows detected Fourier boundaries
from 2D Tensor EWT in manual mode. The components
C-II1, C-II2, and C-II3 in columns 1, 2, and 3 of Fig. 27(c) are
from detected Fourier boundaries labeled with numbers 1, 2,
and 3 as shown in column 6 of Fig. 27(c), respectively.
Obtained components C-II1 and C-II3 are different from the
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FIGURE 28. Components of the synthesized image-II decomposed by the baseline methods in automatic mode. (a) 2D Tensor
EWT, (b) redundancy components created by 2D Tensor EWT, (c) 2D Littlewood-Paley EWT, (d) 2D Curvelet EWT-I,
(e) redundancy components created by 2D Curvelet EWT-I, (f) 2D Curvelet EWT-II, (g) redundancy components created by
2D Curvelet EWT-II, (h) 2D Curvelet EWT-III, and (i) redundancy component created by 2D Curvelet EWT-III.
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FIGURE 29. Components of the synthesized image-II decomposed by (a) 2D DWT, (b) 2D SWT, and (c) 2D EMD.

reference image-I and -III, and ringing artifacts appear in
component C-II3; this leads to their low quality. On the con-
trary, component C-II2 is very similar to reference image-II
and so is high in quality. Other detected Fourier boundaries
labeled with numbers 4 and 5 result in an interference com-
ponent between C-II4 and C-II5. This component (labeled
with number 4) is shown in the image between columns
4 and 5 in Fig. 27(c). It is used to assess image quality of
components C-II4 and C-II5 by comparing it with reference
image-IV and -V. The components C-II4 and C-II5 are low
quality as shown in Tables 1 and 2 due to interference com-
ponents. Moreover, the interference component labeled with
number 4 is not a monocomponent image.

The Fourier boundaries detected by 2D Littlewood-
Paley EWT in manual mode are illustrated in column 6
of Fig. 27(d). Component C-II1, shown in column 1 of
Fig. 27(d), is from detected Fourier boundaries labeled with
number 1. It is similar to the reference image-I. On the
contrary, components C-II2 to C-II5 differ from reference
image-II to -V. As can be seen in the image between
columns 2 and 3 in Fig. 27(d), the component labeled with
number 2, composed of two components C-II2 and C-II3,
results from detected Fourier boundary number 2. Also,
a component labeled with number 3 composed of C-II4 and
C-II5, shown in between columns 4 and 5, is obtained from
detected Fourier boundary labeled with number 3. Both are
interference components, causing very low image quality.

The 2D Littlewood-Paley EWT in automatic mode can
detect Fourier boundaries shown in column 6 of Fig. 28(c).
The detected Fourier boundary labeled with number 1 results
in component C-II1 depicted in column 1 of Fig. 28(c).
Component C-II1 is similar to the reference image-I and

is a high quality image. Nevertheless, the detected Fourier
boundary labeled with number 2 results in interference
between components C-II2 and C-II3 as illustrated in the
image between columns 2 and 3 of Fig. 28(c). In the same
way, the component in the image between columns 4 and 5
in Fig. 28(c) results from interference between components
C-II4 and C-II5. This component is from the detected Fourier
boundary labeled with number 3. Those interference compo-
nents are clearly different from the reference images and so
are low in quality.

These instances of interference mostly come from inac-
curate spectrum segmentation due to the use of the aver-
age magnitude spectrum technique of the baseline methods.
Consequently, the different monocomponent spectra are
grouped into the same Fourier boundary. Interference compo-
nents obtained from this kind of Fourier boundary have low
image quality and also are not monocomponent images.

For the non-adaptive method, Fig. 29(a) shows the
results of image decomposition of the 2D DWT method.
Columns 1 to 5 of Fig. 29(a) depict components C-II1 to
C-II5 which are obtained from approximation coefficients
of level 3, horizontal detail coefficients of level 2, vertical
detail coefficients of level 2, diagonal detail coefficients of
level 1, and vertical detail coefficients of level 1, respec-
tively. Component C-II1 is not similar to reference image-I.
Components C-II2 to C-II5 occur interference components.
This leads to low image quality. In the same way, Fig. 29(b)
shows components which are decomposed by the 2D SWT
method. Columns 1 to 5 of Fig. 29(b) show components C-II1
to C-II5 which are obtained from approximation coefficients
of level 4, horizontal detail coefficients of level 2, vertical
detail coefficients of level 2, diagonal detail coefficients of
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level 1, and vertical detail coefficients of level 1, respectively.
Component C-II1 is similar to reference image-I but the
object edge is blurred. Interference components occur in com-
ponents C-II2 to C-II5. This leads to low image quality. Both
non-adaptive methods, 2D DWT and 2D SWT, are unsuc-
cessful in decomposing monocomponent images with high
quality. In addition, the results of component decomposition
by 2D EMD method are illustrated in Fig. 29(c). Component
C-II1 is similar to reference image-I but the object edge is
blurred. Also, interference components occur in components
C-II2 to C-II5. This leads to low image quality.

Regarding redundancy, some redundancy components
decomposed by 2D Curvelet EWT-I, 2D Curvelet EWT-II
in Curvelet EWT-II, and 2D Curvelet EWT-III in automatic
mode can be seen clearly in Figs. 27(e), 27(f), 27(h), 27(i),
28(a) 28(b), and 28(d) to 28(i).

Column 6 of Fig. 27(e) depicts Fourier boundaries detected
by 2D Curvelet EWT-I in manual mode. The boundaries
result in components C-II1 to C-II5 in columns 1 to 5 of
Fig. 27(e). The component C-II1 from 2D Curvelet EWT-I
in manual mode is similar to that from 2D Littlewood-Paley
EWT in manual mode because they are both decomposed
from equal radius width of Fourier boundaries. The qual-
ity of component C-II1 in terms of PSNR and SSIM from
2D Curvelet EWT-I is equal to that from 2D Littlewood-
Paley EWT as listed in Tables 1 and 2. Monocomponent
spectrum-2 to -5 are segmented into different Fourier bound-
aries, thus these boundaries result in redundant components
C-II2 to C-II5. Themonocomponent spectrum-2 is segmented
into two different Fourier boundaries labeled with num-
bers 2 and 3 in column 6 of Fig. 27(e). These boundaries
result in two components C-II2 in spatial domain as illustrated
in column 2 of Figs. 27(e) and 27(f). The monocomponent
spectrum-3 is detected in two Fourier boundaries labeled
with numbers 4 and 5 which result in two components
C-II3 in column 3 of Figs. 27(e) and 27(f). Redundant compo-
nents C-II4 shown in column 3 of Figs. 27(e), 27(f), and 27(g)
are the result of different Fourier boundaries labeled with
numbers 6, 7, and 8. Similarly, two components C-II5 illus-
trated in column 5 of Figs. 27(e) and 27(f) are the results of
different Fourier boundaries labeled with numbers 9 and 10.

Among redundant components, the highest-quality one is
used to assess image quality by comparing it with the ref-
erence image. For example, component C-II2 in column 2
of Fig. 27(e) has a higher image quality than component
C-II2 in column 2 of Fig. 27(f), so it is used to assess
image quality by comparing it with the reference image-II.
The components in columns 1 to 5 of Fig. 27(e) are used
to assess image quality by comparing them with reference
images shown in Tables 1 and 2. The image quality depends
on accurate spectrum segmentation. The spectrum of a mono-
component is segmented intomore than one Fourier boundary
which leads to a loss of monocomponent spectrum. Thus,
the image quality of the monocomponents is low. The Fourier
boundary of component C-II3 is more accurately and com-
pletely detected than those of components C-II5, C-II4, and

C-II2. Consequently, the quality of component C-II3 is higher
than that of components C-II5, C-II4, and C-II2. Moreover,
the redundant components C-II2 to C-II5 produced by 2D
Curvelet EWT-I in manual mode are lower quality than those
produced by the proposed method.

Fig. 27(h) shows components and detected Fourier bound-
aries by 2D Curvelet EWT-II in manual mode. Components
C-II1 and C-II3 in columns 1 and 3 of Fig. 27(h) are the
results of decomposing Fourier boundaries labeled with num-
bers 1 and 3, respectively. Component C-II1 from 2DCurvelet
EWT-II in manual mode is similar to components C-II1 from
2DCurvelet EWT-I and 2DLittlewood-Paley EWT inmanual
mode, so their components C-II1 have equal image quality.
In 2D Curvelet EWT-II in manual mode, the boundary

of monocomponent spectrum-3 is better detected than those
of monocomponent spectrum-2, -4, and -5; thus, the image
quality of component C-II3 labeled with number 4 is higher
than those of components C-II2, C-II4, and C-II5 labeled
with numbers 2, 5, and 7, respectively. However, it is still
of lower quality than component C-II3 from the proposed
method. Detected Fourier boundaries labeled with num-
bers 2 and 3 result in two redundant components C-II2 in
column 2 of Figs. 27(h) and 27(i). Two redundant compo-
nents C-II4 in column 4 of Figs. 27(h) and 27(i) are the
results of decomposing Fourier boundaries labeled with num-
bers 5 and 6. Two redundant components C-II5in column 5 of
Figs. 27(h) and 27(i) are the results of detected Fourier bound-
aries labeledwith numberwith numbers 7 and 8. The obtained
monocomponent images lose some component information
and are of low quality.

The components and Fourier boundaries detected by
2D Tensor EWT in automatic mode are shown in
Figs. 28(a) and 28(b). Components C-II1, C-II3, and C-II4
in spatial domain in columns 1, 3, and 4 of Fig. 28(a) are
the results of Fourier boundaries labeled with numbers 1,
4, and 5, respectively. Two redundant components C-II2 in
spatial domain in column 2 of Figs. 28(a) and 28(b) are the
results of Fourier boundaries labeled with numbers 2 and 3.
In column 5 of Figs. 28(a) and 28(b) are two components
C-II5 that are the results of Fourier boundaries labeled with
numbers 6 and 7. The image quality of C-II4 (component
labeled with number 5) is higher than those of Components
C-II5, C-II3, C-II2, and C-II1 because components C-II5
and C-II2 are redundant components that lose some mono-
component spectrum information from inaccurate spectrum
segmentation before image decomposition, and component
C-II3 has ringing artifacts.
Column 6 of Fig. 28(d) shows Fourier boundaries detected

by 2D Curvelet EWT-I in automatic mode. The detected
Fourier boundaries labeled with numbers 1 and 4 result in
components C-II1 and C-II3 in columns 1 and 3 of Fig. 28(d),
respectively. The obtained component C-II3 has ringing arti-
facts. The detected Fourier boundaries labeled with num-
bers 2 and 3 result in two redundant components C-II2 in
column 2 of Figs. 28(d) and 28(e). Two components C-II4
in column 4 of Figs. 28(d) and 28(e) are the results of

VOLUME 6, 2018 38725



U. Suttapakti et al.: Empirical Monocomponent Image Decomposition

Fourier boundaries labeled with numbers 5 and 6, respec-
tively. Fourier boundaries labeled with numbers 7 and 8 result
in two components C-II5 in column 5 of Figs. 28(d) and 28(e),
respectively. The obtained components C-II2, C-II4, andC-II5
in columns 2, 4, and 5 of Fig. 28(d) are of low image quality
due to loss of partial monocomponent spectrum information.

Detected Fourier boundaries from 2D Curvelet EWT-II in
automatic mode are illustrated in column 6 of Fig. 28(f).
Component C-II1 in column 1 of Fig. 28(f) is the result of
detected Fourier boundaries labeled with number 1. Compo-
nent C-II1 from 2D Curvelet EWT-II is similar to that from
2D Curvelet EWT-I in automatic mode. This leads to their
equal image quality. The detected Fourier boundary labeled
with number 4 results in component C-II3 in column 3 of
Fig. 28(f) which has ringing artifacts. Redundant components
C-II2 in column 2 of Figs. 28(f) and 28(g) are the result of
detected Fourier boundaries labeled with numbers 2 and 3,
respectively. Redundant components C-II4 in column 4 of
Fig. 28(f) and 28(g) are the result of detected Fourier bound-
aries labeled with numbers 5 and 6. Redundant components
C-II5 in column 5 of Figs. 28(f) and 28(g) are the result of
detected Fourier boundaries labeled with numbers 7 and 8.
The redundant components have low image quality.

Column 6 of Fig. 28(h) shows detected Fourier boundaries
by 2D Curvelet EWT-III in automatic mode. The detected
Fourier boundaries labeled with numbers 1, 4, and 5 result
in components C-II1, C-II3, and C-II4 which are illustrated in
columns 1, 3, and 4 of Fig. 28(h), respectively. Components
C-II1 and C-II3 are different from reference image-I and -III
and are of low image quality. Detected Fourier boundaries
labeled with numbers 2 and 3 result in two components
C-II2 in column 2 of Figs. 28(h) and 28(i). Two redundant
components C-II5 in column 5 of Figs. 28(h) and 28(i) are the
results of detected Fourier boundaries labeled with numbers
6 and 7. Thus, components C-II2 and C-II5 in columns 2 and 5
of Fig. 28(h) lose some monocomponent information and so
have low image quality.

This kind of redundant component occurs when the
spectrum of a single component is segmented into dif-
ferent Fourier boundaries. This results in more than one
decomposed monocomponent image, but they are of low
image quality. However, the proposed method is specif-
ically designed to detect monocomponent spectra in two
directions—u- and v-axes—to support the spectra of an image
for obtaining monocomponent images, thus it achieves more
accurate spectrum segmentation than the conventional meth-
ods do in one dimension for each u- and v-axis.

To evaluate the effectiveness of our empirical image filter
banks for ringing artifact reduction, the Fourier boundaries
labeled with number 1 (see Figs. 28 and 29) from all 2D EWT
segmentations are used to construct the empirical image filter
banks for component decomposition. Components C-II1 are
selected for demonstration because of frequent occurrence of
ringing artifacts.

Fig. 30 shows that the PSNR values of components
C-II1 provided by the proposed empirical image filter banks

FIGURE 30. Comparison of PSNR values of empirical wavelet filter banks
and proposed empirical image filter banks constructed from a variety
of 2D EWT methods.

are higher than those provided by the empirical wavelet
filter banks. In particular, when 2D Tensor EWT in manual
and automatic modes and 2D Curvelet EWT-III in auto-
matic mode are used, the PSNR values of components
C-II1 provided by the empirical image filter banks are sig-
nificantly higher than those of the empirical wavelet filter
banks. On the other hand, the PSNR values of components
C-II1 provided by the empirical image filter banks are slightly
higher than those of the empirical wavelet filter banks when
2D Littlewood-Paley EWT, 2D Curvelet EWT-I, and 2D
Curvelet EWT-II in manual and automatic modes are used.

FIGURE 31. Comparison of SSIM values of empirical wavelet filter banks
and proposed empirical image filter banks constructed from a variety
of 2D EWT methods.

As shown in Fig. 31, SSIM values of components C-II1
provided by the empirical image filter banks are much higher
than those of the empirical wavelet filter banks because the
structure of components C-II1 decomposed by the empirical
image filter banks is similar to the reference image-I.
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FIGURE 32. Ringing artifact reduction by proposed empirical image filter bank compared with empirical wavelet filter bank
segmented by 2D EWT in manual mode. (a) 2D Tensor EWT, (b) 2D Littlewood-Paley EWT, (c) 2D Curvelet EWT-I, and (d) 2D
Curvelet EWT-II. Columns from the leftmost to the rightmost display empirical wavelet filter banks, 3D view components C-I1
provided by empirical wavelet filter banks, empirical image filter banks, and 3D view components C-I1 provided by empirical
image filter banks, respectively.

Figs. 32 and 33 show ringing artifact reduction by using
the proposed empirical image filter banks. Column 1 of Figs.
32 and 33 depict the empirical wavelet filter banks pro-
vided by a variety of 2D EWT segmentations. The empirical
wavelet filter banks are used to decompose components C-II1
as can be seen in column 2 of Fig. 32 in a 3D view. Ringing
artifacts appear in those components C-II1. In particular,
many ringing artifacts appear in components C-II1 as shown
in column 2 of Figs. 32(a), 33(a), and 33(e) which are of 2D
Tensor EWT inmanual and automaticmodes and 2DCurvelet
EWT-III in automatic mode. On the other hand, when the pro-
posed empirical image filter banks as shown in column 3 of
Figs. 32 and 33 are applied to components C-II1, the ringing
artifacts are greatly reduced as shown in column 4 of Figs.
32 and 33. This illustrates that the proposed empirical image
filter banks are able to reduce ringing artifacts and increase
image quality.

B. THAI TEXT LOCALIZATION
The second experiment aims to evaluate the performance
of the proposed method when applied to text-texture seg-
mentation for text region detection that plays an impor-
tant role in text localization of natural scene images. The
use of the texture-based approach for text region detec-
tion is an effective way as reported in [42]–[45]. In prior
work, Ali and Hashim [42] presented a wavelet transform-
based technique for detecting text edge in text regions.
Kim et al. [43] introduced a texture-based method for
text region detection using a continuously adaptive mean
shift algorithm and support vector machine. Angadi and
Kodabagi [44] used texture features such as homogeneity and
contrast for text region detection. Sin et al. [45] detected text
regions in natural scene images using frequency features; the
edge of text strokes is extracted in the frequency domain.
Here, we present a different point of view; that is, all such
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FIGURE 33. Ringing artifact reduction by proposed empirical image filter bank compared with empirical wavelet
transform segmented by 2D EWT in automatic mode. (a) 2D Tensor EWT, (b) 2D Littlewood-Paley EWT, (c) 2D Curvelet
EWT-I, (d) 2D Curvelet EWT-II, and (e) 2D Curvelet EWT-III. Columns from the leftmost to the rightmost display empirical
wavelet filter banks, 3D view components C-I1 provided by empirical wavelet filter banks, empirical image filter banks,
and 3D view components C-I1 provided by empirical image filter banks, respectively.

text features can be represented as text-texture components
when they are transformed into Fourier support. Therefore,
the text-texture component can be defined by the integra-
tion of the following key features: text edge [42]–[45], text
alignment [46], text stoke width [45], [46], text space [51],
and text intensity [51]. These features of text usually create
a unique text texture that is different from the image back-
ground. In this way, the energy concentration of the text-
texture component is evident in the Fourier support, making it
easy to segment the text region from the complex background.

In order to evaluate the performance of the proposed
method, an experimental framework of Thai text localization
is designed as schematically shown in Fig. 34. This frame-
work has two main purposes: (i) to evaluate the effectiveness
of text region detection that plays a role as a preprocessing
procedure of Thai text character localization and (ii) to com-
pare the efficiency of the conventional 2D EWT methods in
automatic mode to that of our proposed EMID method. The
dataset [47] used in this experiment contains 300 images with
a resolution of 480×360 pixels. This dataset is categorized
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FIGURE 34. Experimental framework for Thai text localization. (a) Typical
scheme of Thai text character localization, (b) use of 2D EWT methods in
automatic mode for text region detection, and (c) use of the proposed
method for text region detection.

into three groups based on background complexity: Group#1,
Group#2, and Group#3 as explained in [47]. Group#1 con-
sists of general natural scene images while Group#2 and
Group#3 consist of various challenging scenery images and
illumination effects, respectively. Furthermore, this dataset
contains a collection of Thai characters for which it is always
difficult to detect a complete text region, thus leading to
the low precision in text localization. This difficulty mainly
derives from the Thai alphabet structure that contains three
levels: upper, middle, and lower as reported in [48]–[50].
Therefore, the challenges of this dataset are used to test
the performance of the conventional 2D EWT and proposed
methods.

For fairness of comparison between the conventional 2D
EWT methods and the proposed EMID method, only the
automatic mode is tested. The reason is that in this dataset it
is difficult to identify an appropriate number of components
with high efficiency of decomposition for the conventional
methods inmanual mode. The 2DEWTmethods in automatic
mode can automatically identify the number of components
according to each natural scene image. Thus, their effective-
ness can be justly compared with that of the EMID method
for Thai text localization application.

1) TEXT REGION DETECTION
Text region detection is an important procedure for iden-
tifying the location of the text region prior to localizing
text characters in natural scene images. The proposed EMID
method is applied to segment textures of the text region from
the image background. The strength of the proposed method
is its ability to adaptively identify text-texture components,
which are a kind of monocomponent in Fourier support at a
detail region. The steps of text region detection based on the
EMID method can be described as follows.

Step 1: Convert an input color image into a grayscale
image (see Figs. 35(a) and 35(b)).

Step 2: Apply the EMID to such a grayscale image to iden-
tify text-texture components in Fourier support at a
detail region. The result is shown in Fig. 35(c).

Step 3: Decompose text-texture components Md and com-
pensated components Mz by using the proposed
empirical image filter banks for detail coefficientψd
and compensated filter banks Z , respectively, then
combine them into a text-texture imageM′ as

M′
=

∑N−1

n=1
|Mdn | +

∑c

c=1

∣∣Mzc

∣∣ , (21)

where C is the number of compensated components
such that C is equal to (N − 1)× 2. Fig. 35(d) shows
complete text-texture components in Fourier support
at a detail region. Figs. 35(e) to 35(h) show text-
texture component-1 to -4 in spatial domain. They
are decomposed according to monocomponent spec-
trum boundaries labeled with numbers 1 to 4. Mag-
nitudes (absolute values) of Figs. 35(e) to 35(h) are
shown in Figs. 35(i) to 35(l), respectively. Fig. 35(m)
shows a combination of Figs. 35(i) to 35(l) and
Fig. 35(o) shows the text-texture imageM′.

Step 4: Apply k-means clustering, such that k is set to 2,
to a text-texture image M′ in order to separate text
regions from the background. The output of this step
is the text region illustrated in Fig. 35(q).

As already mentioned in Section III-C, a compensated
filter bank designed to compensate for strips in text regions
is essential for real world datasets. Based on preliminary
experiments, a pair of compensated filter banks in a verti-
cal orientation as shown in Fig. 35(n) is a successful case.
In addition, the appropriate centroid difference between the
empirical image filter bank and the compensated filter bank
is 10 points. Fig. 35(q) shows detected text regions enhanced
by a morphological closing operator from Fig. 35(p).

2) THAI TEXT CHARACTER LOCALIZATION
Thai text character localization is a procedure for detect-
ing isolated Thai characters from the detected text region.
In this experiment, a modified connected component analy-
sis (MCCA) method [51] designed for text character localiza-
tion based on Thai language structure is adopted. First, object
edges in the detected text region are detected by using Canny
edge detection [52]. Fig. 35(r) shows object edges marked in
green bounding boxes. Then, Thai text characters from those
object edges are localized by using the MCCA method as
shown in Fig. 35(s).

The performance validation of all test methods is typically
measured in terms of precision, recall, and F-measure as
defined in

Precision =
TP

TP+ FP
× 100, (22)

Recall =
TP

TP+ FN
× 100, (23)

F-measure =
2× Precision× Recall
Precision+ Recall

, (24)
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FIGURE 35. Step-by-step demonstration of text region detection and Thai text character localization. (a) Original scene
image, (b) grayscale image of Fig. 35(a), (c) identified text-texture components in Fourier support, (d) complete
text-texture components derived from Fig. 35(c), (e) text-texture component-1 obtained from Fig. 35(d) labeled with
number 1, (f) text-texture component-2 obtained from Fig. 35(d) labeled with number 2, (g) text-texture
component-3 obtained from Fig. 35(d) labeled with number 3, (h) text-texture component-4 obtained from Fig. 35(d)
labeled with number 4, (i) the magnitude of text-texture component of Fig. 35(e), (j) the magnitude of text-texture
component of Fig. 35(f), (k) the magnitude of text-texture component of Fig. 35(g), (l) the magnitude of text-texture
component of Fig. 35(h), (m) the text-component image, (n) an empirical image filter bank with a pair of compensated
filters, (o) text-texture image, (p) text regions separated from the background by using k-means clustering algorithm,
(q) text region detected with a morphological operation, (r) object edge detected in text region, and (s) localized Thai text
characters.

where TP, FP, and FN are the number of correctly detected
text characters, the number of detected non-text objects,
and the number of incorrectly detected text characters,
respectively.

A high precision value means that the algorithm can detect
a large number of correct text characters and a smaller number
of non-text objects. A high recall value implies a larger
number of detected text characters. F-measure is also used to

measure the overall performance of text character localization
in all test methods.

As can be seen in the experimental results shown in Table 3,
for Group#1 dataset, the precision values of all baseline
methods and the proposed EMID method are higher than that
of MCCA, while the recall values of all baseline methods
are much lower than that of MCCA, but that of EMID is
just a little lower (88.47% compared to 89.79% of MCCA).
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TABLE 3. Performance comparison of the text character localization of all methods tested with three groups of datasets.

FIGURE 36. Results of Thai text localization of Group#1 dataset provided by (a) Canny edge detection, (b) MCCA, (c) 2D Tensor EWT,
(d) 2D Littlewood-Paley EWT, (e) 2D Curvelet EWT-I, (f) 2D Curvelet EWT-II, (g) 2D Curvelet EWT-III, and (h) proposed EMID method.

However, regarding the F-measure, the overall performance
of the proposed method is dramatically greater than those of
the baseline methods and is significantly greater than that
of the MCCA. For Group#2 and Group#3 datasets which
consist of challenging images, the precision values of the
proposed method for both datasets are dramatically greater
than those of the MCCA method. When we look into the
Group#2 dataset, the precision values of the proposedmethod
are significantly better than those of the three baseline meth-
ods, 2D Tensor EWT, 2D Littlewood-Paley EWT, and 2D
Curvelet EWT-III. In the sameway, the precision values of the
proposed method are better than those of all baseline methods
for the Group#3 dataset. As for recall testing, the recall value
of the proposed method is much greater than those of all of
the baseline methods, but comparable to the MCCA method.
For F-measure, the proposed method outperforms every test
method. Overall, the average precision value of the proposed
method is 74.37% which is a great improvement over that of
MCCA at 67.86%, but it is only slightly better than those of
all of the baseline methods. However, the average recall value
of the proposedmethod is a bit lower thanMCCA.A trade-off
between precision and recall was unavoidable. As expected,

the average F-measure of the proposed EMIDmethod ismuch
greater than those of all of the baseline methods.

Fig. 36 demonstrates the results of locating Thai text
characters in a sample of Group#1. Fig. 36(a) shows that
all objects composed of text and many non-text objects are
detected in the scene image. Even thoughMCCA can localize
the text characters, some non-text objects are also detected as
shown in Fig. 36(b). This affects the precision performance.
On the other hand, the proposed method and the 2D EWT
methods are able to efficiently detect text regions from the
complex background as shown in Figs. 36(c) to 36(h). In other
words, these methods can efficiently remove non-text objects
that always occur from the complex background. As the non-
text objects are eliminated, the precision performance of these
methods is improved. Nevertheless, the 2D Tensor EWT does
not detect tonemarks as shown in Fig. 36(c). The loss of some
text character localization is the cause of the low recall value.

The localized Thai text character results of a sample of
Group #2 are shown in Fig. 37. With various scenery objects
in this dataset, many non-text objects as well as text charac-
ters are detected as shown in Fig. 37(a). Although MCCA
can localize the text characters shown in Fig. 37(b), many
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FIGURE 37. Results of Thai text localization of Group#2 dataset provided by (a) Canny edge detection, (b) MCCA, (c) 2D Tensor EWT,
(d) 2D Littlewood-Paley EWT, (e) 2D Curvelet EWT-I, (f) 2D Curvelet EWT-II, (g) 2D Curvelet EWT-III, and (h) proposed EMID method.

FIGURE 38. Results of Thai text localization of Group#3 dataset provided by (a) Canny edge detection, (b) MCCA, (c) 2D Tensor EWT,
(d) 2D Littlewood-Paley EWT, (e) 2D Curvelet EWT-I, (f) 2D Curvelet EWT-II, (g) 2D Curvelet EWT-III, and (h) proposed EMID method.

non-text objects still appear in this scene image. This leads
to low precision. On the other hand, the proposed method
and 2D EWT methods are able to efficiently detect text
regions and eliminate the complex background as shown
in Figs. 37(c) to 37(h). In particular, the 2D Curvelet EWT-II
and the proposed method are able to eliminate the com-
plex background better than the other methods because these
methods are able to detect accurate text-texture compo-
nents and to identify the text region. Hence, these methods
deliver high precision. On the contrary, the identified text
regions decomposed by 2D Littlewood-Paley EWT included
a lot of unwanted regions shown in Fig. 37(d), because
there is interference between text and non-text components
with this method. Thus, many non-text components are
localized.

Fig. 38 demonstrates the localized Thai text character
results of a sample of Group#3. The illumination effects
of this dataset affect the detection of all objects as shown
in Fig. 38(a). This includes Thai text characters and many
non-text objects. Although MCCA can localize text char-
acters and filter out some non-text characters, many non-
text objects are still detected as shown in Fig. 38(b).
However, the proposed method and 2D EWT methods seen
in Figs. 38(c) to 38(h) are able to decompose text-texture
components and distinguish text from non-text regions. This
leads to increased precision. However, the region identified
from the detected Fourier boundary of 2D Tensor EWT is
incomplete, so some text characters are not detected. This
is the cause of low recall of 2D Tensor EWT and thus its
low overall performance. As shown in Figs. 38(e) to 38(g),
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the text characters localized by 2D Curvelet EWT-I, 2D
Curvelet EWT-II, 2D Curvelet EWT-III are incomplete but
the text characters localized by the proposedmethod are more
complete. Moreover, more text regions are detected by the
proposed method than by 2D EWT. Therefore, the proposed
method is more efficient in localizing text characters than the
2D EWT and MCCA methods.

The proposed method’s precision comes from its excep-
tional ability to identify and decompose text-texture com-
ponents from non-text regions. When we look inside the
EMID method, the energy concentration-based segmentation
plays a key role in detecting and identifying accurate text-
texture components in Fourier support. Then, the proposed
empirical image filter bank is able to decompose text-texture
components from a scene image. A text-component image is
obtained from those text-texture components while non-text
components are eliminated. A text region is easily obtained
when the k-means clustering algorithm is used to separate a
text component image from the background. Moreover, the
text preservation ability of the proposed method derives from
efficient compensated components decomposed from a pair
of compensated filter banks, thus text characters are localized
better than the other test methods.

V. CONCLUSION
In this paper, an EMID method is proposed to decompose
monocomponent images with less interference, no redun-
dancy, and fewer ringing artifacts. The novel contribution
of the proposed EMID method is that the use of energy
concentration-based segmentation in Fourier support detects
monocomponent spectrum boundaries. The proposed algo-
rithm is designed based on an empirical concept with the
following two processes: (i) energy concentration-based seg-
mentation and (ii) empirical image filter bank construction.
In the former, an empirical mean plane generated from
PCA is used to detect the central frequency of candidate
monocomponent spectra; the detected central frequency is
then used to define the candidate monocomponent spectrum
boundaries; and finally, the actual monocomponent spectrum
boundaries are identified. In the latter, the actual mono-
component spectrum boundaries are used to construct an
empirical image filter bank for decomposing the complete
monocomponent spectra. Based on the experimental results,
the proposed EMID method achieves high quality mono-
component images. This achievement mainly comes from
the following reasons: (i) the energy concentration-based
segmentation can provide more accurate spectrum bound-
ary detection for extracting monocomponents, and (ii) the
empirical image filter bank can reduce ringing artifacts in
monocomponent images. Furthermore, when the EMID is
applied to text region detection for Thai text localization in
natural scene images, the performance of text character local-
ization is significantly improved. This improvement comes
from the clearer text region decomposition, thus leading to

TABLE 4. Mathematical notations and their descriptions.
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TABLE 4. (Continued.) Mathematical notations and their descriptions.

effectively localize text characters and eliminate non-text
objects. In future work, the proposed EMID method will be
applied in various applications such as image denoising and
object detection.

APPENDIX
See Table 4.
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