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ABSTRACT The development of an anomaly-based intrusion detection system (IDS) is a primary research
direction in the field of intrusion detection. An IDS learns normal and anomalous behavior by analyzing
network traffic and can detect unknown and new attacks. However, the performance of an IDS is highly
dependent on feature design, and designing a feature set that can accurately characterize network traffic is
still an ongoing research issue. Anomaly-based IDSs also have the problem of a high false alarm rate (FAR),
which seriously restricts their practical applications. In this paper, we propose a novel IDS called the
hierarchical spatial-temporal features-based intrusion detection system (HAST-IDS), which first learns the
low-level spatial features of network traffic using deep convolutional neural networks (CNNs) and then learns
high-level temporal features using long short-term memory networks. The entire process of feature learning
is completed by the deep neural networks automatically; no feature engineering techniques are required. The
automatically learned traffic features effectively reduce the FAR. The standard DARPA1998 and ISCX2012
data sets are used to evaluate the performance of the proposed system. The experimental results show that
the HAST-IDS outperforms other published approaches in terms of accuracy, detection rate, and FAR, which
successfully demonstrates its effectiveness in both feature learning and FAR reduction.

INDEX TERMS Network intrusion detection, deep neural networks, representation learning.

I. INTRODUCTION
Cyberspace security has recently gained increasing attention.
Creating effective defenses against various types of network
attacks and ensuring the safety of network equipment and
information security has become a highly considered prob-
lem. Network intrusion detection systems (IDSs) identify
malicious attack behaviors by analyzing the network traffic
of key nodes of a network and have become an important part
of the network security protection architecture.

The anomaly-based detection method, which is a primary
research direction in the field of intrusion detection, learns
normal and anomalous behaviors by analyzing network traf-
fic and can detect unknown and new attacks [1]. However,
its performance is highly dependent on feature design, and
designing a feature set that can accurately characterize net-
work traffic is still an ongoing research issue [2]. Anomaly-
based IDS also have a high false alarm rate (FAR), which
seriously restricts its practical application [3].

To solve the abovementioned problems, using the rep-
resentation learning approach, we propose a hierarchical
spatial-temporal features-based intrusion detection system
(HAST-IDS) that automatically learns network traffic fea-
tures. It first learns the spatial features of network traffic using
deep convolutional neural networks (CNNs) and then learns
the temporal features using long short-term memory (LSTM)
networks, which are a special type of recurrent neural net-
works (RNNs). The high-level temporal features are based on
the low-level spatial features. The entire feature-learning pro-
cess is conducted automatically: no feature engineering tech-
niques are required. We expect that the automatically learned
hierarchical spatial-temporal features are better at character-
izing network traffic behaviors than are manually designed
features and that they can effectively improve the intrusion
detection capability. The experimental results successfully
demonstrate the effectiveness of the proposed method for
both feature learning and FAR reduction.
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The rest of this paper is organized as follows. Section II
describes the related work. Section III describes the design
and implementation of the proposed method. Section IV
mainly covers the evaluation methodology and experimental
results, and Section V presents conclusions and future work.

II. RELATED WORK
A. INTRUSION DETECTION TECHNIQUES
IDSs can be classified as either signature-based or
anomaly-based detection. Signature-based detection, also
called misuse detection, analyzes known attacks to extract
their discriminating characteristics and patterns, called sig-
natures. These signatures are compared against the new
traffic to detect intrusions. The advantages of signature-based
detection are that it has a high detection rate and a low FAR
for known attacks, while its disadvantage is that it cannot
detect any unknown and new (0-day) attacks. Anomaly-based
detection, also called behavior-based detection, mainly uses a
machine learning-based method. In this approach, some net-
work traffic features are designed first; then, a model is built
based on those features using supervised or unsupervised
learning approaches. The model can identify both normal and
anomalous traffic patterns. Its advantage is that it can detect
unknown and new attacks; thus, it has attracted increasing
interest in research and industrial circles.

However, in practical applications, some problems still
exist for anomaly-based intrusion detection methods. The
first problem is the difficulty of designing representative
traffic features. The detection effect of this method is highly
dependent on the design of the traffic features used in train-
ing. The detection effects often vary widely when different
feature sets of network traffic are applied. No standard guid-
ing principle currently exists for the design of a feature set that
accurately characterizes network traffic. The second serious
problem of the anomaly-based intrusion detection method
is its high FAR, which is a major obstacle to its practical
application [3].

The representation learning approach [4] is a promis-
ing method for solving both these problems. Representation
learning, also called feature learning, is a technique that
allows a system to automatically extract features from raw
data. Its biggest advantage is that it replaces manual feature
engineering and can directly learn the best features from
raw data. Deep neural networks have been the most success-
ful technique of representation learning and have achieved
remarkable results in the fields of computer vision and nat-
ural language processing. In the field of network intrusion
detection, some research results obtained using the represen-
tation learning approach have recently emerged. For example,
Ma et al. [5] applied deep neural networks to detect intrusion
behaviors using the KDD99 dataset. Niyaz et al. [6] studied
the intrusion detection method on the NSL-KDD dataset
using deep belief networks. The common ground of these
research methods is that their models learn features from
manually designed traffic features. However, applications in
the fields of computer vision and natural language processing

have shown that the biggest advantage of deep neural net-
works lies is their ability to learn features directly from raw
data [7]. The abovementioned research methods used deep
neural networks based onmanually designed features without
taking full advantage of the deep neural networks.

The literature reveals that raw network traffic data have
not been used to learn features. This revelation motivates us
to develop a process for learning features directly from raw
network traffic data using deep neural networks to obtain a
better traffic feature set and develop a more efficient IDS.
Additionally, Eesa et al. [8] proved that the detection rate
can be increased and the FAR decreased by using a better
traffic feature set. We also hope to reduce the FAR by using
an automatically learned traffic feature set.

B. DEEP NEURAL NETWORKS
CNNs and RNNs are the two most widely used deep neural
network models; they are capable of learning effective spa-
tial and temporal features, respectively. In common neural
networks, every neural node of every hidden layer sums the
weighted values coming from the previous layer, applies a
nonlinear transform, and transfers the resulting values to the
next layer. The output value of the last layer can be regarded
as the representation or feature learned by the neural net-
works from the input data. CNNs, which improve upon the
architecture of the common neural networks, benefit from
the following: sparse connectivity, shared weights and pool-
ing. CNNs are capable of learning spatial features and have
already yielded impressive achievements in many computer
vision tasks, such as image classification [9]. RNNs add a
self-connected weighted value as the memory unit for every
neural node based on the architecture of common neural
networks, and they can memorize the previous state of the
neural networks. Long short-termmemory (LSTM) networks
further add a component called the forget gate, and LSTMs
can effectively learn temporal features from a long sequence.
LSTM networks have already been shown to perform well
for many natural language processing tasks, such as machine
translation [10].

Spatial and temporal features are two commonly used types
of traffic features in the field of intrusion detection. When
using spatial features, network traffic is first transformed into
traffic images; then, the image classification method based
on geometric features is used to classify the traffic images,
which also indirectly achieves the goal of identifying the mal-
ware traffic. This approach is relatively new, but many recent
research results demonstrate its great potential. For example,
Tan et al. [11] applied a widely used dissimilarity measure
in the computer vision domain, namely, the earth mover’s
distance (EMD), to detect denial of service (DoS) traffic
and achieved a good effect. When using temporal features,
the temporal features of a network traffic flow are extracted
and can be used to detect intrusion behaviors via the time
series analysis method. This approach was developed early
and has been adopted by many researchers. For example,
Ariu et al. [12] developed an effective IDS using the hidden
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Markov model method based on the temporal relations of
traffic payload bytes.

Over the past two years, a few studies have used CNNs or
RNNs to perform intrusion detection tasks based on spatial
and temporal features. For example, Wang et al. [13] used
a CNN to learn the spatial features of network traffic and
achievedmalware traffic classification using the image classi-
fication method. Torres et al. [14] first transformed network
traffic features into a sequence of characters and then used
RNNs to learn their temporal features, which were further
applied to detect malware traffic. The common point of these
research methods is that they used CNNs or RNNs alone and
learned a single type of traffic feature.

FIGURE 1. Hierarchical structure of network traffic.

Network traffic has an obvious hierarchical structure as
illustrated in Figure 1, where the bottom row shows a
sequence of traffic bytes. Based on the format of specific
network protocols, multiple traffic bytes are combined to
form a network packet, and multiple network packets com-
municated between two sides are further combined to form a
network flow. Notably, these traffic bytes, network packets
and network flows are similar to the characters, sentences
and paragraphs in the field of natural language processing.
Moreover, the task of classifying a network flow as either
normal or malware is very similar to classifying a paragraph
as either positive or negative, which is a common task in
the field of natural language processing, namely, sentiment
analysis. In some recent studies on sentiment analysis, deep
neural networks were used to learn the hierarchical features of
natural language and achieved good results [15]–[17]. Those
studies motivated us to use deep neural networks to learn the
hierarchical features of network traffic and further perform
the intrusion detection task.

However, no studies that combine the use of CNNs and
RNNs to detect network intrusion exist in the literature.
To take full advantage of these two types of deep neural
networks, we use both CNNs and RNNs to learn the spatial-
temporal features of raw network traffic data to develop a
more effective IDS.

III. HAST-IDS
A. HAST-IDS OVERVIEW
The goals of the HAST-IDS are to automatically learn the
spatial-temporal features of raw network traffic data using

deep neural networks and to improve the effectiveness of the
IDS. The basic design concept is as follows. At the network
packet level, every network packet is transformed into a
two-dimensional image, the internal spatial features of which
are learned by a CNN. At the network flow level, the temporal
features of a sequence of network packets of a network flow
are further learned by an RNN. Finally, the resulting spatial-
temporal traffic features are used to classify the traffic as
normal or malware.

Two implementation schemes are used for the HAST-IDS,
as shown in Figure 2. HAST-I uses a CNN and learns only
spatial features, while HAST-II uses both CNNs and RNNs
and learns spatial-temporal features. Each scheme has differ-
ent application scenarios for different types of network traffic,
which will be discussed in Section IV.

The various stages of the HAST-IDS are described below.

1) PREPROCESSING
In this stage, the input raw network traffic data are trans-
formed into the two-dimensional images required by the
CNN. The basic traffic units for intrusion detection are net-
work flows; thus, the input raw traffic data must be split into
multiple network flows. Each network flow contains multi-
ple network packets communicated between two endpoints.
One-hot encoding (OHE) is used as the transformation
method. In HAST-I, the first n traffic bytes of the network
flow are transformed. If the OHE vector is m-dimensional,
then the entire network flow can be transformed into an m∗n
two-dimensional image. For HAST-II, similar preprocessing
is required; however, every network packet must be trans-
formed individually. If r packets exist in a flow and if the
first q bytes of every packet are transformed and the OHE
vector is p-dimensional, then the entire network flow can be
transformed into r different p∗q two-dimensional images.

2) CROSS-VALIDATION
The k-fold cross-validation technique is used for performance
evaluation. In this technique, a dataset is randomly divided
into k equal parts. In each iteration, one part is selected
as the validating dataset, while all the other k-1 parts are
treated as the training dataset. In our experiments, k was set
to 10 because of the resulting low bias, low variance, low
overfitting and good error estimate [18].

3) SPATIAL FEATURE LEARNING
CNNs are used to learn the spatial features of the
two-dimensional traffic images. In HAST-I, the spatial fea-
tures of the entire flow image are learned from a single m∗n
image, and the output is a single flow vector. In HAST-II,
the spatial features of every p∗q packet image are learned
individually, and the output is r packet vectors.

4) TEMPORAL FEATURE LEARNING
An LSTM is used to learn the temporal features of multiple
traffic vectors. In HAST-II, the LSTM further learns the
temporal relations among the r packet vectors. The output
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FIGURE 2. Workflow of HAST-IDS.

is a single flow vector that represents the spatial-temporal
features of the network flow.

5) SOFTMAX CLASSIFIER
The softmax classifier is used to determine whether the input
traffic is normal or malware based on the flow vector. Soft-
max is a commonly used multi-class classification method in
the field of machine learning.

6) TEST AND RESULT AGGREGATION
The fine-tuned model is tested using the test dataset. The
results of each experiment are collected and analyzed.

B. LEARNING SPATIAL FEATURES WITH CNNS
CNNs are used to learn the spatial features from the two-
dimensional image of the input network traffic bytes, as
shown in Figure 3. In HAST-I, the CNN is applied to the
entire network flow. The first n traffic bytes of the entire
flow are transformed into a single m∗n flow image via OHE.
The image is further processed via convolution and pool-
ing. The final output is a flow vector that represents the
features of the entire flow. In HAST-II, the CNN is applied
to every network packet. The first q bytes of every packet
are transformed into a p∗q packet image via OHE, and
each image is further processed via convolution and pooling.
The final output consists of multiple packet vectors that

represent the features of the individual network packets.
When implemented, two convolution filters with different
sizes are used to output two different flow/packet vectors,
which are concatenated together as the final vector. The appli-
cation of CNNs in the field of computer vision has shown that
this method can obtain better spatial features. Algorithm 1
presents the details of the spatial feature learning stage.

The key components used in Algorithm 1 are as follows.

1) ONE-HOT ENCODING
Let xi ∈ R be the k-dimensional vector corresponding to the
i-th traffic byte in a packet or flow. A packet or flow of length
n can be encoded according to the following formula, where
⊕ is the concatenation operator. In general, xi:i+j denotes the
concatenation of traffic bytes xi, xi+1, . . . , xi+j.

x1:n = x1 ⊕ x2 ⊕ . . .⊕ xn (1)

2) CONVOLUTION OPERATION
A convolution operation involves a filter w ∈ R, which is
applied to a window of h traffic bytes to produce a new fea-
ture. For example, a feature ci is generated using this formula,
where b ∈ R. is a bias term, and f denotes ReLUs [19]

ci = f (w · xi:i+h−1 + b) (2)
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FIGURE 3. Feature learning process of HAST-IDS.

3) FEATURE MAPPING
A convolution filter is applied to each possible window
{x1:h, x2:h+1, · · · xn−h+1:n} to produce a feature map with
c ∈ R.

c = [c1, c2, . . . , cn−h+1] (3)

4) POOLING OPERATION
A max-over-time pooling operation is then applied to the
feature map and takes the maximum value as the final feature.

ĉ = max{c}. (4)

C. LEARNING TEMPORAL FEATURES WITH LSTM
An LSTM [20] is used to learn the temporal features based
on the sequence of network packet vectors, as shown in
Figure 3. In HAST-II, a bidirectional LSTM is used to scan
the sequence both from beginning to end and in reverse.
The application of LSTM in the field of natural language
processing has shown that bidirectional scanning can yield
more accurate features [10]. Algorithm 2 presents the details
of the temporal feature learning stage.

Compared to common neural networks and the common
RNN, an LSTM offers several key improvements for each
neural node as described below.

1) FORGET GATE
The forget gate provides a forgetting coefficient by looking
at the input layer xt and previous hidden layer ht−1 for cell
state Ct−1. The coefficient ranges from 0 to 1 and controls

the information between Ct−1 and Ct .

ft = σ (Wf · [ht−1, xt ]+ bf ) (5)

2) INPUT NODE
This unit also considers the input layer xt and the previous
hidden layer ht−1. Typically, a tanh layer is used to process
the summed weighted input.

gt = tanh(Wg · [ht−1, xt ]+ bg) (6)

3) INPUT GATE
The input gate decides which values should be updated in
Ct−1, and its output multiplies the value of the input node
to generate a new candidate for Ct .

it = σ (Wi · [ht−1, xt ]+ bi) (7)

4) INTERNAL STATE
The memory unit combines the computation results men-
tioned above.

Ct = ft ∗ Ct−1 + it ∗ gt (8)

5) OUTPUT GATE
The hidden layer ht is produced based on the internal state Ct
and the value of the output gate ot .

ot = σ (Wo · [ht−1, xt ]+ bo)

ht = ot ∗ tanh(Ct ) (9)
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Algorithm 1 Spatial Feature Learning
Input: Network traffic image: a flow image (f1) in HAST-I or r packet images (p1, p2, . . . , pr ) in HAST-II.
Output: Spatial features of network traffic: a flow vector (vf 1) or r packet vectors (vp1, vp2, . . . , vpr ).
Step 1: Create CNN model_1
1. Add 1st convolution layer with c1 filters of size s1, followed by 1st max pooling layer of size t1.
2. Add 2nd convolution layer with c2 filters of size s2, followed by 2nd max pooling layer of size t2.
3. Add 1st dense layer, the output of which is a temp vector Vtemp1.

Step 2: Create CNN model_2
4. Add 3rd convolution layer with c3 filters of size s3, followed by 3rd max pooling layer of size t3.
5. Add 4th convolution layer with c4 filters of size s4, followed by 4th max pooling layer of size t4.
6. Add 2nd dense layer, the output of which is a temp vector Vtemp2.

Step 3: Concatenate two temp vectors
7. Vtemp = Vtemp1 + Vtemp2

Step 4: Train and validate model
8. while early termination condition is not met, do

while training dataset is not empty, do
Prepare the mini-batch dataset as the model input.
Compute the categorical cross-entropy loss function H (p, q) = −

∑
x p(x)log(q(x)), p = true_dist and q =

predict_dist.
Update the weights and biases using the RMSprop gradient descent optimization algorithm.

end
Validate model using the validating dataset.

end
Step 5: Test model
9. Test the fine-tuned model using the test dataset.
10. return the Vtemp of every network traffic image in the test dataset.

Algorithm 2 Temporal Feature Learning
Input: r packet vectors of network traffic (vp1, vp2, . . . , vpr ).
Output: spatial-temporal features of network traffic: a flow vector (vf ).

Step 1: Create LSTM model
1. Add 1st LSTM layer of l1 units, with dropout d1 and recurrent dropout r1.
2. Add 2nd LSTM layer of l2 units, with dropout d2 and recurrent dropout r2.
3. Add a dense layer whose output is a flow vector vf .

Step 2: Train and validate model
4. Train and validate the model as described in Algorithm 1.

Step 3: Test model
5. Test the fine-tuned model using the test dataset.
6. return the vf of every network traffic image in the test dataset.

IV. EVALUATION AND DISCUSSION
This section evaluates the performance of the pro-
posed HAST-IDS by performing various experiments on
DARPA1998 and ISCX2012, two commonly used public
standard intrusion detection datasets. More specifically, these
experiments aim to achieve the following:
• Evaluate the effect of network flow size on the perfor-
mance of the HAST-IDS.

• Evaluate the effect of network packet size on the perfor-
mance of the HAST-IDS.

• Evaluate the effect of the number of network pack-
ets of a network flow on the performance of the
HAST-IDS.

• Evaluate the spatial-temporal features learned by the
HAST-IDS using the t-SNE visualization approach.

• Show the best experimental results of theHAST-IDS and
compare them with other published IDS techniques.

A. EXPERIMENTAL METHODOLOGY
1) DATASETS
The HAST-IDS learns features based on raw network traffic
data; thus, the source dataset must contain raw traffic data.
At present, most research methods use manually designed
network traffic features. Thus, most public intrusion detection
datasets, such as NSL-KDD [21] and Kyoto2009 [22], do not
contain raw traffic data. From among the few public datasets
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that do contain raw traffic data, we choose DARPA1998 [23]
and ISCX2012 [24] as our experiment datasets. The years
of publication and the malware traffic types these datasets
contain differ greatly; thus, they can be used to effectively
evaluate the generality of the proposed method.

a: DARPA1998
In 1998, MIT’s Lincoln Laboratory conducted an intrusion
detection evaluation project funded by DARPA. One result
of this project was a network traffic dataset simulating vari-
ous intrusion behaviors, namely, DARPA1998. This dataset
contains both normal traffic and four types of malware traf-
fic (i.e., DoS, Probe, U2R, and R2L) and is divided into
seven weeks of training traffic and two weeks of test traffic.
The famous KDD99 dataset, which includes 41 manually
designed traffic features, was derived from the DARPA1998
dataset and has become the most commonly used dataset
in the field of intrusion detection and has used to produce
numerous research results [25]. For comparison purposes, we
choose DARPA1998 as one of the evaluation datasets.

The traffic format of DARPA1998 is non-split pcap, which
must be split into multiple network flow files. In addition,
the label files contain a few problems, such as duplicated
records and incorrect labels. For example, the label file
‘‘Test/Week2/Friday’’ contains a record of ‘‘07/32/1998,’’
which is an obvious date error. Therefore, the dataset requires
preprocessing before the experiments can be conducted. First,
the pkt2flow tool [26] is used to split the raw network traffic
data into multiple network flows. Second, every label file is
checked, and all duplicated records and incorrect records are
removed. Finally, we match every network flow file to the
processed label files. Table 1 shows the preprocessing results
for the DARPA1998 dataset.

TABLE 1. Preprocessing results of the DARPA1998 dataset.

b: ISCX2012
In 2012, the Information Security Center of Excellence
(ISCX) of the University of New Brunswick (UNB) in
Canada published an intrusion detection dataset named
ISCX2012. This dataset contains seven days of raw network
traffic data, including normal traffic and four types of attack
traffic (i.e., BruteForce SSH, DDoS, HttpDoS, and Infil-
trating). Some researchers have noted that the attack types
considered in KDD99 are now obsolete [27]. In contrast, the
attack types of ISCX2012 are more modern and closer to

reality. In addition, the percentage of attack traffic is approx-
imately 2.8%, which makes ISCX2012 similar to real-world
datasets [28].

The ISCX2012 dataset also needs to be preprocessed
before the experiments can be conducted. The preprocessing
method is very similar to that used for DARPA1998. Because
the traffic data of 16 June has only 11 attack flows, according
to the provider’s description, we removed these 11 flows and
consider all traffic data of 16 June as normal. ISCX2012 was
not divided by the provider into training and test datasets;
therefore, we divide it into training and test datasets using
a ratio of 60% to 40%, respectively. Moreover, this ratio has
recently been used by many researchers, thus simplifying the
comparison of our method with other methods. Table 2 shows
the preprocessing results for the ISCX2012 dataset.

TABLE 2. Preprocessing results of the ISCX2012 dataset.

2) METRICS
Three metrics are used to evaluate the performance of the
HAST-IDS: accuracy, detection rate (DR) and FAR, which
are all commonly used in the field of intrusion detection.
Accuracy is used to evaluate the overall performance of the
system. DR is used to evaluate the system’s performance
with respect to its malware traffic detection. FAR is used to
evaluatemisclassifications of normal traffic. Their definitions
are presented below. TP is the number of instances correctly
classified as X, TN is the number of instances correctly clas-
sified as Not-X, FP is the number of instances incorrectly
classified as X, and FN is the number of instances incor-
rectly classified as Not-X.

Accuracy(ACC) =
TP+ TN

TP+ FP+ FN + TN

DetectionRate(DR) =
TP

TP+ FN

FalseAlarmRate(FAR) =
FP

FP+ TN
(10)

In addition, an important goal of the HAST-IDS is to
reduce the FAR as much as possible while improving the DR.
To comprehensively evaluate the HAST-IDS considering
both the DR and FAR, the effectiveness measure (EM)
proposed by [29] is used in our research to compare the
HAST-IDS with other published methods. The EM is slightly
modified, and its definition is given below, where C is the
number of classes and 1 denotes the normal class, which is
excluded from the calculation. This formula results in a high
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value only when the DR is high and the FAR is low. In addi-
tion, when the test dataset size is bigger, the generalization
capability of the system is better; thus, the EM value is larger.
This metric, which considers the DR, FAR and test dataset
size, can better reflect the comprehensive performance of
the HAST-IDS. In addition, EMDF is also used, which is
calculated using only the DR and FAR.

Effect.Mea.(EM ) =

c∑
i=2

DR
FAR

C − 1
× ln(#Testing samples)

Effec.Mea.DF (EMDF ) =

c∑
i=2

DR
FAR

C − 1
(11)

3) EXPERIMENTAL SETUP
Keras [30] and TensorFlow [31], which are run on the Ubuntu
16.04 64-bit OS, are used as the software frameworks. The
server is a DELLR720with 16 CPU cores and 16GB ofmem-
ory. An Nvidia Tesla K40m GPU is used as the accelerator.
Tables 3 and 4 describe the architectures of the deep neural
networks of the HAST-I and HAST-II, respectively.

TABLE 3. DNN architectural parameters of HAST-I.

B. INFLUENCE OF NETWORK FLOW SIZE
In HAST-I, each network flow must be reduced to a fixed
size in the preprocessing stage due to the special requirements
of CNN input data. Computer vision tasks do not have this
problem because the size of every image or every video
frame is fixed, and the images and video frames are easy
to preprocess to an identical size. However, in the field of
network traffic analysis, the number of packets in a flow is
variable. Furthermore, the packet size is also variable, which
causes large fluctuations among flow sizes. Table 5 shows the
network flow size statistics of the two datasets.

As shown in Table 5, large differences in network flow
sizes exist in both datasets. Thus, a method to choose a suit-
able flow size must be determined via the experiments. In our
experiments, the flow size ranges from 100 to 1,500 bytes.
At sizes above 1,500, the performance no longer improves.
The evaluation metrics are accuracy, overall DR and over-
all FAR. Table 6 shows the experimental results. For the
DARPA1998 dataset, the system achieves similar superior
performances when the flow sizes are 800 and 1,000∼1,300.
Considering the training time, we choose 800 bytes as the

TABLE 4. DNN architectural parameters of HAST-II.

TABLE 5. Network flow size statistics.

TABLE 6. Performance for different network flow sizes (%).

best flow size. For the ISCX2012 dataset, the system achieves
the best performance when the flow size is 600 bytes. When
the flow size is larger than 700, the performance no longer
improves. Tables 7 and 8 respectively show the best experi-
mental results of HAST-I and HAST-II on the two datasets.
Note that the two best sizes differ greatly from the mean sizes
(57,719, 5,582) of the flows presented in Table 5. A possible
explanation is that the information in the front part of a flow,
which mainly corresponds to connection creation, may be
more important when detecting malware traffic.
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TABLE 7. Best performance of HAST-I for DARPA1998.

TABLE 8. Best performance of HAST-I for ISCX2012.

The above analysis shows that even though many differ-
ences exist between the two datasets, both schemes achieve
their highest accuracy, highest DR and lowest FAR when the
flow size ranges from 600 to 800. An interesting finding is
that applying a similar deep neural network architecture to
classify the MNIST hand-written digit dataset also achieves
very high accuracy [32]. The size of an MNIST image is
784 (28∗28), which is very close to our chosen size. This
similarity may indicate that the architecture of deep neural
networks is suitable for detecting key information in data of
that size, regardless of whether the data represents images or
traffic.

FIGURE 4. The number of packets per flow in the DARPA1998 dataset.

C. INFLUENCE OF NETWORK PACKET SIZE
The next two sections measure the effects of two key param-
eters of HAST-II on the system performance, namely, the
packet size and the number of packets per flow. Note that
the number of packets per flow is generally very small in
the DARPA1998 dataset. Figure 4 shows that the majority of
flows, i.e., 1,471,468, contain only one packet, accounting for
41.32%of the total, and 775,649 flows contain only two pack-
ets, accounting for 21.78% of the total. Together, these two
flow sizes account for 63.1% of the total. The most important
advantage of LSTM is its ability to learn the temporal features
of a long sequence of data. However, the sequence length of
the flows in theDARPA1998 dataset is too short. In particular,

when the number of packets is 1, no sequence exists, which
makes it meaningless to apply LSTM to the DARPA1998
dataset. Thus, the evaluation experiments for HAST-II are
conducted only for ISCX2012.

During spatial feature learning in HAST-II, the input data
unit of the CNNs is network packets. Similar to the discussion
in section B, every packet must be reduced to a fixed size. In a
network flow, the packet sizes generally differ greatly. Table 9
shows the statistics regarding packet sizes for the ISCX2012
dataset. As shown in Table 9, large differences in packet
sizes exist in the ISCX2012 dataset. Section B discussed how
flow size has an important effect on the system performance.
Similarly, this section measures the effect of packet size on
the performance of HAST-II and determines the best packet
size.

TABLE 9. Statistics regarding network packet size for ISCX2012.

TABLE 10. Statistics regarding number of network packets per flow for
ISCX2012.

In our experiments, the packet sizes range from
100 to 1,000. We choose the median (14; see the median
row in Table 10) as the number of packets per flow. The
accuracy, DR and FAR of every class of traffic are used as
evaluation metrics. Table 11 shows the experimental results,
from which, we can see that those metrics yield the best
results when the packet sizes are 100 and 200. Considering
the training time, we choose 100 bytes as the best packet size,
which differs greatly from the mean packet size of 743 shown
in Table 9. A possible explanation is that the first 100 bytes
mainly comprise the packet header, whose information may
be more important for detecting intrusion.

An interesting finding is the comparison with the senti-
ment analysis task in the field of natural language process-
ing. Using a similar deep neural network architecture, [15]
chooses 512 characters as the best sentence size, which
is equivalent to the packet size in our research. However,
512 characters cover the length of most sentences, whereas
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TABLE 11. Effect of packet size on the performance of the HAST-IDS (%).

TABLE 12. Effect of number of packets on the performance of the HAST-IDS (%).

the 100 bytes used in our study covers only the first small
part of a network packet. Intuitively, this result may occur
because the structure of a sentence is very different from that
of a packet. The information in a sentence tends to follow a
uniform distribution, whereas a packet can be divided into a
packet header and payload, thus, its information tends to be
emphasized differently.

D. INFLUENCE OF THE NUMBER OF NETWORK PACKETS
In the temporal feature learning stage of HAST-II, LSTM
requires that the number of packets per flow be fixed.
However, the number of packets per flow generally differs
greatly. Table 10 shows the statistics regarding the number of
packets per flow for the ISCX2012 dataset. The table shows
that in practice, the number of packets per flow varies widely.
Therefore, we must measure the effect of the number of pack-
ets per flow on the system performance and determine the best
number of packets via multiple evaluation experiments.

In our experiments, the number of packets ranges from 6 to
30. When the number of packets is larger than 30, the perfor-
mance no longer improves. The packet size is 100 bytes, as
determined in section C. The accuracy, DR and FAR of every

class of traffic are used as evaluation metrics. Table 12 shows
the experimental results. From the table, we see that those
metrics yield the best results when the number of packets
is 6, 8 and 14. Considering the training time, we choose 6
as the best number of packets. This number differs greatly
from the mean number of packets (77) shown in Table 10.
This result probably occurs because the first few packets in a
flow correspondwith connection creation, whose information
may be more important for detecting intrusion behaviors.
This fact and its possible explanation are both very similar to
those of section B. Celik et al. [33] reported similar findings
(i.e., the first few packets play a relatively more important
role in malware traffic detection).

Via the experiments presented in sections C and D, we
finally obtain the best values for the two parameters of
HAST-II for the ISCX2012 dataset, namely, the best packet
size (100) and the best packet number (6). The experimental
results obtained using those two parameters are shown in
Table 13. Compared with Table 8, Table 13 shows that the
accuracy and DR are approximately equal, while the FAR is
remarkably reduced. We conclude that HAST-II achieves a
comprehensively better performance than that of HAST-I on
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the ISCX2012 dataset, which indicates that spatial-temporal
features are more effective than single spatial features in
reducing the FAR on the ISCX2012 dataset.

TABLE 13. Best performance of HAST-II for ISCX2012.

E. VISUALIZATION OF SPATIAL-TEMPORAL
FEATURES USING T-SNE
The t-SNE algorithm [34] is used in this section to perform
dimensionality reduction and visualization analysis for the
spatial-temporal traffic features learned by the HAST-IDS.
The t-SNE algorithm is a nonlinear dimensionality reduction
algorithm. Compared to linear dimensionality reduction algo-
rithms such as principal component analysis (PCA), t-SNE
can obtain better low-dimensional results and better visual-
izations. According to the results discussed in sections B, C
and D, we apply the t-SNE algorithm to the high-dimensional
result vectors of the two best experiments, namely, the net-
work flow vectors learned by HAST-I for DARPA1998 and
by HAST-II for ISCX2012.

Specifically, the flow vectors learned by the CNN in
HAST-I or by the LSTM in HAST-II are saved before
application of the softmax classifier. The flow vector is
a five-dimensional vector. In each test dataset of the two
datasets, 500 samples are randomly selected from every class
of traffic. The total number of samples in the ISCX2012
dataset is 2,500; however, because there are only 207 total
test samples of U2R traffic, the total number of samples
from the DARPA1998 dataset is 2,207. The t-SNE source
code file we used was sourced from [35]. Because the flow
vectors are only five-dimensional, we do not use the PCA
preprocessing stage of that code file; instead, we directly
apply t-SNE to reduce the dimensionality. The visualization
results for the resulting low-dimensional vectors are shown
in Figures 5 and 6.

From Figure 5, for the DARPA1998 dataset, the cluster
effects for three classes of traffic, i.e., Normal, DoS, and
Probe, are very good. The experimental data also yield the
same result. The cluster effects for the R2L and U2R classes
of traffic are not as good as those of the other three classes.
Although a cluster effect exists, there are too many clus-
ters, and their distances from other clusters are too small to
clearly distinguish between clusters. The experimental data
also yield the same results. This outcome possibly occurs
because there are too few training samples of R2L and U2R
compared to those of the other three classes. The numbers
of training samples of the Normal, DoS, and Probe classes
are 849,991, 1,561,231 and 48,984, respectively, whereas the

FIGURE 5. Visualization result of flow vectors for DARPA1998.

FIGURE 6. Visualization result of flow vectors for ISCX2012.

R2L and U2R classes have only 6,494 and 229 training sam-
ples, respectively. The imbalance of training data [36] results
in the HAST-IDS being unable to learn sufficient representa-
tive features, which causes a poor detection performance for
these two classes. Figure 6 shows a good overall clustering
effect for the ISCX2012 dataset, although the discrimination
degrees of some classes, such as DDoS and Infiltrating, are
not very high. The reason is also most likely due to an imbal-
ance in the training samples. In general, the visualization
results of the two datasets using the t-SNE algorithm are
quite good, which directly demonstrates the capability of the
HAST-IDS to learn spatial-temporal features and indirectly
explains why the subsequent softmax classifiers achieve such
a high performance.

F. COMPARISON WITH OTHER PUBLISHED METHODS
Researchers have proposed many intrusion detection meth-
ods, most of which are based on manually designed traffic
features. In contrast, the method proposed in this paper learns
spatial-temporal traffic features directly from raw network
traffic data. We expect the automatically learned traffic fea-
tures be more accurate and more representative, thus, we
compare the experimental results of the HAST-IDS with
those of other published methods.

Table 14 shows the experimental results comparison for the
DARPA1998 dataset. The compared methods are all based on
KDD99, which is a dataset containing 41 manually designed
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TABLE 14. Comparison with other published methods for DARPA1998.

TABLE 15. Comparison with other published methods for ISCX2012 (%).

TABLE 16. Comparison of training time and testing time achieved using HAST-IDS with those of other published methods for DARPA1998.

features extracted from the DARPA1998 dataset. Accuracy
and EM, proposed in section A, are used as the evaluation
metrics. The EM metric comprehensively considers three
metrics, DR, FAR and test dataset size, and can better mea-
sure the system performance. For example, the DR of the
Probe class of the EID3 method is very high, but the FAR
is too high, while the FAR of the U2R class of the SVM
method is very low, but the DR is too low. The EM metric
can be used to comprehensively compare these methods more
fairly. Table 14 shows that the HAST-IDS does not always
perform best on every evaluation metric. For example, the
DR of the DoS class is lower than that of the EID3 method,
and the FAR of U2R is higher than that of MARK-ELM.
However, the HAST-IDS achieves the best EM result among
all listed methods. Even without considering the test dataset
size, the EMDF result of the HAST-IDS is still the best. Thus,
our method achieves the best comprehensive performance
among all methods. It learns more accurate features, and
better features effectively result in a reduced FAR, which is
consistent with the conclusion of [8].

Table 15 shows a comparison of the experimental results
for the ISCX2012 dataset. This dataset was published much
later than DARPA1998; thus, there are relatively fewer avail-
able corresponding experimental results. The methods listed
in Table 15 all use 16 manually designed traffic features.

Because most of these methods do not report the accuracy
and FAR for every traffic class, we cannot compare their EM
values. Based on the available experimental results for the
compared methods, the DR of normal traffic, DR of attack
traffic, accuracy and overall FAR are used as the evalua-
tion metrics. Table 15 shows that the HAST-IDS achieves
the best performances regarding the DR of normal traffic,
DR of attack traffic, and overall FAR, exceeding those of
the other state-of-the-art methods by 0.07%, 0.39% and
0.01%, respectively. The DR of attack traffic obtained by the
HAST-IDS is lower than that of the KMC+NBC method by
2.74% and ranks second among all five methods.

Regarding the training and testing times, the input data
for the HAST-IDS consists of raw network traffic; thus, the
training and testing times of our method include the time
required for feature extraction and feature selection. In con-
trast, the previously mentioned methods directly use man-
ually designed features and do not require time for feature
extraction and selection. Thus, it is not suitable to compare
their training and testing times directly. However, we do
list the training and testing times that exist in the litera-
ture for some methods. The experimental hardware we used
is listed in Section A. Table 16 shows the comparison of
the training and testing times for the DARPA1998 dataset.
The authors of the MHCVF and MLHC methods did not
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report the FAR for every traffic class, and the correspond-
ing EM values cannot be calculated; thus, they do not
appear in Table 14. Because the ISCX2012 dataset is rel-
atively very new and insufficient studies exist that reports
training and testing times, we cannot perform a compar-
ison study. Table 16 shows that the training and testing
times of the HAST-IDS for the entire DARPA1998 dataset
are 58 min (3,533 s) and 1.7 min (103 s), respectively.
The table also shows that although the HAST-IDS times
include feature extraction and selection, it still achieves
the lowest training and testing times, 46 min and 2.3 min,
respectively, compared to those of the previously men-
tioned state-of-the-art methods, which clearly shows the
high efficiency of our proposed method for intrusion
detection.

V. CONCLUSION AND FUTURE WORK
Because of the difficulty of hand-designing accurate traffic
features in the field of intrusion detection, we propose the
HAST-IDS, which uses deep neural networks that can auto-
matically learn hierarchical spatial-temporal features directly
from raw network traffic data. To the best of our knowledge,
this is the first time that a representation/feature-learning
method based on raw traffic data has been applied in the
field of intrusion detection. The method uses CNNs to learn
the spatial features of network packets and then uses an
LSTM to learn the temporal features amongmultiple network
packets. As a result, the proposed method obtains more accu-
rate spatial-temporal traffic features. The method does not
require any of the engineering techniques used in traditional
intrusion detection methods. The experimental results show
that the HAST-IDS effectively improves the accuracy and DR
compared to other publishedmethods. In addition, the FAR of
many current intrusion detection methods is generally high.
Eesa et al. [8] showed that the detection rate can be increased
while the FAR can be decreased by using a better traffic
feature set. Our experimental results show that the HAST-IDS
effectively reduces the FAR because it automatically learns
the spatial-temporal features, which improve the overall per-
formance of the IDS.

Two problems require further study in future work. The
first involves improving the detection performance on imbal-
anced datasets [36]. In the real world, the amount of malware
traffic is small compared to the amount of normal traffic, and
the proportions of different classes of malware traffic often
differ greatly. The t-SNE visualization results and experimen-
tal data both show that the performance of the HAST-IDS is
not good enough for the classes of traffic with fewer samples.
We will focus on that problem in future work. The second
problem involves combining traditional traffic features.Many
published research results show that in certain cases, some
manually designed traffic features can be very useful.
To further improve the system performance, the usefulness
of either an integration of those features into the HAST-IDS
framework or the use of an ensemble learning method is
worth exploring.

Combining the previous research results [13], [48], we
conclude that deep neural networks can automatically learn
features directly from raw network traffic data and achieve
good results in the field of intrusion detection or network
anomaly detection. The preliminary experimental results are
promising. Following up on this idea, we will continue to
research the application of deep neural networks in the IDS
field with the goal of further improving IDS performance.
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