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ABSTRACT As an emerging voice of the customer (VOC) containing feedback, such as opinions and
expectations about products, social media data have the potential use for product improvement and new
product development. However, most prior studies have focused on determining customer concerns, while
neglecting to incorporate them into a systematic approach to identify product opportunities. In response,
this paper suggests an approach to identify product opportunities from customer reviews in social media.
This approach employs topic modeling to identify the product topics discussed by customers from large-
scale review posts related to a given product. A keygraph is then constructed based on the co-occurrences
among the topics contained in each post. The chance discovery theory is then applied to generate new product
opportunities from the chance nodes obtained from the keygraph. Our approach contributes to the systematic
ideation process for product opportunity analysis based on large-scale and real-time VOC.

INDEX TERMS Chance discovery theory, product opportunity, social media mining, topic modeling, voice
of the customer.

I. INTRODUCTION
In the recent competitive business environment, various firms
have been attempting to continue improving their product
business to cope with rapidly changing market trends and
customer needs. In this regard, the ability to identify product
opportunities, which are defined as a chance to develop new
products or improve current products, is considered to be
most essential for the sustainable growth of product-based
firms [1]. To effectively identify such opportunities, in prod-
uct planning processes, the voice of the customer (VOC)
(which includes customer expectations and opinions about a
product) is generally considered the primary prerequisite [2].
Collection and in-depth analysis of the VOC of products can
help firms determine product development directions in a
more practical and reasonable way [3], thereby eventually
enabling firms to build a customer relationship that cannot
be easily copied by their competing firms.

In the literature, the VOC is defined as a statement of
customer needs and desires or an explanation of customer
preferences and aversions [4], [5]. VOCs are a useful material
that includes clear customer feedback. Therefore, involving

customers to product development processes is necessary
in the process of setting the direction of developing
new product concepts and improving the current prod-
ucts provided to customers [6]. In the customary approach,
the VOCs of the product under study are usually collected
through direct customer contact, including well-designed
customer interviews, online surveys or contextual inquiry [7].
Recently, such voices have been used to understand cus-
tomers’ needs and have been incorporated into user-centric
product/service development approaches combined with
techniques, including quality function deployment [8], [9],
conjoint analysis [10], morphology analysis [11], the
Kano model [12], [13], and Fuzzy analysis [14], [15].

Unfortunately, the majority of recent VOCs have tended to
be distributed online rather than delivered directly to prod-
uct firms, as information and communication technologies
advance and internet populations grow explosively. Massive
VOCs have recently been accumulated and shared through
various social media. Social media refers to computer-
mediated technologies that allow the creation and sharing of
user-generated content based on the concept of Web 2.0, such
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as social networking services, microblogging, photo sharing,
and instant messaging [16]. Social media has enabled an
individual to communicate with innumerable other people
about products and the firms that provide them [17]. There-
fore, the growth of social media during the last decade has
revolutionized theway that individuals and industries conduct
their business [18]. In addition, it was revealed that over
75% of all internet users use social media by joining SNSs,
reading and posting on blogs, or writing reviews on shopping
sites [16].

Regarding the applicability of social media data, in pre-
vious studies it was suggested that firms can benefit from
using both traditional marketing methods and big data con-
tained in social media [19] and the network properties of the
customers obtained from SNSs have an effect on customer
monetary value in the sale of digital products [20]. In fact,
many firms have attempted to utilize social media as a tool
to enhance the ability to listen and correspond to chang-
ing customer needs, with the aim of securing their business
performance and identifying business opportunities in the
market [21], [22]. For these reasons, various studies have
been carried out using social media data, including online
product reviews and microblogs. Also, methods have been
proposed for market structure analysis [23], significant topics
and their customer sentiment analysis [24]–[26], consumer
brand sentiments [27], product concept generation [28], prod-
uct recommendation [29], tourist flow analysis [30], individ-
ual activity pattern analysis [31] and integration of virtual
community members into new product development [32].

Despite the contributions made by the above-mentioned
studies, they have some limitations in terms of new product
opportunity analysis. First, most studies using social media
data have focused primarily on identifying the topics of a
given product and their current trends, such as sentiment and
opinion. As discussed previously, social media data include
a considerable amount of customer feedback and have the
potential for product development. However, surprisingly,
further approaches for product opportunity ideation were not
successfully addressed. In addition, some of the previous
studies center only on analyzing the primary product topics
or keywords, overlooking to identify groundbreaking product
opportunities. In particular, innovative and fresh ideas for new
product opportunities can be obtained from infrequent but rel-
atively significant events in the process and context in which
customers use a product [33]. Considering these limitations,
a systematic approach is required to identify potential product
chance topics containing customer feedback from massive
social media data and to generate and analyze practical prod-
uct opportunities based on the chance topics.

Therefore, an approach to identify product opportunities
through social media mining is proposed in this paper based
on topic modeling and chance discovery theory. Topic mod-
eling is a probabilistic generative model used to identify
latent topics on text-based documents [34], while chance
discovery is a network-based method used to discover infre-
quent but relatively significant events and situations, called

breaking points, from textual information [35]. By employing
these two analytical methods, this approach derives potential
product opportunities from the breaking topics underlying
online customer reviews of a specific product. Specifically,
topic modeling is used in a step that identifies what prod-
uct topics are concerned by massive customers and chance
discovery is used in a step that locates breaking topics and
ideates about product opportunities from the breaking topics
and their subnetwork. Therefore, this approach to product
opportunity identification using social media mining involves
the following steps: 1) gathering online customer reviews
related to a specific product, 2) extracting the product’s dis-
cussion topics from the online customer reviews by apply-
ing topic modeling, 3) constructing a keygraph based on
the co-occurrences between pairs of the discussion topics in
the online reviews, and 4) generating product opportunities
based on chance discovery analysis that uses breaking topics
and their neighboring topics in the keygraph. To illustrate
the operation of our product opportunity analysis approach,
we apply it to the online posts of the Samsung Galaxy Note 5.

The contribution of this study is two-fold. First, this
approach will contribute to the systematic identification of
new product opportunities from large-scale and real-time
customer feedback in social media while being a useful aid
for monitoring rapidly changing customer needs and relation-
ships among these needs. Second, this approach is a tool for
product opportunity ideation that will have a synergetic effect
when incorporated into the product planning process.

The organization of this study is as follows. We present the
theoretical background, followed by our proposed approach
and its application to identify product opportunities from
social media data. We then present conclusions and sugges-
tions for further research topics.

II. THEORETICAL BACKGROUND
Our approach for product opportunities is based on topic
modeling and the chance discovery theory; this section briefly
overviews this theoretical background.

A. TOPIC MODELING
A topic model is a statistical model used to identify the
latent topics that occur in a collection of text documents;
topic modeling is therefore often considered to be a text-
mining tool for the discovery of hidden semantic structures
in a text body [36]. Among various topic models, latent
Dirichlet allocation (LDA) is used in the present study, which
is a generative model that allows sets of observations to be
explained by unobserved groups [34]. LDA helps identify the
topical features of documents by postulating that documents
are described by a topic distribution and that each topic is
made up of a distribution of words.

LDA follows a generative process for a corpus D con-
sisting of K topics and M documents, each of length N
(Figure 1) [34]. α and β are Dirichlet priors on the per-
document topic
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FIGURE 1. Concept of LDA-based topic modeling, redrawn from [36].

X Choose θi ∼ Dir(α), where i ∈ {1, . . . ,M}
X Choose ϕk ∼ Dir(β), where k ∈ {1, . . . ,K }
X For each word position i, j, where j ∈ {1, . . . ,Ni}, and

i ∈ {1, . . . ,M}
· Choose a topic zij ∼ Multinomial(θi).
· Choose a word wij ∼ Multinomial(ϕzij ).

distribution and the per-topic word distribution, respectively,
θi is the distribution over topics for document i, ϕk is the
distribution over words for topic k, zij is the topic for the jth
word in document i, and wij is the specific word.

Due to the usability of LDA, it has been widely applied
in studies dealing with large-scale corpus. In prior studies
in which LDA was applied, a novel multi-corpus LDA tech-
nique was proposed to filter web spam [37], a hierarchical
Bayesian model was proposed to analyze the topical rela-
tionship between news and social media [38], an automated
method was proposed to compare the human and automated
coding of newspaper articles [39], a novel method was pro-
posed to recommend news articles that are appropriate to the
location by reflecting the geographical context of users [40],
and a satisfaction analysis method was proposed to iden-
tify key dimensions of customer service voiced by hotel
visitors [41].

In this study, LDA-based topic modeling is applied to the
online review data to identify product features currently being
discussed by product customers. These product features are
then used to generate product opportunities based on chance
discovery theory.

B. CHANCE DISCOVERY THEORY
Chance discovery theory, which was initially proposed by
Ohsawa [35], is a relatively new research field as an extension
of textual knowledge discovery. This theory is based on a
network-based analysis that discovers uncertain but relatively
significant events and situations, called chances or breaking
points in the theory, from text-based data; these breaking
events and situations can serve as a clue to generate new
ideas [33]. The advantage of chance discovery theory is its
ability to evaluate the importance of data from two perspec-
tives: term frequency and association links [42]. In analyzing
networks obtained from textual data, chance discovery theory
focuses on the nodes that are rare but correlated strongly
with other nodes [43]. Therefore, this theory can uncover

the unexamined but potentially significant situation behind
textual data.

An important output of chance discovery analysis is key-
graphs. A keygraph is a network visual that displays key con-
cepts and their relationships behind textual data, providing
analysts with a comprehensive understanding of knowledge
contained in all of the documents under study. As a variant
of network analysis, keygraphs extract essential events and
their causal structures in textual documents, thereby allowing
analysts to understand the meaningful sequence of a spe-
cific event by connecting events closely located to the event
(Figure 2). A keygraph is generated from a document that
contains sentences which in turn consist of words. The fol-
lowing two steps describes how keygraphs are constructed
from textual documents [44], [45].

FIGURE 2. Keygraph example.

1) CONSTRUCTING THE CLUSTERS COMPOSED OF HIGH
FREQUENCY ITEMS AND THEIR PAIRS
In the first step, high frequency items are extracted, i.e. terms
and words. Items in a document are sorted by frequency of
their occurrence. Those itemswith high occurrence frequency
are represented as black nodes in graphG. The item-pairs that
co-occur in the same sentences are then identified, and the
item-pairs are sorted by their occurrence frequency. These
item-pairs are represented as black solid lines in graph G,
thereby constructing clusters. To measure the extent to which
two high-frequency items, Ii and Ij, co-occur, the Jaccard
co-efficient can be used:

J
(
Ii, Ij

)
=
Freq(Ii ∩ Ij)
Freq(Ii ∪ Ij)

(1)

where Freq(Ii ∪ Ij) is the frequency of either item Ii or Ij
occurring in sentences, and Freq(Ii ∩ Ij) is the frequency of
the two items co-occurring in the same sentences.
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2) IDENTIFYING CHANCE ITEMS THAT STRONGLY
CO-OCCUR WITH CLUSTERS
In this second step, key items are extracted using the tightness
between item I and cluster C , and the tightness measure can
be defined as:

Key (I ) = 1−
∏
C⊂G

[1− J (I ,C)] (2)

where J (I ,C) is the Jaccard value between item I and cluster
C and thus it represents a co-occurrence extent between
item I and all words in cluster C .

This key value of an item in a set of documents is used
to identify chance items. The chance items with a high key
value are added as nodes in red only if they are not already
in the current graph G. The value of chance links between
pairs of each chance item and other existing high frequency
items is then computed using Eq. (1), thereby adding chance
links with a high value to graph G; these links are rep-
resented as dotted lines in red. Finally, the subgraphs that
are composed of a chance item and its adjacent nodes are
used to develop customer scenarios and ideate about their
consequential opportunities.

FIGURE 3. Overall procedure.

III. PROPOSED APPROACH
This section describes our approach for identifying prod-
uct opportunities based on social media mining (Figure 3).
This approach is composed of 1) collecting online cus-
tomer reviews of a product from social media, 2) extracting
product topics from the review data using topic modeling,
3) constructing a product topic-based keygraph and identify-
ing chance topics, and 4) generating potential product oppor-
tunities by analyzing scenarios based on the subnetworks
related to the chance topics. The following sections explain
the steps involved in this approach in detail.

A. COLLECTING AND STRUCTURING ONLINE CUSTOMER
REVIEWS OF A PRODUCT FROM SOCIAL MEDIA
The first step in our approach involves collecting online
customer reviews of a given product as the material for
analysis. In collecting such review data, analysts should
consider two factors: the type of product and the type of
online data. First, the products applicable to this approach
are the high-tech products that contain various functions,
components, and accessories. The majority of recent online
product reviews in social media are usually generated for
high-tech products because these products, which rapidly
evolve and have short lifecycles, can receive a variety of feed-
back related to their functions, components, and accessories;
as the number of product reviews that are used increases, our
textual analysis becomes more effective. Second, the social
media data applicable to this approach is the data gener-
ated by product customers. For example, news data may
not be suitable for our approach because most purveyors of
news value neutrality and objectivity, excluding subjective
opinions by product customers. Therefore, product customer-
generated social media data, such as blogs and online
community postings, are the appropriate material for our
approach.

Once the product for analysis and its data source are
selected, large-scale online customer reviews related to a
given product should be collected. To this end, various tech-
niques can be used for social media data collection, such
as web crawling and open application programming inter-
faces (APIs) provided by Twitter, Facebook or blog services.
Finally, the online customer reviews are stored in the form
of electronic files, such as text file and excel files, for our
computational analysis.

Keywords are then extracted from each online cus-
tomer review and the review is then structured as a
document-keyword vector. Generally, an online customer
review, as a document, has multiple sentences, which in
turn are composed of keywords, such as single words
and phrases. Such keywords can be extracted from doc-
uments using natural language processing (NLP) tools,
such as AlchemyAPI (http://www.alchemyapi.com/), Aylien
(http://aylien.com/text -api), and TextRazor (https://www.
textrazor.com/docs/rest). However, some keywords extracted
should be excluded from the keyword list, because they may
be irrelevant for textual analysis; pronouns (e.g. ‘you’, ‘he’,
‘this’, ‘that’), conjunctions (‘and’, ‘or’, ‘but’), articles (‘a’,
‘an’, ‘the’), emoticons (‘^^’, ‘:-)’, ‘:-D’), onomatopoeic
words (‘haha’, ‘blah’), and meaningless words (‘system’,
‘process’, ‘product’). By excluding such irrelevant keywords
from the keyword list, a set of valid keywords is finally
produced in this step. Then, each of the documents is rep-
resented as a document-keyword vector, or an array com-
posed of keywords and their occurrence frequency in the
document. All documents are transformed into document-
keyword vectors and a document-keyword matrix can finally
be prepared for the input for product topic extraction in the
next step.
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FIGURE 4. Topic extraction process.

B. EXTRACTING PRODUCT TOPICS FROM PRODUCT
REVIEW DATA
In this step, LDA-based topic modeling is employed to iden-
tify product topics that are being discussed by product cus-
tomers in social media (Figure 4). Our LDA-based topic
modeling requires two inputs: a document-keyword matrix
and the number of topics. The document-keyword matrix in
the previous step can be used as the input matrix for topic
modeling, while an appropriate number of topics should be
determined for topic modeling. Several techniques can be
used to select an appropriate number of topics, including the
elbowmethod, information criterionmethod, and information
theoretic method. Of these methods, the elbow method is
used in this study, in which an optimal number of topics is
determined by calculating the average cosine similarity value
between pairs of topic-word distribution vectors outputted by
topic modeling [46].

The application of topic modeling to the document-
keyword matrix produces two outputs: a topic-keyword dis-
tribution matrix and a document-topic distribution matrix.
Each row vector of the topic-keyword distribution matrix
shows how a topic is constructed by its main keywords and
their contribution probability. Therefore, the labeling process
of a topic can be conducted based on these keywords and
their probability of contribution to the topic; for example,
if a topic has main keywords, including ‘sound’, ‘sound
volume’, ‘headphone’, and ‘speaker’, this topic can be named
‘sound’ or ‘product sound.’ Topic labels in this study are
considered as product topics, because they are the subjects
currently discussed by customer review data in social media.
Each row vector of the document-topic distribution matrix
describes how a document is constructed by its topics and
their contribution probability. In particular, this document-
topic distribution matrix will be preprocessed and used as the
input for keygraph construction and chance item discovery in
the next step.

C. CONSTRUCTING PRODUCT-TOPIC BASED KEYGRAPHS
In this step, a keygraph is generated that visualizes an overall
landscape of the relationship among product topics and shows
the breaking points of the graph (Figure 5). As previously
mentioned, the keygraph generation process requires two
parameters for its inputs: the co-occurrence data of item-
pairs and the number of chance items. In this step, the co-
occurrence between pairs of product topics can be identified
by analyzing the document-topic distribution matrix pro-
duced in the previous step. Each row vector of the document-
topic distribution matrix shows the degree to which a doc-
ument belongs to all product topics in terms of probability.
To determine whether or not a document belongs to specific
topics, a threshold value α is used; if the probability of the
contribution of a product topic to its corresponding document
is larger than α, the product topic is considered to be con-
tained in the document. For example, if two product topics
both appear three times in the same documents, their co-
occurrence value is 3. Next, the number of chance items is
the number of breaking points that will be displayed in the
generated keygraph.

Different keygraphs can be outputted by different com-
binations of the threshold value and the number of chance
items. However, the objective of our keygraph application is
to trigger product opportunity ideation. It is therefore recom-
mended that various keygraphs are generated for a wide range
of product opportunities based on various combinations of
the threshold value and the number of chance items. Various
tools can be used to ensure the keygraph generation process
is efficient, such as Java-based API (http://keygraph.codep-
lex.com) and Polaris (http://www.chokkan.org/software/-
polaris).

A keygraph describes various major topics related to the
product under study and displays breaking topics that are
relatively infrequent but critically connected to the major top-
ics. Therefore, in the next step, a subnetwork is constructed
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FIGURE 5. Keygraph construction process.

FIGURE 6. Product opportunities generation process.

from a breaking product topic and its adjacent major topics
in a keygraph; the subnetwork can be used as a scenario that
describes a situation for product opportunities.

D. GENERATING PRODUCT OPPORTUNITIES
In this step, scenarios are constructed for product opportu-
nities based on opportunity graphs (Figure 6). An opportu-
nity graph is composed of one or more breaking product
topics and the neighboring major topics that are directly

connected or closely located to the breaking product topics.
In addition, an opportunity graph is used to describe the
improvement situations from a customer’s viewpoint; this
graph thus acts as a guide to identify the opportunities that
are being implicitly discussed by customers in large-scale
customer product reviews.

Each topic is related to various documents and each docu-
ment contains customer opinions of a given product. There-
fore, generating product opportunities is a process of idea
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FIGURE 7. The number of documents per month.

generation using customer opinions and relationships among
topics. However, if analysts only use opportunity graphs,
it is difficult to generate meaningful opportunities, and the
process results are influenced subjectively by the analysts.
Thus, various creativity tools or supporting tools could be
used to support the systematic process to generate chances.
For example, the Substitute, Combine, Adapt, Modify, Put
to another use, Eliminate, and Reverse (SCAMPER) [47]
tool helps analysts think dynamically to create various ideas
focusing on the seven features of specific products, ser-
vices, or items [48]. The five general attribute types of TRIZ
(Russian acronym of the theory of inventive problem solv-
ing), which are ‘change’, ‘increase’, ‘decrease’, ‘stabilize’,
and ‘measure’, have been widely used to search for inventive
problem solving [49]. These terms support the change of a
description to an attribute of the system or component part.

IV. EMPIRICAL STUDY: CASE STUDY OF THE GALAXY
NOTE 5
An illustrative example of the proposed approach using the
Galaxy Note 5 is presented in this study. The Galaxy Note 5 is
an android-based smartphone launched in the United States
on August 13, 2015 by SAMSUNG. Our approach involves
identifying product opportunities from various topics and the
relationships among the topics. This means that products
containing complex and various topics rather than simple
and few products are suitable for our research. The Galaxy
Note 5 is one of the most popular smartphones, and it is
possible to acquire a variety of feedback and topics from
customers because the smart device has various functions,
components, peripheral devices, and accessories. Therefore,
we believe that the Galaxy Note 5 is suitable for illustrating
the applicability of our approach.

A. SOCIAL MEDIA DATA COLLECTION
Among the various social media available for collecting
customer reviews, we used Reddit (https://www.reddit.com).
Reddit is a social news aggregation and discussion website
which has over 240 million unique users. The website is orga-
nized by areas of interest called ‘‘subreddits’’, and the number
of subreddits exceeds 800,000. Subreddits are composed of
not only comprehensive categories such as ‘News’, ‘Sci-
ence’, Food’, and ‘Art’, but also concrete categories which
are specific products, services or items; Galaxy note 5 is
among these concrete categories (https://www.reddit.com/r/-
galaxynote5). Therefore, we gathered the device reviews
from subreddit on Galaxy Note 5 up to early February 2016
(Figure 7). From the result, a total of 23,613 textual reviews
were collected, which included 2,255 posts and 21,358 com-
ments. Since the product was launched in August 2015,
a large amount of review data has been collected, the number
peaking in October 2015.

We then extracted keywords from the textual data using
the NLP tool, which is Alchemy API (http://www.alchemy-
api.com/). This tool is a commercial API that provides
various text analysis services such as keyword extrac-
tion, entity extraction, sentiment analysis, and language
detection. After the total number of 32,656 keywords
was extracted by Alchemy API, we removed the irrele-
vant words such as pronouns, conjunctions, articles, emoti-
cons, onomatopoeic words, and meaningless words. We
also excluded words that appeared only in one document
because the words do not affect the relationship among
other documents or topics. Finally, by identifying each
keyword individually, we selected 3,549 final keywords
and 11,124 textual review data that contained the final
keywords.
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FIGURE 8. Average cosine similarity per the number of topics.

B. EXTRACTING TOPICS AND CONSTRUCTING
KEYGRAPHS
Using the gathered reviews and keywords, we constructed a
document-keyword matrix with term frequency values; the
matrix was an input parameter for LDA. Asmentioned above,
LDA requires determining one extra parameter, or the number
of topics. In this study, we used the elbow method, which
is a method of interpretation and validation of consistency,
to determine the appropriate number of topics. The optimal
number of topics was determined by calculating the low-
est average cosine similarity value between pairs of topic-
word distribution vectors outputted by topic modeling. This
means that the distance of the topics is the farthest; in other
words, the topics are clearly separated from each other. The
result of calculating the topic similarities showed the low-
est similarity value of 0.0455 from 65 topics (Figure 8).
Therefore, we selected 65 topics as the optimal parameter,
and we extracted a topic-keyword distribution matrix and a
document-topic distribution matrix.

For effective topic analysis, we defined a name for each
topic. The naming process of a topic can be conducted based
on the topic-keyword distribution matrix. Because each row
vector of the matrix indicates how a topic is composed with
its main keywords and their contribution probability, it is
possible to name the topic using each vector. For exam-
ple, a topic with the main keywords of ‘fingerprint’, ‘finger
print’, ‘finger print scanner’, and ‘fingerprint sensor’ was
named ‘Fingerprint’, and a topic with the main keywords
of ‘charge’, ‘cable’, ‘charger’, and ‘fast charge’ was named
‘Charge cable’. In this way, we defined the names of all the
topics, 10 of which are shown in Table 1.

The document-topic distribution matrix shows how a doc-
ument is constructed by its topics and their contribution
probability, and the matrix used as the input for keygraph

construction and chance topic discovery. The matrix can
provide the co-occurrence between pairs of product topics
by each row vector of the matrix which shows the number
of relationships between a document and all product topics
in terms of probability. However, because the matrix is a
distribution matrix, a document has relationships with all of
the topics. Thus, we should delete the weak relationships by
using a threshold value α. To calculate the proper threshold
value, we applied a technique which determines a threshold
value based on network similarities calculations by a vec-
tor space model [50]. This technique is used to identify an
optimized cut-off value that determines potential connectivity
between any two nodes in a 1-mode network.Wemodified the
methodology for application to the 2-mode matrix (which is
the document-topic distribution matrix) by normalizing (min-
max normalization) each row vector. We then utilized the
modified method for calculating the proper threshold value.
We then determined the threshold α as 0.19; in other words,
topics with a probability of the contribution of the normalized
document-topic distribution matrix to its corresponding doc-
ument of less than 0.19 were excluded. The results of product
topics acceding to each document are listed in Table 2.

In this study, Polaris, which is a free keygraph genera-
tion tool, was used to construct keygraphs. By construct-
ing numerous keygraphs, we can effectively analyze prod-
uct opportunities from a variety of perspectives. A well-
organized keygraph helps analysts intuitively grasp potential
chances expressed as breaking points from a given product.
After undergoing several trial-and-error processes, we found
a keygraph that clearly describes the relationships among
product topics (Figure 9).

In Figure 9, high frequency topics were represented as
nodes on the graph, among which chance topics were
expressed in red. It can be seen that the graph was formed
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TABLE 1. Example of topics and their main keywords.

TABLE 2. Example of product topics for partial documents.

around a range of topics such as ‘UI’, ‘Peripheral’, ‘Bat-
tery’, ‘Stylus’, ‘Screen resolution’, and ‘Chat’, while other
isolated topics such as ‘Camera’, ‘Design’, ‘SIM’, and

‘Music App’ seem to have relatively independent relation-
ships, although they showed high frequencies. The total num-
ber of chance topics was 10, including ‘Internal storage’,
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FIGURE 9. Keygraph and opportunity graphs related to Galaxy Note 5.

‘SMS’, ‘E-mail’, ‘Screen-off memo’, ‘VR’, ‘Multi-tasking’,
‘SD card’, ‘Mobile communication’, ‘Widget’, and ‘Finger
print’. Unexpectedly, ‘Battery’ and ‘Charging’, which are
certainly interesting topics for smartphone customers, did not
appear as chances because it seems that customers’ interests
were overly related to the topics. The topics were inconsistent
with the chances defined as uncertain but relatively signif-
icant events and situations in the chance discovery theory.
In fact, the interesting topics were considered to be essential
problems rather than product opportunities.

The generated keygraph is a visual used to summarize
all the reviews of Galaxy Note 5; it thus allows experts to
efficiently analyze the massive number of customer reviews
that cannot be treated by human experts alone. Therefore,
experts can generate scenarios that are likely to be product
opportunities by synthetically considering the chance topics
and their neighboring major topics.

C. GENERATING PRODUCT OPPORTUNITIES
In this step, scenarios are generated for opportunities of
Galaxy Note 5 based on opportunity graphs. Opportunity
graphs, which are composed of one or more breaking topics
and their neighboring major topics, were found in a keygraph.
In the generated keygraph (Figure 9), only four opportunity
graphs were shown, although other areas will exist depending
on the perspective being analyzed. The opportunity graph
A was composed of two chance topics (‘Screen-off memo’,
‘E-mail’) and their two neighbor topics (‘Device connec-
tion’, ‘Chat’), the opportunity graph B was composed of
two breaking topics (‘Widget’, ‘Fingerprint’) and their three
related topics (‘Icon &wallpaper’, ‘Physical buttons’, ‘Mate-
rial’), the opportunity graph C was composed of a chance

topic ‘SD card’ and its neighbor topics (‘Case’, ‘Peripheral’,
‘Battery’, ‘Battery life’, ‘Battery drain’), and the opportunity
graph D was composed of a chance topic (‘Mobile communi-
cation’) and its neighbor topics (‘Wifi’, ‘Network dropped’).
The opportunity graphs account for the improvements from
a customer’s viewpoint, so the graphs serve as a support tool
for generating scenarios for opportunities of Galaxy Note 5.

The scenario generating process is an idea development
process using Galaxy Note 5 reviews. To create meaningful
opportunities, we can use a variety of creativity tools that are
supported for eliciting various opportunities. Among them,
we use SCAMPER, which consists of seven methods: Sub-
stitute, Combine, Adapt, Modify, Put to another use, Elim-
inate, and Reverse. This tool is well known as an excellent
method for creating novel ideas by assembling existing prod-
ucts or services; it will thus serve as a guideline for analysts
to generate product opportunities in this study.

By generalizing possible opportunities from the scenarios,
we could acquire new Galaxy Note 5 opportunities (Table 3).
From opportunity graph A and the mnemonic terms ‘‘adapt’’
and ‘‘put to other use’’, we ideated a scenario of ‘‘at the
meeting, person, who wrote something through the screen-
off memo, wants to email the contents’’. As an opportunity
for the scenario, ‘‘automatic email service’’ can be provided
and adapted handwriting or pattern recognition can be drawn.
If a message is written through the screen off memo, the e-
mail is written and a pattern such as a circle is drawn, we
could then send an email to the address. This opportunity
will be a chance for not only smartphone users but also
tablet users. With the opportunity graph B and mnemonic
terms ‘‘combine’’ and ‘‘substitute’’, we composed the sce-
nario ‘‘users who use smartphones want to protect their pho-
tos or diaries from others. They will be glad if they can lock
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TABLE 3. Selected scenarios and opportunities of Galaxy Note 5.

only the specific apps they want’’. To solve this, we were
able to generate an ‘‘application or widget security service’’
that can combine fingerprint recognition or password. Actu-
ally, an app is available that can lock up the specific appli-
cation, although a fee is involved. Furthermore, although
SAMSUNG already has a secure platform, Knox, it may be
difficult for non-experts. Non-experts simply want to protect
their personal data or application easily. By using the opportu-
nity graph C andmnemonic terms ‘‘combine’’ and ‘‘modify’’,
we could constructed a scenario of ‘‘people who like to
take pictures with their smartphones have often experienced
their devices storage is full. They want to get more storage
without deleting anything’’. As a result, ‘‘a storage expansion
case’’ can be suggested to deliver more storage for the smart-
phone. Because Galaxy Note 5 does not have SD card slots,
customers cannot expand the storage of their smartphone.
SAMSUNGpreviously developed a wireless charging battery
pack to address the battery problem; however, they neglected
the storage issue. For opportunity graph D and mnemonic
terms ‘‘combine’’ and ‘‘eliminate’’, we proposed a scenario
of ‘‘people often experience technical problems related net-
work connection. For example, their smartphones are not con-
nected to the mobile network. They do a factory reset but the
same problem still exist’’. For this scenario, ‘‘a systematically
organized solution or guideline’’ can be suggested to solve the
difficult problems faced by customers. While Network drop,
Disconnects from mobile network, or Hand-over problems
are very difficult to solve by customers only, the problems

are more frequent than we expect. These problems could be
related to the reliability of the product, and may be caused by
various factors such as firmware, network component prob-
lems, network quality, conflict with third party application
programs, and hardware problems. However, no systematic
solution is available for these problems, which means cus-
tomers suffer from the inconvenience of losing the data of
their smartphone through the factory reset. Therefore, provid-
ing guidance to address these issues would increase customer
satisfaction with Galaxy Note 5.

V. DISCUSSION AND CONCLUSIONS
VOCs are known to be an excellent material for the process
of product development. Recently, as customer voices have
accumulated and been shared through various social media,
many firms have attempted to utilize social media as a tool
to improve their competitiveness. To this end, various social
media data analyses have been conducted. However, these
studies mostly centered on identifying current product trends
and their relevant sentiment or opinion. In addition, while
they focused only on the customers’ main interests, they
did not lead to exploring potential product opportunities.
Therefore, an approach was proposed in this paper to iden-
tify the opportunities of a specific product through social
media mining by combining topic modeling and chance
discovery theory. In the steps of this approach, we used
topic modeling to find what product topics customers are
interested in and chance discovery theory to create new
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product opportunities that may exist around breaking product
topics.

To generate opportunities of a specific product, we col-
lected large-scale online customer reviews of the product.
As internet users communicate increasingly through social
media, various customer opinions on a wide variety of prod-
ucts have accumulated on social media in real time. This
means that if product-based companies can extract customer
feedback on a specific product on social media, they will
be instrumental in developing product opportunities; web
crawling and open APIs allow analysts to collect data from
social media, and NLP helps to extract keywords from the
textual gathered data. Next, we attempted to generate product
opportunities based on the topics in which customers were
interested, by using LDA-based topic modeling. Examining
all of the collected data through manual work would not
be realistic. Thus, in this study, LDA was used, as it is an
outstanding topic model used to identify latent topics on
textual data. We found the appropriate number of topics and
named each topic based on the topics’ recognized charac-
teristics. The outputs of LDA were used as input for the
chance discovery. To support the scenario ideation process
for product opportunities, the chance discovery theory was
used. Through this theory, we could find chance topics, which
were relatively rare but significant, from large-scale review
data. Frequently mentioned topics are important, but might
not be opportunities, and important but rare topics can be
a clue to generate product opportunities. To identify such
topics, called breaking topics, we constructed keygraphs that
visualize the overall relationships among the topics. Using
chance topics and their connected major topics, called an
opportunity graph here, we can generate scenarios for the
product opportunities; however, the results are over affected
by the qualitative analysis of the experts. Therefore, we utilize
various creativity tools that support the systematic process to
generate meaningful chances.

Our approach can contribute to the systematic analysis of
product opportunities from large-scale and real-time textual
data from social media. To generate product opportunities,
they should be analyzed from a variety of perspectives, con-
sidering the various parts of the product. In the process,
product developers require a great deal of time and many
resources. This study can thus become an expert support
tool to generate practical product opportunities by reduc-
ing the burden on the time-consuming tasks that product
developers may go through. Furthermore, as product cycles
shorten and the rate of customer feedback increases, product-
based companies must cope with rapidly changing market
trends and customer requirements for developing sustainable
improvement of their product business. Because most of the
processes in this study were systemized, customer feedback
can be accommodated in a short period of time and in real
time. This means that the method of this paper can be used
to monitor changes in customer interests and relationships
among them. Finally, if a company integrates its own product
R&D system and analyzes not only social media data, but

also information of high-quality customers who interact with
the company itself, they can derive results that will be more
synergistic.

Despite the contributions of this study, several areas need
further research. First, the process of generating scenarios
based on the opportunity graph depends on subjective inter-
vention by experts. To minimize this subjective dependency,
we attempt to use a guideline based on SCAMPER which
is an effective tool to support creative activities. In a future
topic, more detailed and effective product opportunities will
be generatedwith reduced subjectivity, if we additionally ana-
lyze semantic structures of documents belonging to a topic
such as subject-action-object (SAO) structures, which are
useful for semantic analysis from textual data [51]. Second,
the approach is suitable for products with various functions.
Products with few functions could have few customer topics,
which is not appropriate for applying the process of this
study. Therefore, in a further study, more advanced topic
modeling or algorithms capable of extracting detailed topics
for the products with a small number of functions should
be applied. Third, although this study focused on deriving
product opportunities from customer reviews, future research
will need to consider a way to filter out particularly novel
opportunities by scoring the competitiveness or likelihood
of the chances. Fourth, this study generates product chances
with a creativity method that identifies meaningful combi-
nations and their product scenario from opportunity graphs.
In some sense, identification of chance combinations from
the opportunity graphs can be related existed research such as
recommendation methods and link prediction analysis from
a network. Therefore, an interesting and necessary research
topic in the future will be to analyze and compare the results
by various methods. Finally, only Reddit was used in this
study to collect the review data of a specific product. If we
can extract product review data from other renowned social
media such as Twitter and Facebook, of which there are many
internet users, we will be able to devise a wider range of more
meaningful product opportunities.
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