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ABSTRACT Considering the reliability of the cloud computing system, this paper aims to predict the
security state with multiple large-scale attributes in cloud computing system. A double-layer method for
predicting the security state of cloud computing system based on the belief rule-base model is proposed,
where the evidential reasoning (ER) algorithm is employed to fuse the multiple system indicators of actual
cloud system and make a reasonable assessment to describe the cloud security state. This method can utilize
quantitative and qualitative information simultaneously. By using the ER algorithm to integrate multiple
indicators whose attributes contain much uncertain information, the security state of the cloud computing
system can be predicted accurately. Moreover, due to the initial parameters of the proposed models are
given by experts that might cause imprecise results, the constraint CMA-ES algorithm is employed as the
optimization tool to obtain the optimal parameters. A practical study about the cloud security-state prediction
is verified to indicate the potential applications about the proposed prediction model in a cloud computing
platform.

INDEX TERMS Belief rule base (BRB), cloud computing, multi-attributes integration, security-state
prediction.

I. INTRODUCTION
Cloud computing as the interact-based network, provides
a convenient service for users to access their resources.
The cloud platform has huge capability in computing and
management. It can distribute computing resources in real
time to satisfy the user’s various requirements. The wide
applications of cloud computing have been recognized by
the IT industry, and become a new generation of Internet
services.

Currently, the surveys posted by the Cloud Security
Alliance (CSA) and Institute of Electrical and Electronics
Engineers (IEEE) indicate that most internet organization and
company are eager to use cloud computing technology for
producing. However, the attention of the security of cloud

environment is much higher than the actual scale expansion
of cloud system. Cloud computing can be regarded as a
complex system, while its complex structures and compo-
nents aggravate the impact of the reliability and security
risk of the cloud system. It is not only faced with the
security problems of hardware and software in traditional
information system, but encountered other kinds of service
quality problems, such as response quality and performance
quality [1]. Therefore, the cloud security state is the signif-
icant security information to ensure system reliability [2],
where it can fully reflect the security state of the cloud
environment. It is important for providers to establish
the completed active security monitoring system [3], [4],
such as SLA-based monitoring services [5] and QoS-based
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virtualized services [6]. However, these approaches only
make sense when the threat have already happened, which
cannot prevent the attack in advance. The prediction tech-
nology could make an early awareness of the security state.
More importantly, it provides a theoretical basis for decision
makers to take measures for avoiding losses.

To construct the prediction model of cloud security state,
two methods can be consisted: the statistical model-based
method and the data-driven method. The statistical model-
based method is to determine the parameters and states
that can reflect the behavior of a system according to the
mathematical models. The early prediction techniques most
employed by using kinds of filters and statistical models, such
as Kalman filter [7], particle filter [8], KPI approach [9] and
PLS approach [10]. These methods can be used to predict
and analyze according to the system characteristics and noise.
However, for a complex cloud computing system, a rea-
sonable mathematical model is usually difficult to obtain.
Thus, it is hard to achieve a reasonable and accurate result
for cloud security state. The data-driven method has been
widely employed recently, and there are three type models
including qualitative knowledge-based model, quantitative
information-based model and semi-quantitative information-
based model. The qualitative knowledge-based model gen-
erally uses expert experience and subjective description for
prediction, such as expert system [11], [12] and Petri net-
based model [13]. These methods use the known qualitative
knowledge for prediction. But considering the cloud comput-
ing systems which contain much uncertainty information are
too complex, it is difficult to construct an accurate predic-
tion model with single qualitative knowledge. Nevertheless,
large amounts of the indicators might increase the computa-
tional complexity that affects the efficiency of the calculation.
Relatively, the quantitative information-based models are
widely applied, such as artificial neural network model
(ANN) [14], grey theory-based model [15] and support-
vector-machines-based model (SVM) [16]. When the pre-
diction model is established, the parameters of the model
are trained according to the quantitative data of the system.
However, since the limitation of prior expert’s experience and
training samples, the quantitative information methods cal-
culated with small-scale samples usually obtain inaccuracy
prediction results. The semi-quantitative information model
could employ both qualitative and quantitative knowledge for
training, such as hidden Markov model (HMM) [17], [18],
dynamic Bayesian networks (DBN) [19] and Fuzzy Neu-
ral Network [20]. These methods can set initial parameters
through expert’s experience, and then the observation data is
used to optimize the initial parameters. It can obtain better
prediction results with small-scale samples.

As mentioned above, it can be concluded that the predic-
tion model based on semi-quantitative information has the
advantages in predicting the cloud security state. However,
the existing methods also have some shortcomings, which
have limitations in dealing with uncertain information [21].
For example, hidden Markov model and Bayesian network

model can deal with probabilistic uncertain information, but
cannot settle fuzzy uncertain information. The fuzzy neural
network model can solve the fuzzy uncertain information,
but it cannot solve the probabilistic uncertainty information.
The cloud environment is too complex to settle the uncer-
tainty which have both probabilistic and fuzzy information.
The probabilistic uncertainty information is generally due to
the lack of a complete causality description of the system,
whereas the fuzzy uncertain information is often due to the
lack of the law of excluded middle description [22]. Thus,
it is necessary to establish a prediction model that can both
deal with the probabilistic and fuzzy information, which is
more suitable for the practical situation in cloud computing
environment.

In this paper, a new belief rule base (BRB) model with
large-scale observable data is proposed to predict the cloud
computing security state. The BRB model was presented by
Yang et al. [23] in 2006. This model improved the traditional
‘‘IF-THEN’’ rule based on expert system, and then introduced
the description of belief degree for the result, where the
ER algorithm is employed for fusing the belief rules [24].
Zhou et al. [25] proposed a BRB prediction model in 2010
and applied it in the fault diagnosis technology. BRB predic-
tion model can fully make use of the semi-quantitative infor-
mation, and also can address the uncertainty information,
such as probabilistic and fuzzy [26]. By defining of the belief
degree, the actual situation of the system can be described
more comprehensively and accurately. Compared with the
traditional Bayesian probability, it can be seen as a more
generalized probability, which means that it can describe a
more special situation that the Bayesian probability theory
cannot describe. Using BRB model can describe the security
state of cloud system more objectively, and then obtain more
accurate prediction results.

Furthermore, because of the subjectivity of experts’ knowl-
edge, the values of the initial parameters are not accurate,
which may cause imprecise prediction results. To obtain
more accurate predicting results, an optimization algorithm
is used to train the proposed BRB model. This paper cites the
CMA-ES algorithm for training the initial parameters [27],
where leaky bucket mechanism is introduced to process the
constraint conditions. Therefore, the prediction results of
cloud security states can be obtained precisely.

The organization of this paper is shown as below.
In section II, the problem about cloud security state is formu-
lated. In section III, the inference of BRB prediction model
and the parameter training using CMA-ES algorithm are
introduced. In section IV, a practical case study for a real
cloud computing platform is proposed and the simulation
results are analyzed. Finally, the conclusion is concluded in
section V.

II. PROBLEM FORMULATION
In this section, the assessment framework for describing the
security state of system is constructed, and the BRB predic-
tion model is established.
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FIGURE 1. The formulation of BRB based cloud security-state prediction model.

A. THE ESTABLISHMENT OF THE ASSESSMENT
INDICATORS FOR CLOUD COMPUTING SYSTEM
Before predicting of the security state of cloud computing
system, it is necessary to make a comprehensive assess-
ment based on the current indicators. According to the sys-
tem characteristic of cloud computing, a multi-level indica-
tors structure for the assessment of cloud computing secu-
rity system is established with the security threat of actual
system [28].

It is assumed that Y is the set of the whole indicators
for reflecting the actual cloud system, which is defined as
Y = [y1(t), . . . , yP(t)]T . In the practical system, accord-
ing to the physical characteristic of system, the assessment
framework is divided into three levels, including hardware
security, software security and service security. When taking
the significance of the whole related characteristic, the set of
y as the screened characteristic selected from the set of Y ,
denoted as y =

[
y1(t), . . . , yL(t)

]T
. L denotes the reordered

number of the rescreened indicators, and notes that L ≤ P.
y (t) means the monitoring data at the time instant t . The
remained indicators are not taken into account considering
for reducing the effort scale of the proposed model.

From the above definition, the selected indicators consist
of three features in accordance with experience. In the level of
the hardware security, the scalability of cloud system means
that the load capacity to guarantee the normal operation of
the system. The fault tolerant rate of cloud platform means
the unstable probability that the system will reduce some

factor or the normal operation of the system. These indicators
are generally hard to be observed by the monitor accurately
and the real value to be obtained needs experience as an
assist. In the level of the software security, the indicators of
controllability of access terminal and invulnerability of cloud
operating system can be classified as qualitative knowledge,
which means that it cannot be observed by the observation
and obtained real data. Service security is one of the important
indicators that assess customer satisfaction in cloud com-
puting system, and its assessment is also needs the experts’
experience. The change of its index acts a decisive role in
assessing the cloud security state of the system. Evidential
Reasoning (ER) algorithm can well dealing with the attribute
that contains qualitative and quantitative knowledge. Consid-
ering this advantage, the ER algorithm is used to integrate the
multiple indicators, and then the overall and accurate security
state of system can be obtained. This proposed assessment
framework can be analyzed from many aspects of system
security, and it can be organized in Fig.1.

From the above description, it can be intuitively con-
cluded that the system structure is too complex with large
security indicators compared to other information systems.
These indicators are both contained the quantitative data and
qualitative knowledge, and also their information is full of
many uncertainties. Thus, the Evidential Reasoning (ER)
algorithm is employed to fuse the indicators of the system
so that it can make a comprehensive assessment of cloud
security state. The ER algorithm is a multi-criteria decision
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FIGURE 2. The process of the ER-BRB model.

analysis method (MCDA) based on reliability decision and
D-S theory [29]. It can deal with conflicting evidence indica-
tors very well, and has an advantage to address different types
of information in the complex cloud computing system.

After all the screened indicators are integrated, the output
assessment value is obtained, of which the range is 0 to 1. The
physical definition of the data can be summarized as follows:

a. The assessment value of the cloud security state is
quantized in the real number interval of [0, 1].

b. The higher of the assessment value is, the more security
threats received on cloud platform.

c. When the security state exceeds the threshold range, the
appropriate solutions is needed to make sure that the cloud
system continually works properly.

When the assessment of the security state is completed
using ER algorithm, next section is to construct the BRB
prediction model. In the actual cloud computing system,
the operation in the normal practice is rarely encountered the
attack about security threats because of the complete security
policy in every node and transmission mechanism. However,
the vulnerability of cloud system is objective existing in engi-
neering practice. In order to grab it and then establish a simu-
lation environment to test the attack, it inevitably causesmuch
difficulty and cost. Therefore, it is necessary to crawl the
observation data with security indicators and then establishes
a reasonable predicting model. Considering the testing data
of cloud computing system is complex, it is hard to obtain
the precise data in advance for training the prediction model.
However, some knowledge of the indicators can be obtained
directly by the monitor, as well as some other knowledge
which act as qualitative forms or partial historical information
may be given by expert experience. This knowledge indicated
above can bewell expressed in belief rules and then employed
them to construct BRB prediction model to predict the
behaviors [30].

The detail formulation of the two parts of ER-BRB
based security-state prediction model is shown in Fig. 2,
where the cloud states based on the security events can be
predicted.

B. THE ESTABLISHMENT OF BRB PREDICTION MODEL
FOR CLOUD SECURITY STATE
It is assumed that x (t) is the assessed whole cloud security
state at time instant t and exists x (t) = E (y (t)), where
function E (•) is a ER integration function. And then, the for-
mulation at time instant t to t + 1 based on BRB prediction
model is described as follow [23]:

Rk : If x (t) is Sk ,

Then x(t + 1) is
{(
S1, β1,k

)
, . . . ,

(
SN , βN ,k

)
,
(
S, βS,k

)}
With rule weight θk and attribute weights δ = 1 (1)

where, Rk is the kth rule of the BRB prediction model.
Sk represents the set of consequents, and the referential
points consist of Excellent (E), Good (G), Medium (M) and
Bad (B), and exists Sk ∈ S(S = {G, M, D, VD}). βi,k
(N = 1, . . . , i, j,N ; k = 1, . . . ,L) represents the belief
degree of ith result for Si in kth rule, N denotes the total
number of the belief rule. βS,k is the remaining belief degree
whichmeans the unassigned to any consequent due to the lack
of prior knowledge. This parameter reflects the completeness
description of the BRB prediction model. θk can be defined as
the weight of the kth rule, and δ can be defined as the weight
located in the antecedent attribute, and their initial values are
assumed that δ = 1.

III. INFERENCE OF BRB PREDICTION MODEL AND
TRAINING USING CMA-ES ALGORITHM
In this section, the inference of the introduced BRB predic-
tion model and ER algorithm is proposed. Due to the initial
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FIGURE 3. The process of CMA-ES optimization algorithm.

parameters in the process of training are given by the experts’
experience that inevitably occurs to be inaccurate, The
CMA-ES algorithm is employed to be optimized and the
precise trained parameters are obtained.

A. INFERENCE FOR INTEGRATING MULTIPLE ATTRIBUTES
USING ER ALGORITHM
To obtain the overall security state with multiple attributes
in cloud computing platform, ER algorithm is introduced to

integrate the security factors of system, and then obtain the
assessment security state result x (t). ER algorithm has an
excellent performance in integrating different kinds of infor-
mation, such as qualitative knowledge and quantitative data.
It can deal with various types of features with uncertainties,
and these features in the cloud computing environment have
different types of information needed to be integrated that just
the advantage of ER algorithm. The integrating process of ER
can be introduced below:
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FIGURE 4. The formulation of BRB based cloud security-state prediction model.

Firstly, the output belief degrees are transformed into the
basic probability masses by

mj,k = ωkβj,k (2)

mS,k = 1− ωk
N∑
j=1

βj,k (3)

m̄S,k = 1− ωk (4)

m̃S,k = ωk

1−
N∑
j=1

βj,k

 (5)

where mj,k denotes the basic probability install for the jth
consequent Sj. mS,k represents the basic probability install
for the collection S = {S1, . . . , SN } and it also represents
the basic probability install which is not distributed to any
consequents Sj. wk denotes activation weight in the kth rule.
Note thatmS,k = m̄S,k+m̃S,k . m̄S,k is caused by the activation
weight of the kth rule and if the kth rule is important totally,
ωk = 1 and m̄S,k = 0. m̃S,k is produced by the incomplete-
ness of the estimated output of the kth rule. If the kth rule is
complete, 1−

∑N
j=1 βj,k = 0 and m̃S,k = 0.

Secondly, the L rules are integrated and the belief degrees
of the consequents Sj (j = 1, . . . ,N ) are obtained. mj,I (k) is
used to represent the basic probability install of the conse-
quent after the first k rules are integrated by the Dempster rule
and mS,I (k) = 1−

∑N
j=1 mj,I (k). Note also that mj,I (k) = mj,1

and mS,I (1) = mS,1. The first k rules are integrated by the
following formulates:

mj,I (k+1) = KI (k+1)
[
mj,I (k)mj,k+1 + mj,I (k)mS,k+1

+mS,I (k)mj,k+1
]

(6)

mS,I (k) = m̄S,I (k) + m̃S,I (k) (7)

m̃S,I (k+1) = KI (k+1)
[
m̃S,I (k)m̃S,k+1 + m̃S,I (k)m̄S,k+1

+ m̄S,I (k)m̃S,k+1
]

(8)

m̄S,I (k+1) = KI (k+1)
[
m̄S,I (k)m̄S,k+1

]
(9)

KI (k+1) =

1− N∑
j=1

N∑
t=1
t 6=j

mj,I (k)mt,k+1


−1

,

k = 1, . . . ,L − 1 (10)

β̂j =
mj,I (L)

1− m̄S,I (L)
, j = 1, . . . ,N (11)

β̂S =
m̃S,I (L)

1− m̄S,I (L)
(12)

where β̂j is the belief degree in the jth consequent of Sj and
β̂S represents the remaining degree which is not distributed
any consequents.

The output belief degree can also be calculated by the ana-
lytic form of ER algorithm which can be shown as follows:

βi =

µ[
L∏
k=1

(wkβi,k+1−wk
N∑
j=1
βj,k )−

L∏
k=1

(1−wk
N∑
j=1
βj,k )]

1− µ[
L∏
k=1

(1− wk )]

(13)

µ = [
N∑
n=1

L∏
k=1

(wkβn,k + 1− wk
N∑
j=1

βj,k )

− (N − 1)
L∏
k=1

(1− wk
N∑
j=1

βj,k )]−1 (14)

where βi is a belief degree in the ith consequent of Si. N is the
amount of the consequent in a belief rule. Note also that0 ≤

βi ≤ 1 and
N∑
i=1
βi = 1.

11912 VOLUME 6, 2018



H. Wei et al.: New BRB Model for Cloud Security-State Prediction

FIGURE 5. Observation data during 100 days.

Assume that there are L basic indicators, and note that
{r1, r2, · · · ri, · · · , rL}, and {w1,w2, · · · ,wi, · · · ,wL} is the
weights of the basic indicators, exists 0 ≤ wi ≤ 1.
There are M assessment grades Si (i = 1, · · · ,M), and
then the overall assessment result is represented as
(S1 : β1, S2 : β2, . . . , SM : βM ) by the analytic ER algo-
rithm [31]. x (t) is obtained by

x (t) =
M∑
i=1

(U (Si)× βi) (15)

where U (Si) is the evaluated degrade of Si.

B. INFERENCE OF THE BRB PREDICTION MODEL
When the input attributes are available, its matching degree
of the nth attribute in the kth rule is obtained by

αnk =


An(j+1) − x∗n
An(j+1) − Anj

k = j if Anj ≤ x∗n ≤ An(j+1)

x∗n − Anj
An(j+1) − Anj

k = j+ 1

0 k = 1, 2, . . . |xn|, k 6= j, j+ 1

(16)

where x∗n can be regarded as the input of the nth attribute and
|xn| is the amount of the belief rules containing nth attribute.
Anj and An(j+1) are two reference values in the jth and j+ 1th
rule including the nth attribute. Note that, αnk is the matching
degree for the nth attribute located in the kth rule. The total
matching degree of the input data for the kth rule αk can be

calculated as follow

δn =
δn

max
n=1,...,Tk

{δn}
, 0 ≤ δn ≤ 1 (17)

αk =

Tk∏
n=1

(αnk )
δ̄n (18)

where Tk is the amount of attribute in kth rule. δn denotes the
weight of nth attribute and δn is its relative weight that repre-
sents the relative significance comparing with other attributes
in the kth rule. Note that 0 ≤ αk ≤ 1.

When the input attributes are available, the belief rules are
activated and their activation weights are calculated by

wk =
θkαk∑L
l=1 θlαl

, k = 1, . . . ,L (19)

where θk and wk denote the relative weight and activation
weight in kth rule, respectively. L is defined as the amount
of the rule in BRB model. There are 0 ≤ wk ≤ 1 and
L∑
k=1

wk = 1. If the kth rule is fully activated, note that wk = 1,

otherwise, wk ≤ 1.
After certain rules have been activated, their output can

be integrated by the (13) and (14). The utility of the tth
consequent is assumed to s(St ) and the excepted utility of
BRB model is calculated by

s(x∗) =
N∑
t=1

s(St )βt (20)
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TABLE 1. The screened security events of cloud computing platform.

where s(x∗) is the final output of BRB. x∗ denotes the input
of BRB.

C. OPTIMIZATION FOR THE SECURITY-STATE
PREDICTION MODEL
For this predictive model, its initial parameters are given by
experts. Because of the boundedness of the expert knowl-
edge, the initial parameters may not appropriate the engi-
neering practice. Therefore, an optimization model is needed
for improving the precision about BRB prediction model.
In this paper, the covariance matrix adaption evolution strat-
egy (CMA-ES) is introduced in this paper [32]. Especially,
the leak bucket mechanism is introduced to update the oper-
ators in population. Due to the inaccurate input parameters,
parts of the operators are not satisfied with the constraints.
It may impact the efficiency of the optimization. By itera-
tively calculating the excess value between the equality con-
straints till it equals to 0, the modified operators are obtained.
The process of the CMA-ES optimization algorithm the can
be introduced in Fig. 3.

There are three parameters are needed to be optimized in
BRB model, including rule weights, attribute weights and
belief degrees, which can be shown as follows:

a. The belief rule weights denote the relative significance
of each rule and it should meet the following constraint:

0 ≤ θk ≤ 1, k = 1, 2, . . .L (21)

b. The constraint of attribute weights. An attribute weight
is normalized and its value must between the interval from
zero and one.

0 ≤ δn ≤ 1, n = 1, . . . ,Tk (22)

c. The constraint of belief degrees. A belief degree in the
rule is normalized and should between the interval from zero

and one, i.e.

0 ≤ βi,k ≤ 1, k = 1, 2, . . .L (23)

d. The belief degrees denote the possibility of consequents
of the kth rule. If the kth belief rule is completely processed,
the sum of belief degrees is equal to one; otherwise, it should
less than one, i.e.

N∑
i=1

βi,k ≤ 1, k = 1, 2, . . . ,L (24)

The output of BRB prediction model can be expressed as

outputestimated =
N∑
n=1

s(Si)βi (25)

where βi represents a belief degree of ith consequent and s(Si)
is the utility of the ith consequent of Si.
The objective function is employed to train the parameters

in BRB to decrease the value range of error between the
assessed output and real output. Themean square error (MSE)
between the estimated and real one is used to reflect the
accuracy of the BRB model and it is calculated by

MSE(θk , βi,k , δn) =
1
T

T∑
i=1

(outputestimated − outputactual)
2

(26)

where outputactual is the actual output of BRBmodel gathered
from monitoring data where T represents the size of dataset.

Therefore, the objective function is express as

min MSE(θk , βi,k , δn) (27)

s.t. 0 ≤ θk ≤ 1 (28)

0 ≤ δn ≤ 1, n = 1, . . . ,Tk (29)
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TABLE 2. Referential points of cloud security states.

TABLE 3. Initial weights and belief degrees of belief rules.

0 ≤ βi,k ≤ 1, i = 1, ..,N , k = 1, 2, . . .L (30)
N∑
i=1

βi,k ≤ 1 (31)

Remark 1: The time complexity of the CMA-ES algorithm
is O

(
n3
)
. When the constraints of the input attributes are

calculated, the time complexity will fold increase according
to the number of the belief rules. Nevertheless, due to the
independently calculating operation for each sub-process,
parallel computing can reduce the time complexity.

The framework of the process with formulations of this
paper can be organized as Fig. 4. The screened security
events are captured by the monitor, which are concerned the
aspects of software security, hardware security and service
security. ER algorithm is used to integrate these events and
the assessment of the cloud security state denoted as s(x (t))
ranged from 0 to 1 is obtained. Finally, the BRB prediction
model is constructed to predict the cloud security state, and
the security state at instant t + 1 denoted as s(x (t + 1)) is
finally calculated.

IV. CASE STUDY
To demonstrate the effectiveness of the proposed ER-BRB
based prediction model applied in engineering, the assess-
ment of security state in the actual cloud computing plat-
form will be established by using 100 days monitoring logs.
Moreover, the prediction model will be established and the
comparative study is tested. In this study, it assumes that the
testing data is reliable.

A. PROBLEM FORMULATION
From above discussion, we indicate that the security state is
mainly influence on the performance of actual cloud com-
puting platform. Firstly, the real security events of indica-
tors during 100 days are collected by the system Monitor
in cloud computing platform. According to the assessment
framework proposed above, some data of these indicators
are obtained indirectly because of the specific factors that
need experts knowledge beforehand. Also, some data is of the
attributes with qualitative knowledge that cannot be directly

FIGURE 6. The cloud security states during 100 days.

measured. Thus, the original observation data that can be
crawled directly is shown in Fig. 5.

Before assessing these large-scale indicators, the certain
weights of each attributes need to be is set by the experts.
The reference points of input parameters are set as Low (L),
Medium (M), High (H), Very High (VH), and the bound-
ary values of each level are demonstrated as Table 1.
Remark 2: The initial data set is supported by Mobike

Technology Ltd. in China, whose system is running on the
Tencent Cloud platform. A total of 100 days’ logs of server
security state were collected by monitor from the system
event logs, which recorded the security related events.

B. CONSTRUCTING THE BRB-BASED SECURITY-STATE
PREDICTION MODEL
In this case, the quantized security states of a cloud computing
platform during 100 days are obtained by using the proposed
method, as shown in Fig. 6. The values of these security
states are normalized, and the greater value represents more
dangerous state.

To predict the cloud security state, the BRB prediction
model is established with a belief rule that is shown below:

Rk : If x (t) is Sk , Then x (t + 1)

is
{(
E, β1,k

)
,
(
G, β2,k

)
,
(
M , β3,k

)
,
(
B, β4,k

)
,
(
S, βD,k

)}
With rule weight θk (32)
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TABLE 4. The initial parameters of the forecasting models in comparative studies.

TABLE 5. The initial parameters of CMA-ES for prediction models.

FIGURE 7. The comparative results in round 1.

where Sk denotes the assessment result from integrating
the multiple attributes by using ER algorithm, and Ak ∈
{E,G,M ,B}.
Ten-fold cross validation is used to make the predictive

results more realistic and credible, and interval estimation is
employed to verify the accuracy. Thus, the data-set of cloud
security states in Fig. 6 is divided into 10 parts, where 9 parts
are used as the training data, and 1 part is used as the testing
data. Four referential points are assigned to the security states
and the corresponding values are illustrated in Table 2.

C. THE INITIALIZATION OF COMPARATIVE EXPERIMENT
In this section, to prove the precision and advancement of
the this prediction method, three forecasting models which

FIGURE 8. The comparative results in round 2.

include Markov forecasting model (MM), Neural Network
forecasting model with Radical Basis Function (RBF) and
BRB forecasting model are selected for comparative stud-
ies, where the proposed constrained CMA-ES optimizing
algorithm is employed for each model respectively. RBF
Neural Network model is one of the most popular quantita-
tive information-based model employed recently, which has
a high performance compared with other Neural Network.
Markov forecasting model is the typical semi-quantitative
model based on Bayesian probability. These two models are
taken as the comparison is to prove the high efficiency and
accuracy of the proposed BRB prediction model.

The initial weights of belief rule and belief degrees
for proposed prediction model are illustrated in Table 3.
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FIGURE 9. The comparative results in round 3.

FIGURE 10. The comparative results in round 4.

FIGURE 11. The comparative results in round 5.

The input parameters about other forecasting models are
illustrated in Table 4. The initial input parameters of CMA-
ES optimization algorithm are listed in Table 5.

D. COMPARARATIVE RESULTS
The 10-fold cross validation experiments are picked in
10 times, and prediction results generated by different mod-
els with same CMA-ES optimization algorithm are listed in
Figs. 7 to 16. Themean square errors of these results are listed
in Table 6.

FIGURE 12. The comparative results in round 6.

FIGURE 13. The comparative results in round 7.

FIGURE 14. The comparative results in round 8.

The total MSE and the interval estimation of the mean
with 95% probability of BRB prediction results in 10 rounds,
and the comparative results are followed, which is listed
in Table 7.

From above results, it concludes that the errors of the
BRB model are better than that of MM and RBF models.
Moreover, the interval of the error is limited in a narrow range,
which is acceptable in an actual situation of cloud computing
environment.
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TABLE 6. The mean square error and of 10-fold cross-validation.

FIGURE 15. The comparative results in round 9.

FIGURE 16. The comparative results in round 10.

TABLE 7. The total MSE and the interval estimation.

V. CONCLUSIONS
In this paper, considering the multiple indicators with large-
scale monitoring data in cloud computing system, a new
BRB cloud security-state prediction model is proposed.

A three-level assessment framework of the indicators is illus-
trated. ER algorithm is employed to fuse these indicators
which can take the view of both cloud computing servers
and users. ER algorithm has an excellent performance in
multiple attributes decision making. It can well deal with
the evidence containing high conflict and complete conflict
so that the assessment result can be accurately obtained.
Moreover, a BRB prediction model based on the assessment
results is proposed to predict the cloud computing secu-
rity state. To determine the optimal input parameters, the
CMA-ES optimization algorithm is used in training process.
Equipped with this optimal algorithm, the precise BRB based
predictionmodel for cloud security state is finally constructed
whose prediction results are obtained by using large-scale
monitoring data and expert knowledge. A practical case study
is presented to prove a high accuracy and efficiency in this
proposed prediction model.

In this paper, the system events are the only consider-
ing factor for the cloud security state description. How-
ever, cloud computing environment is so complex that there
are also other threats can impact the security state, such
as network attack, data storage security and human error.
Thus, more security factors should be taken into further
works so that the actual cloud environment can be real
described.
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