
Received October 20, 2017, accepted November 20, 2017, date of publication December 4, 2017,
date of current version February 14, 2018.

Digital Object Identifier 10.1109/ACCESS.2017.2779123

A Cache-Aided Communication Scheme for
Downlink Coordinated Multipoint Transmission
FASHENG ZHOU 1, (Member, IEEE), LISHENG FAN2, NING WANG3, (Member, IEEE),
GAOYONG LUO1, JIE TANG 4, (Member, IEEE), AND WEI CHEN 5, (Senior Member, IEEE)
1School of Physics and Electronic Engineering, Guangzhou University , Guangzhou 510006, China
2School of Computer Science and Educational Software, Guangzhou University, Guangzhou 510006, China
3School of Information Engineering, Zhengzhou University, Zhengzhou 450001, China
4School of Electronic and Information Engineering, South China University of Technology, Guangzhou 510630, China
5Department of Electronic Engineering, Tsinghua University, Beijing 100084, China

Corresponding author: Fasheng Zhou (zhoufs@gzhu.edu.cn)

This work was supported in part by the Innovation Team Project of Guangdong Province University under Grant 2016KCXTD017, in part
by the National Science Foundation of China under Grant 61401402 and Grant 61601186, in part by the Natural Science Foundation of
Guangdong Province under Grant 1714050004216, in part by the Guangzhou Science Technology and Innovation Commission under
Grant 201707010159, and in part by the Open Research Fund of National Mobile Communications Research Laboratory, Southeast
University under Grant 2015D04.

ABSTRACT Content caching at the base stations (BSs) is a promising strategy that can provide improved
quality-of-service (QoS) provisioning for content-centric services, and at the same time reduce instantaneous
backhaul payload. This paper focuses on the applications of the caching mechanism in the downlink of
coordinated multipoint (CoMP) transmission, where the collaborating BSs cooperatively serve the user
equipments (UEs). A cache-aided transmission scheme for downlink CoMP with limited local cache
resources at the BSs is proposed to improve QoS provisioning in terms of outage performance. In order
to cache files more efficiently while guaranteeing the QoS, the contents are divided into two sets, a popular
set and a less popular set, according to their popularity profile following the Zipf model. The popular files are
cached at all the BSs, while the less popular files are cached only at part of the BSs in a cache cluster subject
to the strategy design. Furthermore, based on the popularity of the requested files, UEs are categorized into
two groups and the notion of request competition between the two groups is introduced. The corresponding
request competition model and admission probabilities for transmission requests are analyzed. Based on
the request competition model, the best cache placement strategy for the popular and less popular sets that
minimizes the average outage probability is derived. Numerical results show that the proposed cache-aided
CoMP scheme outperforms the baseline traditional caching strategies in terms of the average transmission
outage.

INDEX TERMS Cache-aided communication, CoMP, content popularity, edge caching, multiuser request
competition.

I. INTRODUCTION
Over the past five years, the global mobile IP traffic has
increasedmore than fivefold, and there is strong evidence that
the growth is not going to slow down in the upcoming 5G
era [1] considering the huge traffic demand from more and
more diverse service types such as interactive multimedia,
Internet of Everything (IoE), and cloud-based services. Coor-
dinatedmultipoint (CoMP) is a promising technology that has
been recognized as an effective approach to mitigate inter-
cell interference (ICI) and as such better accommodate the
ever growing need for data-traffic by the interference limited

5G heterogeneous networks (HetNets) [2]. The concept of
CoMP in general focuses on multi-cell signal processing for
ICI mitigation, which include, but not limited to, distributed
beamforming in the downlink and base station cooperative
receiving in the uplink. With the paradigm shift of wire-
less communications from connection-centric, e.g., voice
telephony, to content-centric such as video-on-demand and
push media [3], more and more traffic is delivered in the
downlink through multicasting instead of unicasting to allow
simultaneous transmission of the same requested content to
multiple user equipments (UEs) [4]. As a consequence, user
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association will be fundamentally different from the
connection-centric scenario, which in turn also greatly
impacts the CoMP design. More sophisticated technologies
must be exploited in downlink CoMP to address both the need
for wireless networking and the content-centric nature of new
services.

One promising solution is to combine cooperative pro-
cessing with edge caching, which caches the content files
at local base stations (BSs) for future transmission purposes.
By doing so, better interference management can be achieved
with lower cost, which helps in improving multicast through-
put [4]. Specifically, it is widely accepted that capacity and
delay are the key restrictions in the backhaul that prevent
delivery of all the benefits of CoMP. Existing work in the
literature [5]–[7] has been focusing on reducing the backhaul
payload to alleviate the backhaul crunch, which is critical to
densely deployed 5G small cell networks (SCNs) [8]. If the
files to be transmitted are cached at the edge BSs in advance,
the demand for backhaul resources by CoMP can be signif-
icantly reduced [9]. However, because the BS local caches
are in general limited, and it is resource consuming and
unrealistic to cache all the files at all the BSs, cache placement
strategy must be carefully designed to balance between mul-
ticast throughput improvement and resource consumption.
Note that popular contents are more likely to be requested by
different UEs over a relatively large time span, it is reasonable
to cache more popular files when available cache resource
is limited. Making use of content popularity information in
the design of caching strategy would therefore lead to good
overall system performance [3], [10].

Due to the bursty nature of content-centric data traffic,
caching can be achieved through file pre-fetching during off-
peak periods [11], possibly in conjunction with prediction-
based content pushing [12], and consequently reduce the
instantaneous backhaul payload during downlink transmis-
sions. A joint precoding and cache control problem was
investigated by mixed-timescale joint stochastic optimiza-
tion for a multi-cell multi-user networks [13]. The optimal
control problem was decomposed into a long-term and a
short-term sub-problems. The control variables of the caching
strategy were designated as long-term variables, which were
determined to adapt to popularity of media files such that
the opportunity of using CoMP to achieve ICI mitigation
is increased. The short-term variables for multiple-input-
multiple-output (MIMO) precoding, on the other hand, were
determined to guarantee the quality-of-service (QoS) require-
ments given the long-term cache control. Tao et al. [14]
further considered a cloud radio access network (C-RAN)
architecture under backhaul constraints, and investigated
caching and user association mechanism that took both the
channel station information (CSI) and the cache status into
consideration. By minimizing the weighted sum of backhaul
cost and transmit power in a cache-enabled C-RAN, subject
to constraints on the user received signal quality, a user-
centric cell clustering scheme was proposed, in which any BS
that caches a user’s requested files is always included in this

user’s serving cluster. However, it would be cumbersome to
extend the framework to cache-enabled CoMP transmissions
due to complexity issues.

Recently, Chen et al. studied a hybrid caching mechanism
for cluster-centric SCNs where the small cells were grouped
into disjoint clusters [15]. The contents to be cached were
first classified into two groups according to their popularity.
A dedicated cache space was reserved at every small-cell
base station (SBS) to cache the most popular contents. The
less popular contents, on the other hand, were partitioned
and placed at different SBSs strategically using the remaining
limited cache space. Each SBS then caches all the popu-
lar contents and part of the less popular contents. Through
cooperation, CoMP transmission in the form of either joint
transmission or parallel transmission can be achieved accord-
ing to placement of the requested content. For edge caching,
the most popular content (MPC) strategy and the largest
content diversity (LCD) strategy are the most commonly
used strategies to achieve the content and network diversity
gains [16], [17]. Nevertheless, caching with the MPC or LCD
criterion is not always the best choice, especially when overall
QoS provisioning comes into play. Targeting at attaining the
optimal outage performance, the outage minimization prob-
lem for hybrid cache placement in a cooperative multi-relay
system was studied, and a hybrid caching scheme was pro-
posed [18]. A trade-off between signal cooperation gain and
content diversity gain was investigated through threshold-
based cache placement.

Different from the above mentioned works, in this paper
we consider downlink CoMP transmission with UE request
competition, and propose a cache-aided scheme to improve
QoS provisioning of the system in terms of outage probabil-
ity. As in [15], the content files are divided into two categories
(popular versus less popular), according to their popularity
characteristics. A caching strategy based on the best place-
ment of the popular and less popular files is proposed. Popular
files are cached at all BSs, while less popular files are cached
at part of BSs in the proposed scheme. The best cache place-
ment for CoMP would attain the minimum average outage
probability performance. Themain contributions of this paper
are summarized in the following.
• We propose a cache-aided CoMP transmission scheme,
which works well in the system having two coordination
modes, two file sets, and two UE groups.

• The notion of request competition is introduced. Based
on request scheduling, we respectively derive the request
successful probabilities for the two UE groups. The
relationship between the request successful probabil-
ities and the average transmission outage is then
established.

• An optimization problem is formulated to minimize
the average transmission outage through optimal cache
placement. Numerical results show that the proposed
cache placement scheme outperforms the traditional
MPC and LCD caching strategies in terms of the average
outage for the cache-aided CoMP system.
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The remainder of this paper is organized as follows.
In Section II, we illustrate our system and cache models
for the cache-aided CoMP system. Outage performance of
the cache-aided CoMP transmission is analyzed Section III,
followed by the optimization problem formulation and the
corresponding optimal cache placement scheme in Section
IV. Numerical results are provided in Section V to validate
the proposed scheme. Finally, some concluding remarks are
made in Section VI.
Notation: The notation E[·] denotes statistical expectation.

Z ∼ CN (0, a) is a circular symmetric Gaussian random
variable (RV) with zero mean and variance a. We use || · ||
for the 2-norm operation. C, Z+, and R+ represent the set of
complex numbers, the set of nonnegative integers, and the set
of nonnegative real numbers, respectively. Pr{·} denotes the
probability of the event specified in the argument.

II. SYSTEM MODEL
A. WIRELESS SYSTEM MODEL FOR DOWNLINK CoMP
In this work we consider a CoMP system that comprises
M BSs and N UEs. Backhaul links for BS inter-connection
are available such that the BSs can exchange their CSI and
transmitted data. EachBS is equippedwithNt antennas, while
each UE has only one antenna due to the size limitation. The
transmit power of each BS is Pb. For convenience, we denote
such a system by CoMP(M ,N ).
Consider quasi-static wireless channels where the channel

coefficients are constant over one symbol period. Circularly
symmetric Gaussian distribution with zero mean and unit
variance is assumed for the channel coefficients. Let BSj
denote the jth BS for 1 ≤ j ≤ M , UEi denote the ith UE
for 1 ≤ i ≤ N , SB denote the set of theM BSs, and Uj denote
the set of UEs served by BSj. The transmitted signal of UEi is
denoted by xi ∈ C, and we further assume that E{|xi|2} = 1.
The large-scale fading channel gain between BSj and UEi is
µji ∈ R, and the corresponding small-scale fading channel
vector is hji = [h1ji . . . h

Nt
ji ]

T , where the hkji ∼ CN (0, σ 2
1 ) for

1 ≤ k ≤ Nt is the complex channel gain from the kth antenna
of BSj to UEi.

B. CONTENT AND CACHE MODEL
Let K = {1, 2, . . . ,K } denote the set of K files to be
requested by the UEs. The contents’ popularity follows a Zipf
distribution [19]. the popularity profile of the c-th file in the
database is characterized by fc, which is defined as

fc =
c−α

C∑
k=1

k−α
, (1)

where 0 < α < 1 is the parameter that characterizes the
Zipf distribution. The larger α is, the more concentrated the
request distribution is around the most popular file(s). Note
that fc can also be interpreted as the request possibility for the
c-th file.

Assume each BS has a local storage (cache) capacity that
can cache up to C files, where we require C ≤ K to reflect
the limitation in cache resources. As in [15], the content files

are divided into two sets according to content popularity. The
first set, which is named the popular set, comprises the most
popular F files. A notation F is used to denote the popular
set, and we must have |F | = F . The second set comprises the
remaining less popular K − F files. The term less popular
has a relative meaning, relative to popular . In other words,
the K − F least popular files are determined according to
the cache placement policy for the less popular set. F is an
adjustable parameter and it can be interpreted as a threshold
for selecting the most popular files to be cached at all BSs.
Increasing F would result in decrease of the remaining less
popular files, and vice versa.

The popular set is cached at all the local BSs because they
are most likely to be requested by multiple UEs at different
locations. For files in the less popular set, we do not cache
them at all BSs due to limitations in cache and backhaul
resources. Instead, each of them will be cached at only part
of the BSs. Thereby, we divide the BSs into L clusters, where
L =

⌈
K−F
C−F

⌉
, and d·e is the ceiling operator that returns

the smallest integer greater than its argument. We use a
notation Scl to denote the set of BSs in the l-th cluster CLl
for 1 ≤ l ≤ L. Files cached in the l-th cluster form the
set {K − F}l . The less popular files should be completely
covered by the L less popular content subsets, which requires

K = F ∪
⋃L

l=1
{K − F}l . (2)

Each user requests a content at the beginning of the trans-
mission time slot. The UEs are also divided into two groups
according to popularity of their requested contents. The first
group’s requests fall into the popular set F . The second
UE group requests contents from the less popular set and is
further divided into L clusters (subgroups). Those UEs in the
l-th cluster of the second group (1 ≤ l ≤ L) request the
less popular files belonging to {K − F}l and are served by
the cluster Scl of BSs. Note that if l 6= k , {K − F}l does
not overlap with {K − F}k . However, the overall popularity
profiles of {K − F}l and {K − F}k should be made (almost)
equal for l 6= k , i.e.,∑

c∈{K−F}l

fc =
∑

c∈{K−F}k

fc, ∀ l, k ∈ [1,L], l 6= k. (3)

This BS clustering and cache placement strategy is illustrated
by Fig. 1, where the different areas formed by different cells,
e.g.,Cell 1, Cell 2. . . as referred to C1, C2 . . . request the same
popular contents, but quite distinct less popular contents. This
follows from the fact that UEs from different areas (cell
clusters) may request the same popular contents, but quite
distinct less popular contents.

III. CACHE-AIDED CoMP TRANSMISSION
A. CACHE-AIDED CoMP TRANSMISSION
A typical CoMP scheme requires multiple BSs to serve
UE(s) in a collaborative fashion. Intra-cell interference and
inter-cell interference, or collectively multiuser interfer-
ence (MUI), requires much attention in CoMP design.
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FIGURE 1. Illustration of the BS clustering and cache placement based on
grouping of requested files.

To address the interference problem, coordinated zero-
forcing beamforming (ZFBF) can be employed [20], [21].
Denote by hji ∼ CN (0, σ 2

1 I) the complex small-scale chan-
nel coefficient vector from the j-th BS to UEi, with I an
identical matrix, and ni ∼ CN (0, σ 2

2 ) the additive white
Gaussian noise (AWGN) at UEi. For transmission from BSj
to UEi, the ZFBF beamformer wji is constructed as [7]

wji =

√
Pb
[
I− ĤH

ji (ĤjiĤH
ji )
−1

Ĥji

]
ĥji∥∥∥(I− ĤH

ji (ĤjiĤH
ji )
−1

Ĥji

)
ĥji
∥∥∥ , (4)

where ĥji = [ĥ1ji . . . ĥ
Nt
ji ] denotes the unbiased estimate

of hji, and Ĥji = [ĥj1 . . . ĥj(i−1) ĥj(i+1) . . . ĥjN ]. Then[
I− ĤH

ji (ĤjiĤH
ji )
−1

Ĥji

]
is the null space spanned by the

small-scale channel vectors of all the wireless channels
except for that of UEi.
Suppose UEi is served by all the BSs, which is the case

when it requests files from the popular set F , then the
received signal yi at UEi can be expressed as

yi =
∑
j∈SB

µjihHji wjixi︸ ︷︷ ︸
Desired signals

+

∑
j∈SB

∑
k∈Uj,k 6=i

µjihHji wjkxk

︸ ︷︷ ︸
Multiuser interference

+ni, (5)

where µji represents the large-scale channel coefficient
between the j-th BS and the i-th UE. The first and second
terms on the right-hand side of (5) represent the desired
signal and the MUI, respectively. The received signal-to-
interference-plus-noise ratio (SINR) at UEi is then given as

SINRi =

∑
j∈SB

µji
2
||hHji wji||

2

∑
j∈SB

∑
k∈Uj,k 6=i

µji2||hHji wjk ||
2 + σ 2

2

. (6)

If the transmit power of every cooperating BS is finite and
the BSs are sufficiently separated apart in the space, the

residual MUI after ZFBF in eqn. (5) is negligible. Con-
sequently, the interference term

∑
j∈SB,k 6=i

µji
2
||hHji wjk ||

2 in

eqn. (6) approaches zero [7].
According to cache placement of the less popular files, the

BSs are divided into L clusters, as illustrated by Fig. 1 in
Section II-B. A UE, say UEi, requesting less popular files
from {K − F}l therefore is served by the l-th cluster of BSs.
The corresponding received signal yi is given by

yi =
∑
j∈Sc

l

µjihHji wjixi

︸ ︷︷ ︸
Desired signal

+

∑
j∈Sc

l

∑
k∈Uj,k 6=i

µjihHji wjkxk

︸ ︷︷ ︸
Intra-cell interference

+

∑
j∈Sc

n,n 6=l

∑
k∈Uj

µjihHji wjkxk

︸ ︷︷ ︸
Inter-cell interference

+ni. (7)

The SINR corresponding to eqn. (7) is given by eqn. (8)
on the bottom of the next page. Similarly, if the residual
intra- and inter-cell interference after ZFBF in eqn. (7) is
negligible, the interference terms

∑
j∈Sc

l

∑
k∈Uj,k 6=i

µji
2
||hHji wjk ||

2

and
∑

j∈Sc
n,n6=l

∑
k∈Uj

µji
2
||hHji wjk ||

2 in eqn. (8) are nulled.

B. OUTAGE PERFORMANCE ANALYSES
For CoMP with multiple UEs, the optimal scheduling to
attain the minimum information-theoretic outage probability
is to admit the request from the UE with the best channel
condition [22]. Then, the requested file is transmitted to the
corresponding admitted UE. In this work, we are interested
in the following two scenarios, corresponding to whether or
not the requested files are in the popular set F .
Scenario 1:When files in the popular set F are requested,

since in this case the files are cached at all BSs, all the BSs
can cooperatively transmit to the requesting UE.
Scenario 2: When files in the less popular set {K − F}

are requested, those BSs (not all) in the cluster that
caches the corresponding files transmit cooperatively to the
requesting UE.

Consider requests for different files in the same set can be
accommodated through broadcasting the data stream by the
cooperating BSs that have the files cached. Therefore, UEs
requesting files from the same set do not conflict. However,
if the UE requested files are in different sets, accommodating
those requests require different CoMP transmission modes,
i.e., full CoMP transmission of all BSs versus partial CoMP
transmission of a BS cluster. We define such situation as
request competition. Note that the transmission model for
Scenario 1 and Scenario 2 are expressed by eqns. (5) and (7),
respectively. Observe that SINRi given by eqn. (6) con-
strained by eqn. (5) is obviously greater than SINRi,l given by
eqn. (8) constrained by eqn. (7), the received signal quality for
Scenario 1 is in general better than that in Scenario 2. There-
fore, in order to achieve the minimum information-theoretic
outage, the best transmission channel is chosen among
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multi-requirement for transmission of contents. That is to say,
once the file in the popular set is requested by a UE, the other
UEs have to wait until the transmission for the file finishes.
When a file in the less popular set is requested, the request is
admitted and the requested file is sent only if currently there
is no request for the popular files.

In our analysis, the UEs randomly request the files based
on file popularity. Once requested, a popular files cached at
all the BSs can be jointly transmitted by all the BSs, while a
less popular file can only be transmitted by a subset (cluster)
of the BSs. The outage performance associated with a content
file is then dependent on the popularity profile. The average
outage of the system is therefore the sum of the outage values
of each file weighted by the popularity profile. Suppose that
UEi belongs to the first UE group and it requests files in the
first set. All the BSs serve UEi upon its requests, and the
transmission outage probability, denoted by Pout1 , is given by

Pout1 = PFCe (eo)
F∑
c=1

fc (9)

where PFCe (eo) is the outage probability regarding a bit error
rate (BER) requirement eo for full coordination of all BSs,
and

∑F
c=1 fc is a weighting coefficient corresponding to the

popularity profile of the first (popular) file set. Based on
eqn. (6), Pe(eo) can be well approximated by

PFCe (eo) , Pr
{
Q

(
c1

√
c2
Eb
N0

)
> eo

}

= Pr
{
Q

(
c1

√
c2
W
R
SINRi

)
> eo

}
, (10)

where

Q(x) =
∫
∞

x

1
√
2π

exp(−
y2

2
)dy (11)

is the Gaussian Q-function, c1 and c2 are constants depend-
ing on the modulation and coding scheme [23], Eb, N0, W ,
and R are the bit energy, noise spectral density, bandwidth,
and code rate, respectively. By using approximation of the
Q-function [24, eq.(10)] can be transformed into a more
explicit and simpler form

PFCe (eo) ≈ Pr
{
1
12

exp
(
−

c21c2
2

W
R
SINRi

)
+

1
4
exp

(
−
2c21c2
3

W
R
SINRi

)
> eo

}
. (12)

We next derive outage performance for the second file set,
i.e., the less popular set. Suppose UEi belongs to the l-th

cluster in the second file set. Note that the less popular files
{K − F}l are cached at BSs in l-th cluster, Scl . When UEi
requests for files in {K − F}l , the BSs in the l-th cluster
jointly transmit the files to UEi. The corresponding outage
probability, denoted by Pout2,l , is given by

Pout2,l = PPCe,l (eo)
∑C

c=F+1
fc (13)

where PPCe,l (eo) denotes the BER-based outage probability at
a predetermined BER threshold eo with partial coordination
implemented by the BSs in Scl , and

∑C
c=F+1 fc is a weighting

term corresponding to the popularity of the less popular files.
Similarly, based on eqn. (8), PPCe,l (eo) can be approximated by

PPCe,l (eo) ≈ Pr
{
1
12

exp
(
−

c21c2
2

W
R
SINRi,l

)
+

1
4
exp

(
−
2c21c2
3

W
R
SINRi,l

)
>eo

}
. (14)

Let P̄PCe (eo), and P̄out2 denote the average outage probability
of transmitting less popular files with partial CoMP trans-
mission by BSs in one cluster, and the average of Pout2,l for
1 ≤ l ≤ L, respectively. Then, P̄PCe (eo) and P̄out2 can be
expressed by

P̄PCe (eo) =
1
L

L∑
l=1

PPCe,l (eo) (15)

and

P̄out2 = P̄PCe (eo)
∑C

c=F+1
fc, (16)

respectively.

IV. OPTIMAL CACHE PLACEMENT FOR CoMP
UEsmay request files from different sets. As aforementioned,
choosing the UE with the best channel condition for trans-
mission can achieve minimum average outage probability.
Therefore, the requests for popular files are assigned higher
priorities than that for the less popular files. This means when
competition between content file requests occurs, the popular
files shall be transmitted. In other words, if a UE requests the
popular files, its request is always admitted. The probability
of admitting requests for the popular files is always equal to
one, no matter competition occurs or not. However, if a UE
requests the less popular files, its request is only admitted if
no competition with popular file requests occur. We have the
following Lemma 1 for the admission probability of requests
for the less popular files.

SINRi,l =

∑
j∈Sc

l

µji
2
||hHji wji||

2

∑
j∈Sc

l

∑
k∈Uj,k 6=i

µji2||hHji wjk ||
2 +

∑
j∈Sc

n,n 6=l

∑
k∈Uj

µji2||hHji wjk ||
2 + σ 2

2

. (8)
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Lemma 1: The admission probability of the request for the
less popular files in a unit time interval is

Ps = e
−

F∑
c=1

fc
. (17)

Proof: See Appendix A.
We next formulate the following optimization problem for

outage optimal cache placement.
Problem 1: Denote the average outage probability of the

downlink CoMP transmission system by P̄out . Considering
the request admission probability of the less popular files Ps
given in Lemma 1, we formulate the problem for optimal
cache placement of F files that minimizes P̄out .

min
F

P̄out = Pout1 + PsP̄
out
2

s.t. 0 ≤ F ≤ K ;

F ∈ Z+. (18)

By approximating the sum of the Zipf probabilities as in [18],
we obtain

F∑
c=1

fc ≈
F (1−α)

− 1
K (1−α) − 1

. (19)

Substituting (19) into (17) and (18), the optimization objec-
tive P̄out of Problem 1 is rewritten as

P̄out = PFCe (eo) ·
F (1−α)

− 1
K (1−α) − 1

+ e
−

F(1−α)−1
K (1−α)−1 P̄PCe (eo) ·

[
1−

F (1−α)
− 1

K (1−α) − 1

]
, (20)

Note that the feasible set of Problem 1 is not convex
because F is an integer. The problem can be relaxed by
replacing F with a continuous variable F ′ on a convex set
[0,K ] ⊂ R+. The following Lemma 2 and Theorem 1 are
obtained based on the above relaxation.
Lemma 2: The objective function of Problem 1 is a convex

function of the relaxed continuous variable F ′.
Proof: The second order derivative of P̄out (F ′) with

respect to the continuous variable F ′ is obtained as

∂2P̄out (F ′)
∂F ′2

=

[
2P̄PCe (eo) · e

−
F ′(1−α)−1
K (1−α)−1

+ P̄PCe (eo) · e
−
F ′
(1−α)

−1

K
(1−α)

−1 ·

(
1−

F ′
(1−α)
− 1

K (1−α)
− 1

)
×

(1− α)

F ′α(K (1−α)
− 1)

. (21)

Because 0 ≤ F ′ ≤ K with K > 1, and 0 < α < 1,
it is straightforward to show that the above second order
derivative is strictly greater than 0. As a consequence, the
optimization objective function P̄out (F ′) is a convex function
of the relaxed variable F ′ over a convex set.
Theorem 1: The optimal value of F , denoted by F∗, for the

cache placement in the downlink of the cache-aided CoMP
system is given by

F∗ =

{
d(F ′)∗e, (F ′)∗ ∈ (0,K ),
K , (F ′)∗ > K ,

(22)

where (F ′)∗ is the optimal solution to the relaxed continuous
problem given by eqn. (23) on the bottom of this page. The
function form Lambertw(y) is the Lambert-W function [26]
that returns the solution x to the equation xex = y.

Proof: See Appendix B.
We can therefore achieve the minimum average outage

probability if we set F = F∗ as specified by eqn. (22)
in Theorem 1.

Up to this point, we have proposed a cache-aided downlink
CoMP transmission scheme and the corresponding optimal
cache placement strategy. In the following we summarize
and briefly illustrate the proposed scheme in a 4-BS 4-UE
scenario as shown in Fig. 2.

FIGURE 2. A demonstration of the caching model with M = 4 and N = 4.
The UEs are divided to two groups, where Group1 has UE2 and UE3, and
Group2 comprises UE1 and UE4 each served by a cluster of BSs.

The four UEs are divided into two groups, namely Group1
and Group2, corresponding to popularity of their requested
contents. As analyzed above, requests raised by the UEs
in Group1 are given higher priority than that raised by

(F ′)∗ =
[ (

K (1−α)
− 1

)(
2 − Lambertw

(
exp(2)

(
PFCe (eo)

P̄PCe (eo)

)))
+ 1

] 1
(1−α)

. (23)
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Group2 UEs. The proposed scheme schedules the requests so
that the admission probability for Group1 requests (for files
in the popular set) is equal to 1, while that for Group2 requests
is given by eqn. (17). The threshold parameter F for caching
the most popular files is set to F∗ given in eqn. (23). The
most popular F files are cached at all the four BSs. The less
popular files of {K − F}1 and {K − F}2 are cached at the
two BS clusters, Sc1 (or CL1) and Sc2 (or CL2), respectively.
In this example, Sc1 consists of BS1 and BS2, and S

c
2 consists

of BS3 and BS4. Assume UE2 requests files in the popular
set, and therefore it belongs to Group1. Once the request
is admitted, all four BSs cooperatively transmit to UE2 the
requested file using their own cached data and global CSI.
In comparison, UE1 and UE4 request the files in {K − F}1,
and {K − F}2, respectively. Hence, they respectively belong
to Sc1 and S

c
2 . When UE1’s request is admitted, BS1 and BS2

cooperatively serve UE1 with cached data. Similarly, when
UE4’s request is admitted, BS3 and BS4 conduct cache-aided
cooperative transmission to UE4. Backhaul links connect-
ing BSs are available such that collaborative ZFBF can be
achieved by sharing the CSI. However, because of the file
caching mechanism employed, there is no need to conduct
instantaneous file data exchange through backhaul for CoMP
transmission.

V. NUMERICAL RESULTS AND DISCUSSIONS
In this section, numerical studies are conducted to evalu-
ate effectiveness of the proposed cache-aided CoMP trans-
mission scheme. We consider two baselines schemes in the
numerical analysis for comparison: the MPC strategy in [16]
and the LCD strategy in [17]. We also present performance
for the scenario with no BS cooperation or caching. The
requesting UE is therefore served by only one BS.

In the numerical studies, we consider a scenario with four
small cell BSs and four UEs. The topology of the example
network is demonstrated in Fig. 2. The UEs are grouped
into two clusters according to the proposed cache placement
strategy, as explained in the last paragraph of Section IV.
By referring to [27], the maximum transmit power of each
small cell BS is set to 30 dBm. The following large-scale
pathloss model is adopted

PL(dB) = 140.7+ 36.7 log
(
d
103

)
, (24)

where d is the distance between the transmitter and receiver.
Because CoMP receiving is conducted mainly for cell-edge
communication scenarios, we consider a cell radius value of
50m and also set the all the BS-UE distances to 50m, such that
the UEs under consideration are at cell-edge. Assume each
UE has AWGN noise power of −100 dBm. With uncoded
binary phase-shift keying (BPSK) modulation, the coeffi-
cients for the outage probability approximations (12) and (14)
are given by c1 = 1, c2 = 1

2 [25], and W
R = 1. The variance

parameters σ 2
1 = σ 2

2 = 1 are assumed, and the outage
threshold eo = 10−4 is adopted. Simulation setting param-
eters are summarized in Table 1. The impacts of changing

TABLE 1. System settings for simulation.

the total number of content files K and the Zipf distribution
parameter α, as well as the choice of F , are investigated
through numerical studies.

FIGURE 3. Average outage probability, outage probability
for transmissions of files in the first (popular) set, and the outage
probability for transmissions of files in the second (less popular) set,
with respect to the value of F . The system setting parameters are set to
K = 200, and the α = 0.5, PFC

e (eo) = 0.1, and P̄PC
e (eo) = 0.11.

The change of outage probabilities with the value of F
is presented in Fig. 3. Here the total number of files is set
to K = 200, and the Zipf distribution parameter is equal
to 0.5. As shown, the outage probability for transmission
of files in the first (popular) set increases as we increase
the value of F . This is because, with the increase of F , the
number of files in the first set becomes larger, which results
in higher transmission probability for the files in the first
set, i.e., a greater value of

∑F
c=1 fc. Then, the value of Pout1

increases accordingly as specified in eqn. (9). In contrast,
the outage probability for transmission of files in the second
(less popular) set decreases due to the reduced probability
of transmission. When F increases to the maximum value
of 200, all files are in the first set. In this case, P̄out = Pout1 =

PFCe (eo) and Pout2 = 0. Similarly, when F decreases to zero,
all transmission files are in the second set, and therefore,
P̄out = Pout2 = P̄PCe (eo) and Pout1 = 0. Since the outages for
transmissions of files in two sets compete with each other,
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i.e., if one decreases, the other one shall increase, and vice
versa, a tradeoff must be made to attain the minimum average
outage. In Fig. 3, the optimal tradeoff point can be found,
which exactly equals to the outcome of our scheme, where
F = 57, and P̄out = 0.083 < PFCe (eo) = 0.1. The outcome
reveals a not so intuitive phenomenon that full coordination of
all BSs does not always achieve the minimum average outage
probability in CoMP transmission. This can be explained as
full coordination does not schedule the request competition
raised by multiple UEs, while our scheme does.

TABLE 2. Outage performance gain ε and optimal cache placement F ∗ for

different values of θ = P̄PC
e (eo)

PFC
e (eo)

. K = 200 and α = 0.5 are used for the

numerical results.

Define the outage performance gain as ε = PFCe (eo)
P∗(eo)

, where
P∗(eo) is the outage probability achieved by optimal cache
placement with respect to the outage threshold eo. We present
in Table 2 the values F∗ and ε, as functions of the outage
ratio θ = P̄PCe (eo)

PFCe (eo)
. The system setting parameters are also set

to K = 200 and α = 0.5. It can be observed that when the
ratio θ increases, the value of the optimal F also increases.
This is intuitive since when the outage of full coordination
is lower than that of partial coordination, it is preferred to
cache files in the first set, such that all the transmissions
are conducted by full coordination to achieve better outage
performance. However, it can also be observed that for a
certain θ , with the increase of F , the outage performance gain
ε becomes more and more non-evident. For example, in the
case of θ = 2.75, the ε values for F = 150 and F = 200 are
almost identical. This observation reveals a trade-off between
fulfillment of the desired outage performance and content
diversity.

By performing Monte Carlo simulation, Fig. 4 compares
the theoretical outages among the proposed scheme and the
baselines, where the outages values are obtained according
to eqns. (12) and (14). It can be seen that the proposed
scheme outperforms the other schemes in general. For the
MPC strategy, since the method inclines to cache the most
popular contents with all storage capacity, its performance is
equal to Pout1 , which has a worse outage performance than
the proposed scheme which optimizes Pout1 and Pout2 through
optimal cache placement. Observe that caching with LCD is
unfavorable comparedwith both the proposed scheme and the
MPC strategy. This is due to the fact that according to LCD,
half of the cache storage is cachedwith files in the first set and
half is cached with files in the second set. As a consequence,
the overall performance is the average of Pout1 and Pout2 , which
results in worse performance than both our scheme and the

FIGURE 4. Comparison of the theoretical outage performance between
the proposed scheme and the baseline schemes, where K = 200, and
α = 0.5 are used in the numerical studies.

FIGURE 5. Comparison of the outage performance between the proposed
scheme and the baseline schemes. In the simulation we assumed BPSK
modulation at the transmitter, ML decoder at the receiver, K = 200,
and α = 0.5.

MPC scheme. In the case of no caching/cooperation, because
each UE is served by only one BS, the performance is the
worst in the comparison and therefore serves as a outage
upper bound. In Fig. 5, outage performance comparison with
maximum likelihood (ML) decoder at the receiver is given.
The block BER exceeding the threshold of 10−4 is considered
as a block in outage. Similar to Fig. 4, the results show that the
proposed scheme has the best performance comparing to the
baseline schemes. However, when the SNR goes over 20 dB,
the performance gap between our proposed scheme and the
MPC scheme diminishes. This can be explained as that in
the high SNR regime, the difference between Pout1 and Pout2
is small and the optimization for cache placement achieves
very little gain.

In Fig. 6, we present the optimal choice for F for differ-
ent values of the Zipf distribution parameter α. It is shown
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FIGURE 6. Optimal cache placement threshold F ∗ for the popular files
with respect to different values of the Zipf distribution parameter α.
where PFC

e (eo) = 0.1, and P̄PC
e (eo) = 1.1PFC

e (eo).

that, with the increase of the Zipf parameter α, the value of
F∗ decreases in the proposed scheme. This is to achieve a
balance in transmission opportunities between the popular
and less popular file sets. Specifically, when α increases, the
distribution is more concentrated around the most popular
contents. As a result, the request probability for the popular
files increases, and the value of F should be reduced to offer
more transmission opportunities for the less popular files.
Conversely, when α is getting small, the request probability
for the less popular files increases. Larger F is required
to assign less transmission opportunity to the less popular
files, such that the higher outage probability caused by the
transmissions of the less popular files can be avoided.

VI. CONCLUSIONS
In this paper, we have studied content-centric wireless com-
munications and proposed a cache-aided scheme for down-
link coordinated multi-point transmission. Based on content
popularity, files are sorted and classified into two sets, a
popular set and a less popular set. In order to efficiently
utilize the limited cache resources to cache more files, we
have proposed that files in the popular set are cached at all
BSs, whereas the less popular files are cached only at part
of the BSs strategically such that all the files can be cached
at the local caches for CoMP transmission. As such, request
for the popular files is cooperatively served by all the BSs,
while request for the less popular files is served by part
of the BSs collaboratively within a cache cluster. To assign
transmission to requests having the best transmission channel
condition, the request for popular files is given higher priority
than that for less popular files. An optimal cache placement
problem for two file sets has been formulated, and the optimal
strategy for popular file selection and placement has been
obtained, which minimizes the average outage probability
by adjusting the popular file placement parameter. Through
simulation studies, the proposed cache placement and

cache-aided CoMP transmission scheme has been validated.
It can be observed that the proposed scheme outperforms the
traditional MPC, LCD, and no-caching schemes in terms of
the average outage performance.

APPENDIX A
Proof of Lemma 1:

Proof: Let Pr{R1(t) = n} denote the probability of
having n requests for the popular files in a time period
of length t . The file requests are assumed to be indepen-
dent. A simplified notation P1(t, n) is used to represent
Pr{R1(t) = n} for convenience. Denote by δT a small time
interval, we have

P1(t + δT , 0) = Pr{R1(t + δT ) = 0}

= Pr{R1(t) = 0,R1(t + δT )− R1(t) = 0}

= Pr{R1(t) = 0} · Pr{R1(t + δT )− R1(t) = 0}

= P1(t, 0) [1− Pr{R1(t + δT )− R1(t) > 0}]

= P1(t, 0) [1− λ1δT +O(δT )] , (A.1)

in which O(δT ) is an infinitesimal of higher order than δT ,
and λ1 is the request possibility for the popular files. Based
on definition, λ1 =

∑F
c=1 fc. Taking the limit of the change

of request probability as δT approaches zero, we obtain

lim
δT→0

P1(t + δT , 0)− P1(t, 0)
δT

= lim
δT→0

−λ1P1(t, 0)δT +O(δT )
δT

. (A.2)

Therefore, we formulate a differential equation

∂P1(t, 0)
∂t

= −

(∑F

c=1
fc

)
P1(t, 0). (A.3)

By considering the initial condition of P1(0, 0) = 1 and
solving eqn. (A.3), we obtain

P1(t, 0) = exp
(
−

∑F

c=1
fct
)
. (A.4)

For a unit time interval, the admission probability of the
request for less popular files is equal to the probability of no
request for the popular files, i.e., P1(1, 0). Therefore, we have
Lemma 1 proved.

APPENDIX B
Proof of Theorem 1:

Proof: Let φ = F ′(1−α)−1
K (1−α)−1

. The first order derivative of
P̄out with respect to F ′ is derived as

∂P̄out (F ′)
∂F ′

=
∂P̄out (φ)
∂φ

∂φ(F ′)
∂F ′

=

(
PFCe +exp(−φ) · P̄

PC
e · (φ−2)

)
(1−α)F ′−α

K (1−α)−1
.

(B.1)

To obtain the optimal value of the relaxed variable F ′, we first
consider that the optimal value is in the interior of the feasible
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set, i.e., (F ′)∗ ∈ (0,K ). Then we must have

(F ′)∗ = arg
F ′

(
∂P̄out (F ′)
∂F ′

= 0
)
. (B.2)

It follows from eqn. (B.1) that ∂P̄out (F
′)

∂F ′ = 0 if and only if

PFCe + exp(−φ)P̄PCe (φ − 2) = 0. (B.3)

Substituting φ =
F ′(1−α)−1
K (1−α)−1

into eqn. (B.3), and from
eqn. (B.2), it can be shown that the optimum (F ′)∗ has the
form as expressed by (23). By letting F∗ = d(F ′)∗e, the solu-
tion to the original problem can be obtained approximately by
rounding up the solution to the relaxed continuous problem.

Then we assume that the optimal F ′ is on the boundary of
the feasible set, i.e., (F ′)∗ = K or (F ′)∗ = 0. In the case
(F ′)∗ = K , from the optimality condition we must have [28][

∂P̄out (F ′)
∂F ′

∣∣∣∣
F ′=K

]
(F ′ − K )︸ ︷︷ ︸

¬

≥ 0, ∀F ′ ∈ [0,K ]. (B.4)

By substituting (F ′)∗ = K into eqn. (B.1), we obtain

∂P̄out (F ′)
∂F ′

∣∣∣∣
F ′=K

=

[
PFCe − exp(−1) · P̄PCe

]
︸ ︷︷ ︸

­

(1− α)K (−α)

K (1−α) − 1︸ ︷︷ ︸
®

. (B.5)

Note that in eqns. (B.4) and (B.5), ¬ is less than zero,
® is greater than zero, while the sign of ­ is uncertain.
The assumption of eqn. (B.4) cannot be true. Therefore,
the boundary point K is obviously not the optimal solution
to the relaxed continuous problem. However, we can prove
that K obtains the minimum value for the objective function
in eqn. (20) on [0,K ] if the feasible set is relaxed to R+.
Assume K < (F ′)∗ ∈ R+. As an interior point of the
feasible setR+, (F ′)∗ can be obtained by eqn. (23). Recall that
according to Lemma 2, the objective function in eqn. (20) is
convex for the relaxed continuous problem. Based on the first
order condition of a convex problem, we obtain that for any
x0 ∈ R+,

P̄out
(
(F ′)∗

)︸ ︷︷ ︸
¯

≥ P̄out (x0)︸ ︷︷ ︸
°

+

[
∂P̄out (F ′)
∂F ′

∣∣∣∣
F ′=x0

]
︸ ︷︷ ︸

±

·

[
(F ′)∗ − x0

]
︸ ︷︷ ︸

²

. (B.6)

Observe that ° > ¯ because (F ′)∗ is the optimal solution,
and ² > 0 if x0 < (F ′)∗. Then it follows from (B.6) that
± < 0. It implies that the objective function given by eqn.
(20) is monotonically decreasing on [0,K ] ⊂ R+. Therefore,
we have proved that, if the feasible set is relaxed to R+, then
K attains the minimum for the objective function (20) on
[0,K ], or equivalently,K is the optimal solution to Problem 1
if (F ′)∗ obtained by eqn. (23) is greater than K . It can be
shown in a similar way that the case of (F ′)∗ = 0 is not
optimal. Theorem 1 is then proved.
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