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ABSTRACT Wastewater treatment process (WWTP) has long been a challenging industrial issue due to its
built-in uncertainties and discontinuous measurement of system states. To solve this problem, in this paper,
a data-based predictive control (DPC) strategy, based on the available sensing measurements, is proposed to
control the dissolved oxygen (DO) concentration in WWTP. First, a self-organizing fuzzy neural network,
which can adjust both the structure and parameters simultaneously, is developed to identify the real-time
states of WWTP. Second, an improved nonlinear predictive control method is designed to reduce the
online computation complexity by transforming the constrained conditions into an unconstrained nonlinear
programming problem. Then, an adaptive second-order Levenberg-Marquardt algorithm is developed to
derive the control law of DPC. Third, the theoretical analysis on the stability is also given to confirm the
prerequisite of any successful application of DPC. Finally, the proposed DPC strategy is applied to the
Benchmark Simulation Model No. 1. Experimental results demonstrate that the control performance of
the proposed DPC is better than some existing methods.

INDEX TERMS Wastewater treatment process, data-based predictive control strategy, self-organizing fuzzy
neural network, adaptive second-order Levenberg-Marquardt algorithm.

I. INTRODUCTION
Wastewater treatment is critical for modern urban soci-
eties and provides essential protections for both the aquatic
environment and human health [1], [2]. A combination of
physical, chemical and biological processes in wastewater
treatment process (WWTP) has been used to reduce or elim-
inate suspended solids, organic matter, nitrogen, and phos-
phate [3], [4]. For this reason, WWTP is a complex system
due to its nonlinear dynamics, large uncertainty, multiple
time scales in the internal process reactions and multivariable
structure [5], [6]. Hence, it is difficult to design an applicable
controller for WWTP to meet the more and more stringent
discharge and emission limits [7].

Recent developments in control methods and particu-
larly in the model predictive control (MPC), handling prob-
lems with uncertainty, estimation, and trajectory tracking in
nonlinear systems, have triggered new research and appli-
cations in this field [8]–[10]. From a practical-theoretic

viewpoint, being a model-based control method, MPC is
a useful technique for the control of constrained nonlinear
systems [11], [12]. However, there is still a gap between
theoretical MPC analysis and their practical implementation
forWWTP [13], [14]. On one hand, the models ofWWTP are
difficult to be described, thus, the predictive control technique
must be extended to incorporate the nonlinear models of
WWTP. That is, the identification of WWTP is an impor-
tant and necessary part of MPC. On the other hand, the
computation complexity is another problem for the online
optimal control ofWWTP. An important aspect for a practical
implementation of MPC is to use an efficient algorithm for
solving the underlying optimal control problem.

To identify nonlinear and uncertain process of WWTP,
many modeling methods have been derived, from simplified
mechanism models to data-driven based methods [15], [16].
For example, Stare et al. developed an ammonia model based
on nitrification reaction rate for MPC in a WWTP [15].
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The results demonstrated that the proposed nonlinear ammo-
nia model performed well compared with the linear model.
In [16], a nonlinear mathematical model based on mass
balances was used to model the ammonia for MPC in an
activated sludge plant. However, the proposedMPC strategies
are still not be suitable for different conditions. To improve
the model accuracy of MPC for WWTP, the data-driven
modeling methods have attracted a great deal of atten-
tion [17], [18]. Krueger et al. [17] proposed a data-driven
scheme based on key performance indicator (KPI) for pre-
diction and control. The efficient prediction results of the
effluent flow rate were achieved. Shao et al. [18] presented
local partial least squares (LPLS) models of selective ensem-
ble to predict the effluent quality by the predictive control
strategy. The process states were partitioned into local model
regions to deal with the process nonlinearity and improve
the prediction accuracy. To study the coagulation process of
WWTP, a neural network based MPC was developed in [19].
In this proposed strategy, a multi-layer back-propagation
neural network was introduced to model the nonlinear rela-
tionships between the removal rates of pollutants and the
chemical dosages, with satisfied model accuracy. Moreover,
in order to strengthen the adaptive ability, logical capacity
and reasoning ability for identifying the states of WWTP,
fuzzy neural networks (FNNs), owning the advantages of
both neural networks and fuzzy systems, have been widely
used in MPC strategies [20]–[22]. For example, a MPC strat-
egy, based on FNN model, was proposed for a real WWTP
in [21]. The results showed that this T-S fuzzy model could
identify the effluent concentration adaptively. Yang et al.[22]
investigated a FNN-based predictive controller for activated
sludge wastewater treatment processes. The FNN model was
derived to identify the processes in MPC to achieve satis-
factory control performance. Further, some other FNN-based
MPC strategies were also discussed in [23] and [24]. These
MPC strategies could achieve superior identification effects
and desired model accuracy to improve the control perfor-
mance. However, one of the main drawbacks of these strate-
gies is to determine the structure of FNN as fixed. As a
result, most of these MPC strategies cannot handle the model
structure problem under the disturbances and uncertainties of
WWTP [25], [26].

Computation complexity is another challenging technical
issue of MPC strategy for WWTP, it is urgent to design
an efficient approach for reducing the computation com-
plexity in the online optimal control process [27]. Recently,
various approaches have been developed, e.g. in [28]–[33].
In [28], a nonlinear MPC, based on the piecewise-linearized
hybrid approximation, was utilized to calculate the online
control sequences. The simulation results demonstrated the
efficiency of the proposed method. Muller et al. developed a
novel switched MPC method for nonlinear wastewater sys-
tems, in which the different cost functions were switched
to enhance the computational performance [29]. Moreover,
an interior point nonlinear solver, according to the process
economics, was introduced for MPC in [30]. The case study

indicated the computational performance. Mulas et al. [31]
developed predictive control strategy, using a simple dynamic
matrix control algorithm, for controlling the nitrogen concen-
tration in a full-scale WWTP. The dynamic matrix control
algorithm could improve the computational performance and
the tracking accuracy. And some other methods for reduc-
ing the computation complexity of MPC could be found
in [32] and [33]. However, for these above methods, since the
dynamics and the random disturbances of WWTP are hard
to be obtained, it is still a challenge to design an appropriate
online optimal method with suitable constraints [34].

Based on the above discussion, in this paper, a data-based
predictive control (DPC) strategy is developed to realize the
optimal control of WWTP. This proposed DPC strategy has
its advantages to improve the model accuracy and reduce the
computation complexity. Themain contributions of this paper
are:

1) A data-driven identifier, based on self-organizing fuzzy
neural network (SOFNN), is introduced for predict-
ing the real-time operational states of WWTP. Unlike
some existing FNNs for MPC strategies [21]–[24],
this proposed SOFNN identifier can adjust both the
parameters and the structure to improve the predicting
accuracy.

2) With the purpose of solving the optimization prob-
lem without constraints for WWTP, a DPC strategy,
transforming the constrained conditions into an uncon-
strained nonlinear programming problem, is designed
for controlling the dissolved oxygen (DO) concentra-
tion. Meanwhile, an adaptive second-order Levenberg-
Marquardt algorithm is developed to derive the control
law of this DPC strategy to reduce the online computa-
tion complexity.

3) As the stability is important to the applications of DPC
scheme, the proposed control strategy is designed with
these in mind. The stability analysis is demonstrated
theoretically in details.

The remainder of this paper is organized as follows.
Section II describes the overall DPC scheme, the details of
parameters and rule-layer neurons adjustment process for
SOFNN identifier and online calculation of the optimal con-
trol strategy. In Section III, the stability of the proposed DPC
is discussed. Then, in Section IV, the simulation results are
presented to demonstrate the effectiveness of DPC and the
final conclusions are given in Section V.

II. DATA-BASED PREDICTIVE CONTROL (DPC) STRATEGY
A. DPC SCHEME
To realize the optimal control for WWTP, the proposed DPC
scheme used in this work is presented as shown in Fig. 1. This
DPC scheme mainly consists of two parts: SOFNN identifier
and the online optimal control. SOFNN identifier is used
to deal with the real-time state prediction under dynamical
stations. Meanwhile, the online optimal control is applied
to acquire the control actions for improving the control
performance.
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FIGURE 1. DPC scheme.

In the proposed DPC scheme, SOFNN identifier is used to
predict DO concentration by means of the selection of related
input variables and the adjustment of model parameters and
structure. The historical data, collected from the available
sensing measurements, are used to update the identifier and
improve the predicting performance. The online optimal con-
trol method, transforming the constrained conditions into
an unconstrained nonlinear programming problem, is then
applied to control DO concentration.

B. SOFNN IDENTIFIER
To predict DO concentration online, a SOFNN is developed to
approximate the multi-input-single-output (MISO) relation-
ship between DO concentration and its influencing variables.
In WWTP, DO concentration is mainly manipulated by oxy-
gen transfer coefficient in the fifth unit (KLa5) and the internal
recycle (Qa) simultaneously. During the reaction process, six
relatedmodel inputs y(t−1), y(t−2),KLa5(t−5),KLa5(t−6),
Qa(t−5),Qa(t−6) are used for SOFNN identifier, y(t−1) is
the system output at time t − 1, y(t − 2) is the system output
at time t−2, KLa5(t−5) is the oxygen transfer coefficient at
time t − 5, KLa5(t − 6) is the oxygen transfer coefficient at

time t − 6, Qa(t − 5) is the internal recycle at time t − 5, and
Qa(t−6) is the internal recycle at time t−6. In this SOFNN,
four layers - the input layer, the radial basis function (RBF)
layer, the rule layer and the output layer, are included, and the
output is described as:

ŷ(t) = f (ε(t),χ (t), v(t))

=

P∑
l=1

wl(t)e
−

6∑
i=1

(εi(t)−cil (t))
2

2σ2il
(t)
/ P∑

j=1

e
−

6∑
i=1

(εi(t)−cij(t))
2

2σ2ij
(t)
,

(1)

where ŷ(t) is the predicted output of SOFNN, f (·) is the
mapping function, ε(t) are the model inputs, and ε(t) =
[y(t−1), y(t−2),KLa5(t−5),KLa5(t−6),Qa(t−5),Qa(t−
6)], χ (t) = [χ1(t), χ2(t), . . . , χP(t)]T are the outputs of
RBF layer, v(t) = [v1(t), v2(t), . . . , vP(t)]T are the outputs
of rule layer, P is the number of neurons in RBF layer
and the rule layer, cj(t) = [c1j(t), c2j(t), . . . , c6j(t)] and
σ j(t) = [σ1j(t), σ2j(t), . . . , σ6j(t)] are the vectors of centers
and widths of the jth neuron in RBF layer, respectively,
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w(t) = [w1(t),w2(t), . . . ,wP(t)] are the weights between the
output layer and the rule layer.

In SOFNNmodel, the parameters of c(t), σ (t) andw(t) are
updated as:

c(t + 1) = c(t)− η1 ∂E(t)/∂c(t)
σ (t + 1) = σ (t)− η2 ∂E(t)/∂σ (t)
w(t + 1) = w(t)− η3 ∂E(t)/∂w(t),

(2)

where η1, η2 and η3 are the positive learning rates, c(t) =
[c1(t), c2(t), . . . , cP(t)], σ (t) = [σ1(t), σ2(t), . . . , σP(t)],
E(t) is the sum of squared error between real output and
predicting value

E(t) =
1
2
e2(t) =

1
2
(y(t)− ŷ(t))2. (3)

Moreover, the structure of SOFNN is adjusted by the rela-
tive importance index (RII) and E(t). RII is used to compute
the proportion of the output values based on the input param-
eters [35], [36]. The influence index, evaluated by the values
of neurons in the rule layer that generated to the output layer,
is expressed as R(t), where R(t) = [R1(t),R2(t), . . . ,RP(t)].
In the adjustment process of neurons in the rule layer, if the

condition meets

E(t) > E(t − 1), (4)

the neuron with largest relative importance index Rm(t) will
be split, where Rm(t) = maxR(t), and a new neuron will be
added in the rule layer to improve the model performance.
Meanwhile, the parameters of the new inserted neuron are
adjusted as [37].

If the current conditions satisfy{
E(t) < E(t − 1)
Rh(t) ≤ Rr ,

(5)

where Rr ∈ (0,Rr0), Rr0 is the threshold, and Rh(t) =
minR(t), then the hth neuron in the rule layer will be deleted
and the parameters of remained neurons will be updated
as [37]. The procedures for adjusting SOFNN are summa-
rized in Table 1.
Remark 1: A MISO SOFNN is developed in the proposed

DPC strategy to predict DO concentration forWWTP. During
the predicting process, both the model parametersw, c, σ and
the model structure can be updated to improve the modeling
performance.

C. ONLINE OPTIMAL CONTROL
In this proposed DPC strategy, the cost function J (t) is
designed as:

J (t) =
HP∑
i=1

(r(t)− ŷ(t + 1))2 + ρ
Hu∑
j=1

1u(t + j− 1)T

×1u(t + j− 1)+ Bu1(t)+ Bu2(t), (6)

where Hp is the prediction horizon and Hu is the control
horizon (Hu < Hp), r(t) is the reference of DO concentration,

TABLE 1. Details of SOFNN updating process.

ŷ(t) is the predicted output of DO concentration, ρ is the
penalty parameter, 1u(t) are the control variations, 1u(t) =
u(t) − u(t − 1),u(t) = [u1(t), u2(t)]T = [KLa5(t),Qa(t)]T,
0 d−1 < u1(t) < 240 d−1, 0 m3/d−1 < u2(t) <

95530 m3/d−1, Bu1(t) and Bu2(t) are the barrier functions

Bu1(t) = −µ1(t) ln(240− u1(t))− µ2(t) ln u1(t)

Bu2(t) = −ξ1(t) ln(95530− u2(t))− ξ2(t) ln u2(t), (7)

where µ1, µ2, ξ1, ξ2 are the weighting parameters used to
determine the influence of Bu1(t) and Bu2(t){
µ1(t) = ((240− u1(t))/(1− β21 )u1(t)) · ∇Bu1(t − 1)
µ2(t) = ∇Bu1(t − 1),

(8){
ξ1(t) = ((95530− u2(t))/(1− β22 )u2(t)) · ∇Bu2(t − 1)
ξ2(t) = ∇Bu2(t − 1),

(9)

where β1 ∈ (0, 1), β2 ∈ (0, 1), ∇Bu1(t − 1) and ∇Bu2(t − 1)
are the derivatives of Bu1(t − 1) and Bu2(t − 1), respectively.

At each time t , the cost function J (t) is minimized to
acquire the control sequences u(t) in DPC strategy. To guar-
antee the optimization performance and reduce the cal-
culation time, an adaptive second-order L-M optimization
algorithm is introduced to solve the optimization problem.
Based on the online optimal control problem as described in
Eq. (6), the updated rule is

u(t + 1) = u(t)+ h(t), (10)

where u(t) are the control input sequences, h(t) is the search
direction

h(t) = −(H(t)+ λ(t)I(t))−1G(t), (11)
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TABLE 2. Details of the online optimal contorl scheme.

where H(t) is the Hessian matrix calculated at time t , G(t) is
the gradient vector derived at time t , λ(t) is the adaptive
parameter used to assure that the matrix to be inverted is
positive definite. H(t), G(t) and λ(t) are calculated as

H(t) = ∂2 J (t)/∂u2(t), (12)

G(t) = ∂J (t)/∂u(t), (13)

λ(t) = $ (t)λ(t − 1), (14)

$ (t) = (τmin(t)+ λ(t − 1))/(τmax(t)+ 1), (15)

where τmax(t) and τmin(t) are the maximum and minimum
eigenvalues of H(t), respectively. In the calculation process,
the updated rule of the control sequences u is computed
directly by the vector operations, therefore, the adaptive
second-order L-M algorithm has the ability to reduce the
storage and speed the optimal control efficiency. The online
optimal control scheme can be summarized in Table 2.
Remark 2: The online optimal control is realized at

each sample time based on a sequence of control input
sequences u. Taking advantage of the barrier function method
and adaptive second-order L-M optimization algorithm, com-
putation complexity is reduced in the optimal control process.

III. STABILITY ANALYSIS OF DPC STRATEGY
With respect to the stability of the nonlinear DPC system, the
following assumptions and propositions are introduced.
Assumption 1: 1): The value of the penalty parameter

ρ 6= 0. 2): The prediction error beyond the prediction horizon
e(t + HP + 1) = 0;
Proposition 1: 1): By taking advantage of Th. 4 in [38],

it can be concluded that if u(t−1) satisfy Eq. (6) for r(t−1),
then u(t) satisfies Eq. (6) for r(t). As u(0) are feasible at
t = 0, it can be proved recursively that u(t) are feasible at
all time t ≥ 0. 2): As it is shown in [39], the convergence of
this proposed SOFNN model can be maintained.
Theorem 1: Consider the online optimal control problem

presented in Eqs. (6)-(9), and the control law designed as
Eq. (10), if Assumption 1 and Proposition 1 hold, the stability
of the control system can be guaranteed.

Proof: The cost function at time t is described as

J (t) =
HP∑
i=1

(r(t)− ŷ(t + i))2 + ρ
Hu∑
j=1

1u(t + j− 1)T

×1u(t + j− 1)+ Bu1(t)+ Bu2(t). (16)

For DPC, u1(t) = [u1(t), u1(t + 1), . . . , u1(t + Hu − 1)]T

and u2(t) = [u2(t), u2(t + 1), . . . , u2(t + Hu − 1)]T are the
optimal control sequences at time t . Then, the suboptimal
control sequences at time t + 1 are set as

u∗1(t + 1)

= [u1(t+1), u1(t+2), . . . , u1(t+Hu−1), u1(t+Hu−1)]T,

u∗1(t + 1)

= [u2(t+1), u2(t+2), . . . , u2(t+Hu−1), u2(t+Hu−1)]T,

(17)

u∗(t + 1) = [u∗1(t + 1),u∗2(t + 1)]T, then, for the suboptimal
control u∗(t + 1), the cost function is define as

J∗(t + 1) =
HP+1∑
i=2

e2(t + i)+ ρ
Hu+1∑
j=2

1u2(t + j− 1)

+Bu1(t + 1)+ Bu2(t + 1). (18)

Based on the above analysis,

J∗(t + 1)− J (t)

= e2(t + HP + 1)− e2(t + 1)− ρ1u2(t)

+Bu1(t + 1)− Bu1(t)+ Bu2(t + 1)− Bu2(t). (19)

Taking into account e(t + HP + 1) = 0 in Assumption 1,
then

J∗(t + 1)− J (t) = e2(t + 1)− ρ1u2(t)+ Bu1(t + 1)

− Bu1(t)+ Bu2(t + 1)− Bu2(t). (20)

To analyze the difference between Bu1(t + 1) and Bu1(t),
the derivate of Bu1(t) is shown as

∇Bu1(t) =
µ

240− u1(t)
−

µ2

u1(t)

=
(µ1 + µ2)u1(t)− 240µ2

(240− u1(t))u1(t)
, (21)

taking the expressions of µ1, µ2 into Eq. (21), we get (22),
as shown at the bottom of the next page, where β1 ∈ (0, 1),
1/(1 − β1)2 > 1, and we get (23), as shown at the bottom of
the next page, therefore,1Bu1(t) = Bu1(t + 1)−Bu1(t) < 0.
In the similar way, Bu2(t + 1)− Bu2(t) < 0. Then

J∗(t + 1)− J (t) ≤ 0. (24)

Using these considerations, it can be concluded that,
if u(t+1) is the optimal solution at time t+1, then J (t+1) ≤
J∗(t + 1) as u∗(t + 1) is the suboptimal one. Finally

1J (t + 1) = J (t + 1)− J (t) ≤ J∗(t + 1)− J (t) ≤ 0, (25)

Taking advantage of the conclusions in [40], it can
be observed that both Bu1(t) and Bu2(t) are bounded.
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Therefore, the cost function J (t) is monotonically decreased
and bounded with respect to time and the control system is
stable.

IV. EXPERIMENTS DESIGN AND RESULTS ANALYSIS
In this section, the proposed DPC strategy is researched
to control DO concentration in WWTP. In order to show
the evaluation and comparison with other control strategies,
DPC strategy is applied to benchmark simulation model
No. 1 (BSM1) to show its control performance. All the sim-
ulations are programmed with MATLAB, version 2015, and
run on a PC with a clock speed of 2.6 GHz and 4 GB RAM,
in a Microsoft Windows 7.0 environment.

A. WWTP SYSTEM LAYOUTS
WWTP is a nonlinear system, subject to large perturbations
in influent flow rate and pollutant load, together with some
constraints during the operational process. Many control
strategies have been proposed to realize the close-loop control
of WWTP, but their evaluation and comparison are difficult,
due to the variability of the influent, the complexity of the
biological and biochemical phenomena, the large range of
time constants and the lack of standard evaluation criteria.
To enhance the acceptance of the improved control strategy
and compare the performance of the designed controller,
a benchmark platform, BSM1, is introduced to evaluate the
control results through two levels, one concerns the local
control loops, assessed by integral of the absolute error (IAE),
and the other provides measures for the effect on plant per-
formance, such as aeration energy (AE). The system layouts
of WWTP are described from three aspects, the samples,
effluent bounds, and disturbances.

(1) Samples: Two-week operating data from three dif-
ferent weathers are derived to evaluate the control
performance-dry, rain and storm.

(2) Effluent Bounds: The effluents should satisfy the dis-
charge standards, the limits of ammonium (SNH ), total
nitrogen (Ntot ), suspended solid (SS), biological oxy-
gen demand over a 5-day period (BOD5) and chemical
oxygen demand (COD) are shown as: SNH ≤ 4 mg/L,
Ntot ≤ 18 mg/L, SS ≤ 30 mg/L, BOD5 ≤ 10 mg/L,
and COD ≤ 100 mg/L.

(3) Disturbances: To demonstrate the robustness of the
proposed DPC strategy, both the influent flow rate Q0

FIGURE 2. Influent flow rate Q0.

FIGURE 3. Influent ammonia nitrogen NH0.

and the influent ammonia nitrogen NH0 are considered
as disturbances, the variations are shown in Figs. 2-3.

B. DPC STRATEGY RESULTS
Two cases with fixed optimal set-points and time-varying
optimal set-points are introduced to evaluate the performance
of the proposed DPC strategy.
Case 1 (Fixed Optimal Set-Points): To reflect the predic-

tion performance of SOFNN, both the number of hidden
neurons in rule layer and mean squared error (MSE) are

∇Bu1(t) =
((240− u1(t))/((1− β1)2u1(t))∇Bu1(t − 1)+∇Bu1(t − 1))u1(t)− 240∇Bu1(t − 1)

(240− u1(t))u1(t)
(22)

∇Bu1(t) =
(240− u1(t))/((1− β1)2u1(t))∇Bu1(t − 1)+∇Bu1(t − 1)u1(t)− 240∇Bu1(t − 1)

(240− u1(t))u1(t)

<
((240− u1(t))/u1(t)∇Bu1(t − 1)+∇Bu1(t − 1))u1(t)− 240∇Bu1(t − 1)

(240− u1(t))u1(t)
= 0, (23)
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TABLE 3. The performance comparison of different methods.

applied. The calculation ofMSE is shown as

MSE =
∫ t=14

t=0
(y(t)− ŷ(t))2/14. (26)

The model parameters are set as follows, the model input
and output orders ny = 2, nu = 2, the delay time td = 4, the
learning rate λ = 0.8, the pruning threshold Rr0 = 0.1. The
model inputs are y(t − 1), y(t − 2), KLa5(t − 5), KLa5(t − 6),
Qa(t − 5), and Qa(t − 6), the prediction horizon Hp = 5.
There are 10 initial hidden neurons in RBF layer and rule
layer. And the parameters in RBF layer and rule layer are
initialized randomly. The prediction results of fixed set-points
in the three weathers are shown in Table 3.

To reflect the prediction performance, SOFNN model
is compared with other modeling methods, self-organizing
radial basis function (SORBF) [13], dynamic fuzzy neu-
ral network (DFNN) [43], generalized growing and pruning
algorithm for RBF (GGAP-RBF) [44] and multi-layer per-
ceptron (MLP) model [41]. Model parameters of SORBF,
DFNN, GGAP-RBF, and MLP are similar to the original
papers to guarantee the fair comparison. All results were
averaged based on 20 independent runs.

Clearly, the prediction results obtained by the proposed
SOFNN model are more accurate than those obtained from
the other modeling methods. Performance is assessed using
the number of hidden neurons in rule layer and MSE. From
Table 3, it can be observed the proposed SOFNN model
achieves with compact structure and minimal MSE in the
three weathers. The finally hidden neurons of the SOFNN
model in dry, rain and stormweathers are 9, 12 and 11 respec-
tively. Compared with SORBF, DFNN, GGAP-RBF, and
MLP, this proposed modeling method obtains with minimal
hidden neurons. In addition, the prediction results acquired

FIGURE 4. DO tracking control effects in dry weather.

by SOFNN model is more accurate than other modeling
methods. MSE in the three weathers are 0.0100 mg/L,
0.0126 mg/L and 0.0122 mg/L respectively. The prediction
results demonstrate the effectiveness of the proposed SOFNN
method. The comparisons indicate that the proposed SOFNN
model is more suitable for modeling nonlinear WWTP.

Taking advantage of SOFNN model, the proposed DPC
strategy is carried out to realize the online optimal control.
The parameters in the control process are set as follows: the
penalty parameters ρ = 10−2, the control horizon Hu = 1.
AE, IAE and mean error (ME) are introduced to evaluate the
control performance, the expressions are shown as:

AE =
24
7

∫ t=14

t=0

5∑
l=3

[
0.0007× KLal(t)2(

Vl
1333

)

+ 0.3267× KLai(t)(
Vl

1333
)
]
dt, (27)

where (KLa)l is the overall mass transfer coefficient in the
lth unit, Vl is the volume of the lth aerobic zones. In this
case, a rough estimation of average electricity price in the
EU (0.1 AC/kWh) is taken into account, and thus, all of the
weights were multiplied by 0.1.

IAE =
∫ t=14

t=0
|ec(t)|dt, (28)

ME =
∫ t=14

t=0
ec(t)dt/14, (29)

where ec(t) is the control error, ec(t) = y(t)− r(t).
Figs. 4-15 give tracking control results of the proposed

DPC strategy with fixed DO concentration in three weathers
during the two weeks, including the real process responses
and the manipulated variables used for adjusting the control
variables to realize the tracking control with the above param-
eter settings.

The graphs in Fig. 4 demonstrate that DPC strategy
can trace the set-points of DO in dry weather. The errors
in Fig. 5 show the differences between the set-points and

1504 VOLUME 6, 2018



H.-G. Han et al.: Data-Based Predictive Control for Wastewater Treatment Process

FIGURE 5. DO tracking control errors in dry weather.

FIGURE 6. Manipulated variable KLa5 in dry weather.

FIGURE 7. Manipulated variable Qa in dry weather.

the control outputs remain within the range of ±0.05 mg/L
(±2.5%) except for the catastrophe points. Figs. 4-5 indicate
that the proposed DPC strategy can trace DO concentration
with high accuracy when the optimal set-points are fixed. The
control results are smooth. In addition, the variation of two

FIGURE 8. DO tracking control effects in rain weather.

FIGURE 9. DO tracking control errors in rain weather.

FIGURE 10. Manipulated variable KLa5 in rain weather.

manipulated variables are presented in Figs. 6-7. Both the two
manipulated variables are kept within the constrained ranges.

Tracking control results under rain weather are displayed
in Figs. 8-9. As it is shown in Fig. 8, good tracking control
ability is realized by DPC strategy. The errors are displayed
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FIGURE 11. Manipulated variable Qa in rain weather.

FIGURE 12. DO tracking control effects in storm weather.

FIGURE 13. DO tracking control errors in storm weather.

in Fig. 9, and they are kept in the range of ±0.1 mg/L except
for several points. Meanwhile, Figs. 10-11give the variations
of KLa5 and Qa, which are smooth.
The on-line control results under storm weather are pre-

sented in Figs. 12-15, including the real process response and

FIGURE 14. Manipulated variable KLa5 in storm weather.

FIGURE 15. Manipulated variable Qa in storm weather.

the variation of the manipulated variables. From Fig. 12, it is
clearly observed that the real outputs follow the set-points of
DO immediately. The differences between the real outputs
and the set-points are described in Fig. 13. The errors stay
in the range of ±0.3 mg/L. Figs. 14-15 show the variation of
KLa5 and Qa, which remain in the constrained ranges.
To evaluate the control performance, the proposed DPC

strategy is compared with other existing controllers that
are designed for WWTP: the proportional-integral (PI) con-
troller [3], MPC [7], adaptive controller based on a dynamic
structure neural network (ACDSNN) [42], self-organizing
fuzzy controller (SOFC) [9], self-organizing recurrent radial
basis function based nonlinear model predictive control
(SR-RBF-NMPC) [27] and self-organizing radial basis func-
tion based MPC (SORBF-MPC) [13]. The details of the
comparisons under the three weathers are shown in Table 4.

From Table 4, it is clearly seen that DPC strategy can
realize the tracking control with high control accuracy when
the optimal set-points are fixed. In case 1, IAE and ME of
DPC strategy are 0.0094 mg/L, 0.0025 mg/L, 0.0119 mg/L,
0.0034 mg/L and 0.023 mg/L, 0.0086 mg/L in dry weather,
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TABLE 4. Control performance comparison of different methods in case 1.

rain weather and storm weather respectively. In addition,
the rise time and peak time in the three weathers are 0.78 h,
1.00 h, 0.72h, 1.08 h and 0.84 h, 1.08 h, which are faster
than other compared control methods. The rapidity depends
on not only the constraints transformation by barrier function
method but also the adaptive second-order L-M algorithm
for calculating the control sequences. AE in DPC strategy is
the lowest compared with other approaches under different
weathers, the average AE are 665 AC/d, 667 AC/d and 680 AC/d.
Case 2 (Time-Varying Optimal Set-Points): The prediction

results of SOFNN model for time-varying optimal set-points
in dry weather, rain weather and storm weather are shown
in Table 5. The prediction results are also compared with
SORBF [13], DFNN [43], GGAP-RBF [44] and MLP [41].

From Table 5, it can be concluded that the proposed
SOFNN model is appropriate for modeling the nonlinear
WWTP. Both the hidden neurons and MSE are introduced
to reflect the model performance. It is clearly observed that
the proposed SOFNN method can achieve with compact
model structure andminimalMSE. The finally structure of the
SOFNN model in the three weathers are 9, 10 and 10 respec-
tively. Compared with other modelingmethods, this proposed
SOFNN model obtains with the minimal hidden neurons.
Meanwhile, MSE under the three weathers are 0.0305 mg/L,
0.0379 mg/L and 0.0422 mg/L. The prediction results indi-
cate the effectiveness of SOFNN model.

The tracking control results of time-varying optimal set-
points under the three weathers are presented in Figs. 16-27.
Good tracking control ability by DPC strategy are observed
from Fig. 16 in spite of the frequent changes of the set-points.

TABLE 5. The performance compatison of different methods.

The control errors are displayed in Fig. 17 and remain within
the range of ±0.01 mg/L except for the catastrophe points.
Figs. 16-17 indicate that DPC strategy can track DO concen-
tration accurately. The variation of two manipulated variables
are given in Figs. 18-19.

Tacking control results in rain weather are presented
in Figs. 20-23. Taking advantage of the proposed DPC strat-
egy, it is clearly seen that satisfied tracking control results are
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FIGURE 16. DO tracking control effects in dry weather.

FIGURE 17. DO tracking control errors in dry weather.

FIGURE 18. Manipulated variable KLa5 in dry weather.

reflected in Fig. 20. In Fig. 21, the differences between real
outputs and set-points are displayed, and they are in the range
of ±0.02 mg/L except for the catastrophe points. Figs. 22-23
show the variation of the two manipulated variables
KLa5 and Qa, which are kept in the required ranges.

FIGURE 19. Manipulated variable Qa in dry weather.

FIGURE 20. DO tracking control effects in rain weather.

FIGURE 21. DO tracking control errors in rain weather.

Figs. 24-27 present the tracking control results in storm
weather. DO concentration tracking control results are dis-
played in Fig. 24 and tracking control errors are described
in Fig. 25. Although the influent flow rate and influent
NH0 change obviously, the controller can adapt to the
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FIGURE 22. Manipulated variable KLa5 in rain weather.

FIGURE 23. Manipulated variable Qa in rain weather.

FIGURE 24. DO tracking control effects in storm weather.

disturbances rapidly to guarantee the control performance.
From Figs. 26-27, it can be observed that both KLa5 and Qa
can be updated smoothly to trace the set-points of DO
concentration.

To evaluate the control performance, the proposed DPC
strategy is also compared with other controllers that are
designed for the treatment process: PI controller [3],

FIGURE 25. DO tracking control errors in storm weather.

FIGURE 26. Manipulated variable KLa5 in storm weather.

FIGURE 27. Manipulated variable Qa in storm weather.

MPC [7], ACDSNN [42], SOFC [9], SR-RBF-NMPC [27]
and RBF-MPC [13]. The details of the comparisons in the
three weathers are shown in Table 6.

From Table 6, it can be concluded that the proposed
DPC strategy can achieve preferable control performance.
The characteristics of DPC strategy can be generalized as
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TABLE 6. Control performance comparison of different methods in case 2.

follows. At first, the proposed DPC strategy can realize
the tracking control with higher control accuracy under the
three weathers in spite of the time-varying optimal set-
points. IAE and ME for DPC strategy in dry weather, rain
weather and storm weather are 0.010 mg/L, 0.0038 mg/L,
0.013 mg/L, 0.0085 mg/L, and 0.0119 mg/L, 0.0054 mg/L
respectively, which are lower than the compared PI, MPC,
ACDSNN, SOFC, SR-RBF-NMPC, SOFNN-MPC methods.
Meanwhile, the system time is shorter than other compared
methods, the rise time and peak time in DPC strategy are
0.69 h, 1.00 h, 0.72 h, 1.04 h and 0.72 h, 1.08 h respectively.
Moreover, reduced AE is achieved by the proposed DPC
strategy, which are 672 AC/d, 673 AC/d and 675 AC/d under the
three weathers.

C. ANALYSIS OF THE RESULTS
The results presented above demonstrate that the proposed
DPC strategy can realize high-accuracy DO concentration
tracking control even when the process is loaded with random
disturbances. Based on the former results, the proposed DPC
strategy owns several superior performances.

Firstly, due to the nonlinearity and discontinuity of the
measurement process in WWTP, SOFNN model makes it
possible to identify DO concentration accurately, which is
presented in Table 3 and Table 5. The comparison results
indicate that SOFNNmodel is more suitable for modeling the
complex WWTP. The proposed SOFNN model can update
both the model parameters and structure by gradient descent
algorithm and relative importance index. Therefore, SOFNN
can achieve superior modeling accuracy and better general-
ization capability.

Secondly, the tracking control ability has been evaluated
by two cases, with fixed optimal set-points and time-varying
optimal set-points. From the two cases, it is evident that
the proposed DPC strategy achieves satisfied control per-
formance. The details of the control results are shown in
Figs. 4-27. Minimal tracking control errors have been
achieved both with fixed and time-varying optimal set-points
of DO concentration. Moreover, according to the results, it is
clearly observed that the average IAE orME can be controlled
well and thereby save energy of the process. These superior
performance indexes depend on the model prediction accu-
racy and updated rules of the control sequences. Moreover,
better robustness of DPC strategy has been revealed from
Figs. 4, 8, 12, 16, 20 and 24, for the controller can adapt
to the external disturbances rapidly to guarantee the control
performance.

Thirdly, the proposed DPC strategy formed by SOFNN
identifier, barrier function method and adaptive second-order
L-M algorithm, has revealed its advantages for controlling
DO concentration in WWTP. Moreover, the stability analysis
of the control system has been proved by monotone and
bounded property. This successful application of the pro-
posed DPC strategy in constrained WWTP has developed
a novel method for controlling the constrained nonlinear
industrial process.

V. CONCLUSION
In this paper, a DPC scheme, based on SOFNN identifier,
barrier function method and adaptive second-order L-M algo-
rithm, is proposed to control DO concentration in WWTP.
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Experimental simulations and results analysis are provided to
demonstrate its prediction and on-line control performance
for three different weathers under fixed and time-varying
optimal set-points. It is pointed out that SOFNNmodel works
well in WWTP. To reduce the computation complexity, bar-
rier function method is applied to redesign the constrained
cost function into a nonlinear programming problem. Adap-
tive second-order L-M algorithm, a fast and robust nonlinear
optimization algorithm is introduced to update the control
sequences. Stability of the proposed DPC strategy is proven
checking the monotonicity of the cost function. Experimental
results indicate that the proposed DPC strategy is competitive
in terms of modelling and control performance when com-
pared with other methods.

For a real WWTP is always running with some
constraints, such as the air blow, this study provides an effec-
tive methodology for solving the constrained industrial prob-
lem. Moreover, the proposed DPC strategy can also achieve
reduced complexity and satisfied control accuracy when
controlling the complex industrial process. In the future,
to balance the accuracy and economy, the economic model
predictive control strategy will be researched, moreover,
considering the multi-variable influence in WWTP, multi-
objective time-varying optimal control based on DPC will be
researched.
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